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Abstract: This paper presents a new approach to design and structure optimization of a deterministic test pattern generator (TPG). The TPG is composed
of a linear register and a non-linear combinational function that can invert any bit in the generated patterns. Consequently, any arbitrary test sequence can
be produced. Such a TPG is suitable for on-line built-in self-test (BIST) implementations where functional units are tested in their idle cycles. To reduce the
gate count of the BIST structure a genetic algorithm (GA) is employed. This approach and its multi-objective nature allows concurrent optimization of
multiple parameters within multiple design aspects (register cells type, patterns order in the generated test sequence, bit order of a test pattern), which
influence the final solution. Experimental results on combinational ISCAS benchmarks demonstrate the efficiency of the proposed evolutionary approach.

Nov pristop k optimiranju strukture generatorja testnih
vzorcev

Kjučne besede: generator testni vzorcev, načrtovanje, optimiranje, genetski algoritem.

Izvleček: V članku je predstavljen nov pristop k načrtovanju in optimiranju strukture generatorja testnih vzorcev (TPG). TPG je sestavljen iz linearnega
registra in nelinearne kombinacijske funkcije, ki lahko invertira katerikoli bit generiranega vzorca. Tako lahko dobimo poljubno testno sekvenco. Takšen
TPG je primeren za on-line built-in self-test (BIST) izvedbe, kjer se funkcijske enote testirajo v njihovih prostih ciklih. Za zmanjšanje števila logičnih vrat
strukture BIST, je uporabljen genetski algoritem (GA). Večkriterijska narava tega pristopa omogoča sočasno optimiranje več parametrov na več načrtoval-
nih nivojih (tip pomnilnih registrov, vrstni red vzorcev, vrstni red bitov v vzorcih), kar vse vpliva na končno rešitev. Rezultati testiranja s kombinacijskimi
testnimi vezji ISCAS so pokazali uspešnost uporabljenega pristopa.
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1 Introduction

The complexity of modern integrated circuits and rapid
changes in technology pose an ever-increasing number of
challenges in testing electronic products. With the intro-
duction of surface mounted devices, small pitch packag-
ing becomes prevalent, which makes the access to the
test points on a board either impossible or at least very
costly. Traditional in-circuit test techniques that utilize a bed-
of-nails to make contact to individual leads on a printed
circuit board have become inadequate. To cope with this
problem, boundary-scan approach has been developed
and is now widely adopted in practice /3//25/. Another
problem originates from the fact that the number of tran-
sistors in a chip increases faster than the pin count and
consequently internal chip modules become more and
more difficult to access. Limited number of I/O pins repre-
sents a bottleneck in testing of complex embedded cores
where transfers of large amounts of test patterns and test
results between the automatic test equipment (ATE) and
the unit-under-test (UUT) are required, /4/. One of the al-
ternative solutions is to implement a built-in self-test (BIST)
of the UUT, /28/, with on-chip test pattern generation (TPG)
and on-chip output response analysis logic. In this way,
the test circuitry is incorporated on-chip and communica-
tion with external ATE is reduced to test initiation and trans-
fer of test results /22/.  Besides, self-test can be performed

at the circuit’s normal clock rate. This may increase the
coverage of faults that could otherwise be detected only
during normal system operation. In addition, BIST can be
used for periodic testing and/or to diagnose system fail-
ures in system maintenance. On the other hand, BIST im-
plementation inevitably leads to area overhead, which typ-
ically results in performance penalties due to longer signal
routing paths resulting from the inclusion of the BIST cir-
cuitry in the design. Minimization of the BIST logic is one
of the commonly addressed problems in practice.

Different TPG approaches have been proposed. They can
be classified as ROM-based deterministic, algorithmic,
exhaustive and pseudo-random. In the first approach, de-
terministic patterns are stored in a ROM and a counter is
used for their addressing, /10/. This simple approach is
limited to small test pattern sets. Algorithmic TPG are mostly
used for testing regular structures such as RAMs /30/.
Exhaustive TPG is counter-based approach which suffers
from the fact that it is not able to generate specific sequence
of test vectors. With some modifications, however, coun-
ter-based solutions are able to generate deterministic test
patterns, /5//16//18/. Pseudo-random TPG is most com-
monly applied technique in practice. In this approach Lin-
ear Feedback Shift Register (LFSR) or Cellular Automata
(CA) are employed to generate pseudo-random test pat-
terns. In order to decrease the complexity of a TPG, de-
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signers usually try to embed deterministic test patterns into
the vector sequence generated by some linear register.
Such embedding can be done either by re-seeding a TPG
or modifying its feedback function /17/. There are also
solutions that modify or transform the vector sequence pro-
duced by a LFSR in such a way that it contains determinis-
tic test patterns /29//2/. Most proposed LFSR structures
are based on D-type flip-flops. In recent years, LFSR com-
posed of D-type and T-type flip-flops is gaining popularity
due to its low area overhead and high operating speed
/13//14/.

In the paper an approach for the generation of determinis-
tic TPG logic based on a Linear Feedback Shift Register
(LFSR) composed of D-type and T-type flip-flops is de-
scribed. The use of LFSR for TPG eliminates the need of a
ROM for storing the seeds since the LFSR itself jumps
from a state to the next required state (seed) by inverting
the logic value of some of the bits of its next state. The
approach for constructing the proper LFSR employs a
genetic algorithm (GA) to find an acceptable practical so-
lution in a large space of possible LFSR implementations.
In the area of TPG, genetic algorithms have mainly been
used for the derivation of test pattern sets for target UUTs
/8//26/. As for the synthesis of the TPG logic for actual
generation of the derived test patters, GA approach has
been used for the solutions based on cellular automata
/9/.

This work was motivated by the need of deterministic test
pattern generation for the on line BIST of structure com-
posed of idle function units and registers, originally pro-
posed in /27/.  In this approach, functional units and reg-
isters that are not used for the computations of the target
application during individual time slots are organized into a
structure that is continuously tested in parallel with normal
system operation. Normally, pseudo-random test vectors
can be employed for such on-line self-test. In critical appli-
cations, where low fault latency is required, test pattern
generators (TPG) that generate deterministic test sequence
are needed. Deterministic test sequences (i.e., in which
non-useful test vectors are eliminated) may also consider-
ably reduce diagnosis time in fault localization /19/.

2 Test pattern generator structure

A TPG can be regarded as an autonomous finite-state
machine that is typically configured as a shift register with
additional feedback connections. A TPG is said to be line-
ar if its feedback logic is composed exclusively of XOR
gates, otherwise it is said to be non-linear. A TPG is initial-
ized to a known initial state, and the contents of its flip-
flops in the initial state are called the seed. The flip-flops
are clocked to cause the transitions, whose exact nature
depends on the feedback connections. The values of the
state variables in subsequent transitions are used as test
patterns. Most reported TPGs are D flip-flop based  linear
feedback shift registers (LFSRs).

In a typical scenario, a TPG is initialized with a given deter-
ministic seed and run until the desired fault coverage is
achieved. The test application time using an LFSR is sig-
nificantly larger than what is required for applying the test
set generated using a deterministic TPG. This is due to the
fact that vector set generated by a LFSR includes besides
useful vectors also many other vectors that do not contrib-
ute to the fault coverage. In order to reduce test applica-
tion time, current non-useful vectors should be replaced
by useful vectors appearing later in the test sequence. This
can be done in a number of ways. Most commonly used
techniques are reseeding and weighted-random pattern
generation.

In our approach, the goal is to develop a TPG that would
generate only the required test vectors (i.e., with no inter-
mittent non-useful vectors). The overall structure of the
proposed n bit test pattern generator is presented in Fig.
1. It is composed of a Multiple-Input Signature Register
(MISR) and a modification logic. The MISR has a form of a
ring that is composed of n flip-flops with either active high
or active low inputs. Any flip-flop of the MISR can be of T
type or D type. Each flip-flop (D or T) can also have invert-
er on their input (denoted as  or ). Thus, the register
may have one of 4n different structures. The inputs of the
MISR are controlled by the modification logic. The outputs
of the MISR are fed back to the modification logic which is
a simple combinational logic and acts like a decoder.

Fig. 1: Test pattern generator structure

In our case, MISR and the modification logic are applica-
tion specific: they are synthesized according to the required
test pattern set. The modification logic allows that in the
subsequent clock cycles the contents of the MISR assume
the values specified by the target test pattern set.

One of the parameters that are important for practical im-
plementations of TPGs is area overhead. It is influenced
by the structure of each MISR stage, the order of the test
patterns in a test sequence and the bit-order of the test
patterns. While the first property influences the complexi-
ty of both the MISR and the modification logic, the remain-
ing two impact only the area of the modification logic.
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3 Genetic algorithm

The population-based evolutionary approach - employed
through GA /1//7//15/ was used for optimization because
of its intrinsic parallelism that allows searching within a broad
database of solutions in the search space simultaneously,
climbing many peaks in parallel. Therefore, the risk of con-
verging to a local optimum is low. Besides, promising re-
sults of our research work obtained in other optimization
problem areas /20//21//23//24/ encouraged us to con-
sider GA approach as one of the possible alternatives in
TPG synthesis optimization.

The implementation of genetic operators is described with
more details in /24/.

4 Structure evaluation

Operation of the j-th cell of the TPG register during one
clock cycle can be expressed by the following equation:

Qj = tj qj ⊕ qj-1 ⊕ ij ⊕ fj

    Q1 = t1 q1 ⊕ qn ⊕ i1 ⊕ f1                     (1)

where qj-1 is the current state of the cell number j-1, qj is
the current state of the j-th cell, Qj is the next state of the j-
th cell, tj is the coefficient determining type of the flip-flop
in the j-th cell , i.e., 0 for D-type flip-flop, and 1 for T-type
flip-flop, ij is the coefficient determining whether there is
an inverter at the input of the flip-flop in the j-th cell , i.e., 0
for absence of inverter, and 1 for presence of inverter, and
fj is the value of the j-th output of the modification logic.
Thus, the value of the j-th output of the modification logic
is:

fj, = tj qj ⊕ qj-1 ⊕ ij ⊕ Qj

   f1 = t1 q1 ⊕ qn ⊕ i1 ⊕ Q1          (2)

On the basis of these equations one can derive values of
the outputs of the modification logic for each vector but
last in the test sequence. In that way ON-set and OFF-set
of the modification logic are defined.

Further, Espresso software /11/ was used for Boolean min-
imization of the modification logic and its approximate cost
evaluation. This software takes a two-level representation
of a two-valued (or multiple-valued) Boolean function as
input, and produces a minimal equivalent representation
(number of equivalent gates).  It automatically verifies that
the minimized function is equivalent to the original func-
tion. The algorithms used represent an advance in both
speed and optimality of solution in heuristic Boolean min-
imization.

5 Results

The optimization process is shown in Figure 2, where the
initialization phase determines the initial TPG structure
through the desired sequence of test patterns. The GA
tries to optimize the circuit (make new configuration) while

checking the allowed TPG structure and using the exter-
nal structure evaluation tool. The evaluation tool calculates
the cost of a given structure through the input test patterns
and TPG configuration. After a number of iterations the
best structure is chosen and implemented through the
hardware description language. Parameters of the GA used
in our experiments are; a) for first three circuits: number of
generations is 50, population size is 10, probability of cross-
over is 0.8, and probability of mutation is 0.01, and b) for
the next three circuits: number of generations is 100, pop-
ulation size is 50, probability of crossover is 0.7, and prob-
ability of mutation is 0.05. The final solution for each cir-
cuit was the best one found after a few repetitions of opti-
mization. There were few repetitions due to the non-deter-
ministic nature of the genetic algorithm.

In Table 1 the results of the evaluation of the optimization
process with the ISCAS test-benchmark combinational cir-
cuits are presented. The widely accepted ISCAS bench-
mark suite has been in use since being introduced in sim-
ple netlist format at the International Symposium of Circuits
and Systems in 1985. In 1989 ISCAS symposium a set of
sequential circuits was introduced, similar to the 1985 cir-
cuits, but with the addition of a D-type flip-flop element.
These simple combinatorial circuits are used to benchmark
various test pattern generation systems.

Fig. 2: The optimization process

All test circuits used in our evaluation were transformed by
the input reduction procedure proposed in /6/. The test
pattern width (denotes the number of the inputs) and the
number of test patterns (number of different input test vec-
tors to cover all possible faults) are presented in the sec-
ond and the third column, respectively, for each bench-
mark. The next two columns present the total cost (number
of equivalent gates) of the modification logic reported by
Espresso for the initial and optimized TPG structure. The
last column shows the achieved improvement between in-
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itial and optimized structure. The execution time of the GA
algorithm itself was always below a second, while the eval-
uation phase, performed by the external structure evalua-
tion tool, took couple of seconds per evaluation. There is
no report on total execution time, which in fact was meas-
ured in minutes, but since this is off-line optimization pro-
cedure, optimization effectiveness was considered more
important as optimization time.

Table 1. Results of modification logic size (in total cost)

Since the bit-order of the test patterns and the order of the
test patterns in a test sequence influence the area of the
modification logic, it might be interesting to compare the
results also with the results of column matching algorithm
/12/. Both approaches use MISR of similar complexity,
while the main differences are in the design of the modifi-
cation logic. Table 2 shows the results of the comparison
of the two approaches for the same benchmark circuits.
The complexity figures in the 2nd and 3rd columns of Table
2 are expressed in terms of a total cost reported by Es-
presso per bit of the produced test pattern:

        (3)

Such a measure was applied because in experiments dif-
ferent test pattern sets were used than those reported in
/12/.

Table 2. Comparison with results achieved in /12/

The comparison presented in Table 2 indicates that the
proposed approach has a higher potential to provide solu-
tions of TPG generating deterministic test patterns than
column matching. Another big difference is also in testing
time; in column matching solution all deterministic test pat-
terns are embedded in a long test sequence composed of
5000 test vectors, which contains a lot of patterns not
contributing to the fault coverage in the CUT. On the other
hand, the GA based solution produces all deterministic test
patterns as a one short test sequence that does not con-
tain any superfluous vectors.

In Table 3 the comparison of the area of TPG logic for AMS
0.35 μm technology for the implementations reported in
/2/ and the GA based solutions is presented. The area is
expressed in terms of equivalent two input NAND gates.
As in Table 2, a specific measure of the area overhead of
the TPGs was applied due to the fact that different deter-
ministic patterns sets have been used for TPG synthesis.
The proposed measure is expressed by the following for-
mula:

          (4)

Table 3. Comparison with results achieved in /2/

Experimental results in Table 3 indicate that for some
benchmarks the proposed TPG and the GA optimization
procedure provide solutions with lower area overhead than
the TPG presented in /2/ while for some other bench-
marks the TPG in /2/ are better. This may be due to the
fact that we used Espresso as a fast evaluation tool in the
TPG optimization process and Synopsys as a tool for syn-
thesizing the final solution. Therefore, applying Synopsys
as both the evaluation tool and the final synthesis tool is
likely to improve the results.

The above examples are good for illustrating the advantag-
es of the proposed approach in comparison with the exist-
ing solutions. However, one should be aware that the em-
ployed benchmark circuits are relatively small. Realistic
assessment of techniques for automatic deterministic test
pattern generation requires more complex circuits. Since
such examples are not reported in the referred papers,
we performed GA optimization approach on some larger
benchmark circuits. While the results regarding the com-
plexity and the area per bit are in average comparable to
the GA examples reported above, the computation time
for larger circuits considerably increases and may repre-
sent a bottleneck in practical implementations. For exam-
ple, the computation time for circuit s38417 was 140 times
larger than for c880.

6 Conclusion

In many cases, pseudo random pattern generators pro-
vide reasonable fault coverage for different circuits-under-
test. However, if a TPG fails to provide the desired fault
coverage within the given test length, application specific
deterministic TPGs are employed. Deterministic TPGs are
by default more complex since they employ additional log-
ic to prevent the generation of non-useful test patterns.
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Area overhead is one of the important issues of the design
of deterministic TPGs. In this paper, a new type of deter-
ministic TPG is presented based on a feedback shift regis-
ter composed of D- and T-type flip-flops and inverters. It is
also equipped with a modification logic that can invert any
bit in any pattern generated by the register. The search for
the optimal structure of the TPG is performed by a genetic
algorithm and some illustrative case studies were per-
formed on ISCAS test-benchmark circuits. Promising ini-
tial results have been obtained on small and medium bench-
mark circuits. The computation time for larger circuits con-
siderably increases and may represent a bottleneck in prac-
tical implementations.
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