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We introduced explaiiation in human-readable form into a neural network classiffier. The neural 
network was upgraded by an inductive learning system, which generated the decision tree to 
explain the way neural network classified new examples. The decision tree learned was compaxed 
to the neural network itself and to the inductive learning systeni regaxding both transparrency 
and classification accuracy. 

Razlaga klasifikacije z nevronsko mrežo 

V delu predstavljamo metodo, ki pri klasifikaciji z nevronsko mrežo omogoča razlago klasifikacije 
v človeku razumljivi obliki. Nevronsko mrežo smo nadgradili s sistemom za induktivno učenje, 
ki generira odločitveno drevo kot razlago delovanja le-te. Tako dobljena odločitvena drevesa 
smo primerjali z izvirnimi nevronskimi mrežami in s sistemom za induktivno učenje taJco glede 
razumljivosti kot tudi s stališča klasifikacijske točnosti. 

1. Introduction 
Artificial neural network models were intro
duced as an attempt to describe the way 
human brain copes with data, especially in 
cases of pattern recognition [1]. They are, 
in principle, based on our understanding of 
the human brain structure. Their compu-
tational power is based on the massive par-
allelism of simple elements and their dense 
interconnection. Many different types of 
neural networks (NN) were introduced dur-
ing last years. In the field of digital pat
tern recognition, single-layer networks are 
mostly used [2], whereas three-layer feed-
forwaxd networks can be used as general 
člassifying systems for the data described in 
an attribute-value laguage [3]. In this field, 
their adaptability and classification accu-

racy makes them a very useful tool. Their 
main drawback is the lack of transpaxrency 
to the human user, who cannot figure much 
out from the values of the NN weights. 
Induction learning (IL) is another approach 
to the classification task (e.g. [4], [5]). 
Given the examples, the IL system tries to 
generate a classification function in the form 
of DT or in the form of I F - T H E N rules. 
The main advantage is, the acquisition of 
knowledge in the form suitable for expert 
systems, where the transparrency of the re-
sults is strictly required. Introduction of 
statistical methods into the knowledge ac-
quisition process also provides classification 
accuracy comparable to the one of the clas
sification methods of classical statistics. 
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In this paper, we try to combine the advan-
tages of both approaches. The main idea 
is to use IL methods to extract the infor-
mation hidden in NN weights. The DT ob-
tained in this way, provides an insight into 
the process of the classification of new ex-
amples. 

2. Explanation in the neural 
network 
As an exajnple of NN classifier, the grow-
ing neural network (GNN) has been chosen. 
It is a single-layer NN, where neurons are 
vectors of weights with attached classes, be-
longing to the same space as the learning 
exaniples. Its classification is based on the 
nearest-neighbour method. To generate the 
GNN classifier, slightly modified unsuper-
vised learning algorithm proposed by Koho-
nen [6] was used. It can be put as follows 

normalise-vectors; 
net = first-ezamplc-vecior; 
repea t 

X = next-example.vector; 
y = nta.resi-vtctor-jromjntiwork(x); 
if class(z) == claas(y) t h e n b e g i n 

y = y + oc(x — y); 
update-vector(y, net); 

e n d 
else 

add^vector(x, net); 
un t i l nojmore-examples; 

For each new learning exainple x, we find 
the nearest vector y from the network ac-
cording to the || ||2 norm. If their classes 
match, y is slightly rotated into direction 
of X (in our experiments, we set a = 0.2). 
Otherwise, x is added to the network as a 
new vector. When the network is built, the 
classification process is simple: given an ex-
ample, find the nearest vector in network 
according to the || ||2 norm and use its class 
to classify the example. The implementa-
tion of the upper algorithm in C language is 
given in [7]. 
As an IL system, ASSISTANT Professional 
[8] was chosen. It is a tool for the induction 
of decision trees (DTs) from exajiioles in the 

attribute-value language, based on ID3 al
gorithm [4], improved by the binarisation of 
the at tr ibutes, the mechanism for dealing 
with incomplete da ta and the tree pruning 
features. 
Several ways of combining the NN and IL 
methods have been proposed recently [9]. 
One can classify ali the learning examples 
with the NN learned from them, obtaining 
their new classes, and then feed them to the 
IL system as an input. Another possibility 
is, to generate artificial examples, classify 
them with NN, and use them as an IL sys-
tem input again. We have chosen another 
way: we took the original weight vectors 
from the GNN and use them as learning ex-
amples. In the čase of GNN, this simple 
schema makes sense, since the GNN ušes its 
weight vectors as examples for the nearest-
neighbour classification. 

3. Experiniental results 
3.1. Experiinental Setup 
In our experiments, the medical domain, de-
scribing the condition of coronary arteries 
after the bypass operation has been used. 
Domain contains 112 examples. Each of 
them belongs to one of the following classes: 
deteriorated, unchanged or improved con
dition. The da ta is described with 30 pa-
rameters, 14 numerical and 16 logical. The 
numerical a t t r ibute values were normalised 
using the || ||oo norm. The logical ones were 
coded as O and 1. Before loaded into AS
SISTANT Professional, the numerical val
ues were discretized into 5 equal intervals. 
For the cross-validation, the examples were 
10 times raaidomly divided into a training 
set (70% or 80 examples) and a testing set 
(30% or 32 examples). For every distribu-
tion, GNN was built on learning examples 
(GNN). Then, DT was learned from the 
neural network (IL_GNN). As a reference, 
another D T was learned from the original 
learning examples (IL). AH three methods 
were compared regarding the transparrency 
of the classification process. 
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' In the next step, we have used the trees, 
learned from neural networks as standalone 
classifiers. AU three methods were then 
compared also regarding the classification 
accuracy. 

3.2. Transparrency of the clas
sification 

In this section, we compare three difFerent 
methods with respect to their transpaxrency 

of the classification process to the human 
user. First, let us examine the GNN clas
sifiers. The algorithm described in Section 
2 generates networks containing about 15 
neurons. The results are shown in Table 
1. Every neuron contains 30 real-valued 
weights and attached class. A typical net-
work (distribution 2) is presented in Figure 
1. 
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3 
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0 
0 
1 
1 
1 
0 
1 
0 
1 
1 
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0.5 

Classz 

12 
13 
13 
8 
13 
12 
13 
16 
13 
13 

12.6 
1.9 

E 
13 
16 
16 
9 
15 
14 
17 
19 
16 
18 

15.3 
2.7 

Table 1: Number of neurons in GNNs. 

Class 1 Class 2 Class 3 

Figure 1: An example of neural network. 
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Every classification of the new example re-
quires 16 x 30 = 480 subtractions, multipli-
cations and additions to calculate Euclidean 
distance from ali the vectors in neural net-
work. Additionally, it also requires 16 com-
pajisons. Even if a human user is capable of 
using GNN, it is a black box, returning the 

result without any explanation. 
In the next stage, the neurons of GNNs were 
used as learning examples for the IL systeni. 
The DTs learned from the GNNs contained 
about 4-5 nodes and about 2-3 leaves. An 
example of such decision tree (distribution 
2) is shown in Figure 2. 

Figure 2: An example of DT, learned from network. 

The difference between the classifiers from 
Figures 1 and 2 is obvious: in the second 
čase, only two comparisons are required dur-
ing the classification in the worst čase. Fur-
thermore, the DT is simple enough to be 
understood by humans, and can be easily 
used even without a computer. This is cer-
tainly not true with the neural network, 
where knowledge is hidden into 480 real-
valued weights. 

For further comparison, we also ran the AS-

SISTANT Professional with the original ex-
amples as an input. The DTs, learned in 
this way were much bigger than the ones, 
learned from the neural networks: they typ-
ically contained about 18 nodes and about 
9 leaves. For comparison with the DTs 
learned from GNN neurons, the number of 
nodes and leaves for both methods are pre-
sented in Table 2. An example of DT, 
learned from the learning examples (distri
bution 2), is shown in Figure 3. 
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nodes 

21 
21 
17 
19 
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15 
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19 
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1.2 
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2 
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2 
3 
4 
2 
3 
3 
3 
3 

2.9 
0.7 

DT learned from GNN 
nodes 

3 
3 
5 
3 
5 
3 
5 
5 
5 
5 

4.2 
1.0 

leaves 
2 
2 
3 
2 
3 
2 
3 
3 
3 
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2.6 
0.5 

NULL 

0 
0 
0 
1 
0 
0 
1 
0 
0 
0 

0.2 
0.4 

Table 2: The sizes of DTs, learned from the GNN neurons and from exaxnples. 



46 

Figure 3: An example of DT, learned from examples. 

The transparrency of the upper DT to a hu
man user is also much better than the one of 
the neural network. Comparing to the trees, 
learned from neural network, it is slightly 
less handy for use. However, as it will be 
shown in the next section, its classification 
accuracy is much better. 

3.3. Classification accuracy 

In the next step of our experiments, the DTs 
learned from neural networks were used as 
standalone classifiers to validate their qual-
ity. their classification accurracy (IL_GNN) 
was then compared to the one of the GNNs 
alone (GNN) and to the classification accu-. 
racy of DTs learned from the original learn-
ing examples (IL). The classification accu-
racy of ali three classifiers was estimated us-
ing testing examples. The results are shown 
in Table 3. 

First, the inferiority of the GNN classifiers 
is obvious. Also the standard deviation of 
the classification accuracy is very high. The 
GNN learning algorithm is very sensitive to 
the ordering of the examples. 
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GNN 

0.688 
0.813 
0.875 
0.688 
0.813 
0.781 
0.844 
0.844 
0.906 
0.719 

0.797 
0.073 

IL-GNN 

0.844 
0.875 
0.875 
0.813 
0.781 
0.844 
0.813 
0.844 
0.938 
0.813 

0.844 
0.042 

IL 

0.906 
0.875 
0.906 
0.906 
0.813 
0.813 
0.844 
0.938 
0.906 
0.906 

0.881 
0.041 

Table 3: The classification accuracy of 
GNN, IL_GNN, and IL systems 

However, with some improvements (ran-
domly chosen leajning examples, dissmis-
sion of weak neurons), the classification ac-
curacy of the GNNs is improved and reaches 
about 82% [10]. Surprisingly, the classifica
tion accuracy of the DTs learned from the 
GNNs, is greater than the one of the net-
works themselves. 
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It seems to us that this happens due to 
the nature of the IL mechanism, which 
tries to extract the useful Information and 
to suppress noise in data. In this way, 
it can use the knowledge hidden in GNN 
weights, which cannot be used by the 
nearest-neighbour mechanism of GNN. The 
DTs, learned directly from learning exam-
ples, were significantly more accurate than 
the ones learned from GNNs This was ex-
pected, since their learning sets were larger 
(the number of learning examples was typi-
cally much greater than the number of neu-
rons in the corresponding GNNs). 

4. Conclusions 
In our a t tempt to introduce the explana-
tion into a NN classifier, the latter was up-
graded by the IL system ASSISTANT Pro-
fessional. We showed that this system suc-
cessfully extracted knowledge from the net-
work and presented it in the form of decision 
tree, so that it could be directly used by hu
man users. 
The classification accuracy of the decision 
trees learned from the neural networks was 
significantlv better than the one of the 
NNs themselves. This might be caused by 
badly chosen algorithm for the construc-
tion of neiiral networks, but it seems to 
us, that IL systems together with their in-
corporated statistical methods can signifi-
cantly imiDrove not only the transparrency 
of the neural network classifiers, but also 
their classification accuracy. 
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