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The types of pharmaceutical products include cosmetics and drugs. Some of the pharmaceutical products 

comprise a mix of drugs and herbs without considering their interaction effects. Drug-herb interactions 

(DHIs) refer to the interactions between conventional drugs and herb medicines. However, the available 

information on DHIs is scattered because it has heterogeneous databases and website resources, apart 

from some of the paid or subscribed databases. Easy access to information on DHIs would allow 

researchers to explore more. Therefore, this study proposes improvements in the focus web crawler to 

collect DHIs information from the heterogeneous resources on the Internet, present priority levels of a 

resource link through anchor text and URLs, and traversing the link with the aid of depth. The improved 

focused crawler was tested on two algorithms namely the Breadth-First Search (BFS) and PageRank. 

Information of DHIs crawled 4,744 herbals from the focus web crawler. The accuracy values for Chinese 

Med Digital Projects and MedlinePlus were 98% for PageRank and 71% for BFS. Additionally, a focused 

web crawler may gather more relevant web pages in the same amount of time as a wide crawler. Hence, 

the proposed crawler may successfully gather DHIs on the web in response to the user queries. 

Povzetek: Razvit je nov algoritem za preiskovanje spleta za iskanje vzorcev medsebojne odvisnosti zdravil. 

 

1 Introduction
Despite the advancements in modern medicine, most 

people still use herbals to cure their illnesses. In the 17th 

century, many countries practiced herbal medicine based 

on their traditional knowledge of a plant that was used by 

the local communities and was passed down from one 

generation to another. Now, many of the products have 

mixed conventional drugs with herbals. Therefore, it will 

lead to a large gap in increasing the number of chemicals 

consisting of primary and secondary metabolites of the 

active substance using single pharmacology that 

contributes to the effects of either moderate, resisting, 

etc.[1]. 

Contrary to the popular believe, the side effects 

of herbal medicines are greater compared to conventional 

drugs, regardless of the generalization of ‘natural means 

safe’ due to the lack of appropriate quality control, 

inadequate labeling, and lack of appropriate patient 

information. [2,3]. Of lately, various plant-derived 

products are being incorporated into cosmetics and natural 

products. These products contain active phytochemicals in 

a range of unstandardized preparations (i.e. tablets, 

capsules, sachets, or pills). Some of the sports drinks, 

supplements and energy bars contain ingredients that have 

been mixed with herbs and medicines. The effect of a 

mixture of homemade medicines used where the patient 

begins to manage it on their own without supervision and 

advice from a doctor, therefore, offer an increase to the 

rate of drug-herbal interactions (DHIs) [4]. DHIs refer to 

the interactions between conventional drugs and herbal 

medicines [5]. DHIs commonly occur during the 

pharmacokinetic and pharmacodynamic interactions in 

prescribed drugs, dietary supplements, or a small portion 

of food items [6]. In oncology studies, pharmacokinetics 

interactions can metabolize enzymes like cytochrome 

P450 (CYP) and P-glycoprotein (P-gp), while 

pharmacodynamics interactions refer to drugs that 

influence each other’s effects directly. However, 

excessive DHIs can lead to unexpected Adverse Drug 

Reactions (ADRs). For instance, a herb that interacts with 

cisplatin to cure cancer is the Black Cohosh [7].  

Information on DHIs can be obtained from the 

World Wide Web (WWW). However, medical 

professionals like doctors, pharmacists, medical 

researchers, and others require an automatic solution to 

gather the information from articles, databases, and other 

websites. Therefore, a web crawler is proposed as a 

solution to accumulate all the information. Thus, the focus 

web crawler seeks pages that satisfy the relevant 

information related to the search topics [8,9]. The focused 

crawler retrieves the maximum number of relevant pages 

simultaneously and transverse the minimum number of 

irrelevant pages on the website [10–12]. The focus web 

crawler also indexes the website entry where the users can 
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send the index via query and provide the results of the 

website that matches with the query.  

Information on DHIs are scattered since many 

databases are available to store the information, including 

Medical Literature Analysis and Retrieval System Online 

(MEDLINE), and PubMed [13]. A majority of the 

healthcare professionals prefer to search for research and 

case reports on DHIs in databases like MEDLINE, 

PUBMED, EMBASE, and COCHRANE libraries using 

the following search terms or combinations thereof: 

"drug–herb interaction," "herb-drug interaction," 

"interaction," "cytochrome P450," "plant," "extract," 

"medicinal," "concurrent administration," and "herbal and 

orthodox medicines." Appropriate search terms were used 

to represent numerous medicinal herbs used in Africa, 

America, Asia, Europe, and Australia. This study searched 

and compiled interaction reports between orthodox 

medications and their mechanisms of action. The searches 

were not restricted by publication date or location, but 

only considered publications in the English language 

[14,15]. PubMed and MEDLINE contain journals and 

articles on experiments and studies conducted by medical 

professions, while the other resource websites such as 

WebMD, HerbMed, and Natural Medicines 

Comprehensive Database provided information related to 

DHIs. Meanwhile, some journal articles like PubMed and 

MEDLINE require an account subscription to be able to 

download and read the papers. Therefore, medical 

professionals face limited time and access to information 

on DHIs from various websites, as some websites require 

a purchased subscription.  

There are various types of supplements and 

pharmaceutical companies in Malaysia that manufacture 

supplements by mixing drugs and herbs regardless of the 

interactions and ADRs, prescribed and approved by the 

Drug Control Authority (DCA) and National 

Pharmaceutical Regulatory Agency (NPRA). Whereas, 

some people consume drugs and herbs as alternative 

treatments without consulting their doctors. People are 

unaware that they can obtain information on DHIs from 

websites and databases. Hence, a web crawler is proposed 

in this study to help extract relevant information on DHIs. 

This study allows readers and researchers from different 

backgrounds to explore more on the DHIs and web 

crawlers. Moreover, the web crawler can also download 

and extract information efficiently and faster. Therefore, a 

web crawler is the best solution to be implemented in the 

medical field. This study aims to perform web crawling 

from several herbal medicine websites related to DHIs and 

to evaluate web crawler algorithms for DHIs.  

The most crucial part of a focused crawler is the 

selection of the URLs. The primary goal of an effectively 

focused crawler is to locate relevant web pages and guide 

them to those pages. Here, classification is widely 

accepted as the most common method for determining 

relevant and irrelevant pages. However, classification is 

not used when DHI websites and databases mostly contain 

DHI related information and even related URLs also 

require an indexing algorithm to sort the most preferred 

websites and databases. Therefore, a focus web crawler 

approach and indexing algorithms were proposed in this 

study to identify the most important websites and 

databases. Page URLs were divided into two categories by 

indexing algorithms namely primary websites and 

hyperlinks. To improve the indexing algorithms, this study 

set different depths for various main pages based on their 

content ability. The greater the number of pages and the 

higher weights for the main website can be achieved with 

a higher number of depths. Meanwhile, newly improved 

pseudocode was developed by indexing algorithms to 

improve the algorithm convergence. The performance of 

focused crawling is directly influenced by the method 

used to select URLs. This strategy allows the crawlers to 

find relevant web pages. This study picked sites from the 

unvisited list, and sorted them in an ascending manner 

relevant to the given topic of the page being visited. When 

determining the link weights during crawling, the current 

page's anchor text, context, and URL string are all 

considered [16–18]. The most frequently accessed links’ 

features indicate the user’s current location to assess their 

trends and patterns towards a site. After dividing the web 

page into sections, we evaluated each section as a single 

content block. Previously unvisited URLs were also 

extracted and added to the frontier where applicable, with 

the weight assigned based on its importance. Then, all of 

the content block links were removed. 

This study specifically seeks to make three key 

contributions. Firstly, the study assessed the topic of 

ADRs, DHIs and Web Crawler, while prior studies on web 

crawling largely focused on its benefits for healthcare 

professionals. It is very important to study the associated 

costs thoroughly before initiating research. This study 

focused on the conflicts and pressures created by DHIs 

which could impact public health. It also focused on the 

adaptation of web crawlers in reducing costs and 

improving the efficiency of the web crawlers in DHIs. 

Therefore, issues and phenomena unique to DHIs are 

focused on in this study along with their interactions 

between each other and the outcomes. It also assessed the 

existence of side effects or ADRs, the implementation of 

web crawlers in DHIs, sorting of the heterogenous 

websites and databases, highlighting our extant 

understanding of DHIs, web crawler processes and 

outcomes derived from the ADRs and web crawler 

literature. Secondly, this study adds to the understanding 

of role theory especially regarding focused web crawling 

because it is the latest technology adopted by researchers. 

Thirdly, we contributed to the growing evidence of 

selecting the best indexing algorithms by comparing their 

performances. Although previous literature investigated 

other moderators for DHIs, they often focused on DHIs’ 

research methods by obtaining random information 

manually. Instead, this study focused on DHIs, an aspect 

of self-regulation by medical professionals that is easily 

accessible, therefore could reduce the cost and time spent 

for obtaining information about DHIs. 

The rest of the study is organized as follows: 

Section 2 describes related studies on ADRs, DHIs, and 

web crawler methods. Section 3 elaborates the research 

methodology in terms of the implementation and 
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experimental design, while Section 4 discusses the 

analyses outcomes. Lastly, Section 5 concludes this study. 

2 Background and Related Work 
ADRs originate from the term Adverse Events. 

Adverse Events are defined by National Care Institute as 

unexpected symptom that occurs during treatment or 

therapy (Figure 1) [19]. Adverse Events that occur when a 

patient consumes a drug excessively, might be defined as 

ADRs. ADRs refer to the negative or harmful responses 

due to medication [20]. ADRs which occur due to 

excessive consumption of conventional medicine with 

conventional medicine or herbal medicine with 

conventional medicine is also known as overdose. ADRs 

could affect adults, children and infants too. The World 

Health Organization (WHO) defines medication errors as 

failed treatments that could harm the patients [21,22].  

Medication errors could occur during the medication 

process, choosing a medicine, errors in writing the 

prescriptions, using the wrong formula by the 

manufacturer, etc. [23–26].  

 

 
Figure 1: Relationship between medication errors, 

adverse events, and ADRs. 

 

Several recent studies on ADRs were published by 

researchers from the United States, Malaysia, and other 

developed countries. Most of the ADR reports were 

obtained from MEDLINE, PubMed, etc. [27]. However, 

the studies revealed that ADRs do not occur only due to 

the overdose of drugs but also due to discontinuing drug 

therapy. Another study assessed the pervasiveness of 

ADEs and reported that 5.1% of the clinic affirmations 

were expected to be ADRs [28]. They reported that 5.3% 

of the admissions were caused by ADRs [28]. The 

percentage of patients who got admitted to the hospital 

increased due to ADRs [29].   

In Malaysia, ADR reports are submitted to the 

Malaysian Adverse Drug Reactions Advisory Committee 

(MADRAC) [30,31]. The study also grouped causality 

into five, namely Certain, Probable, Possible, Unlikely, 

and Unclassifiable, to classify the ADR reports from 

MADRAC.  

For some medications, the DHIs could also lead to 

ADRs, especially with herbal products. According to a 

study, 39 out of 46 herbal medical products interacted with 

conventional drugs [32]. For instance, Perforate St John's-

wort is known as Hypericum perforatum, a prevalent 

natural item highlighted for its administration as an anti-

depression have also been broadly considered for 

pharmacokinetic DHIs. Hypericum perforatum can be 

purchased over the counter and is consumed by patients 

with different pathologies. Hence, it is discouraged. In 

clinical preliminaries, Hypericum perforatum is known to 

better stimulate movement compared to fake treatment 

with a lower dose. Even though the concentrates of 

Hypericum perforatum (a leafy herb that come from the 

Hypericaceae family) contains a few phytochemicals and 

hyperforin, the dynamic energizer specialist is involved in 

interceding DHIs [33]. Compared to different 

phytochemicals, hyperforin is bioavailable in humans, 

where the amount should be halved every 12 hours. It 

should also take into account the aggregation that deserves 

attention in many parts of the human body. Hyperforin 

enacts the Pregnane X Receptor (PXR), an atomic receptor 

found solely in the liver and digestive tract. Having 

demonstrated an EC50 estimation of 23 nM with a 380 nM 

top plasma focus, and a 200 nM enduring state plasma 

levels reachable in people ingesting the standard routine 

of 900 mg hypericum perforatum (typically in three 

separated dosages), hyperforin activates PXR under the 

fixation to be achieved in human plasma. Similarly, 

different preclinical investigations have revealed the 

capacity of Ginkgo biloba concentrates to repress human 

metabolic proteins including CYP1A2, CYP2C9, 

CYP2E1, and CYP3A4 [34,35]. Most modern medicines 

contain expected effects including their toxicity when 

interacting with herbs. Drug toxicity can occur when 

someone consumes multiple drugs at a time. It specifically 

occurs when the dose consumed by the individual exceeds 

the prescribed dose (intentionally or accidentally). 

 

Table 1: Effects of toxicity when interacting with DHIs 

No. Effects of toxicity when interacting with 

DHIs. 

1.  Dizziness 

2.  Low/high blood pressure 

3.  Low/high sugar level 

4.  Eczema  

5.  Bruise 

 

Table 1 lists some examples of toxic effects that 

may occur through the interaction of drugs and herbs. 

Patients who are in the age range of 33 to 78 years might 

experience bleeding while consuming certain drugs (i.e. 

aspirin, warfarin, acetaminophen, and ergotamine-

caffeine) with the Ginkgo biloba. Most of them 

experienced major or minor bleeding, while some died due 

to massive cerebral haemorrhage. Meanwhile, patients 

who consume products containing Vitamin E with 

excessive Ginkgo biloba could experience an increased 

rate of platelet activity. The related side effects include 

blurred vision, headache, and dizziness. 

Focus web crawler which is also known as 

topical web crawler is a technique that only collects web 

pages that satisfy specific properties. Focus web crawler 

can analyze the crawler’s boundary to determine the most 

relevant links and avoid unnecessary or irrelevant regions 
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of the web. Focus web crawler aims to find pages that 

satisfy the relevant information related to particular topics 

[8,9]. The focused crawler retrieves a maximum number 

of relevant pages simultaneously and excludes the 

minimum number of irrelevant pages on the web [10,11]. 

Previous studies on focus web crawlers used keyword 

matching or regular expression matching. The focus web 

crawler was introduced using the Fish Search algorithm. 

Fish Search algorithm is an algorithm that stimulates 

crawling using a group of fish that migrates with the web 

[36]. Each of the crawled URLs is compared to a fish 

because survivability relies on visited page pertinence and 

remote server speed. Page importance is assessed utilizing 

a double order by employing straightforward catchphrase 

or customary articulation matches. The fish dies if it 

navigates through a specific number of unrelated pages. 

However, studies have tried to improve oriented crawlers 

to effectively collect related information. The depth 

parameter could restrict the crawler to not visit a site, 

which is not important for the searching fish. The 

relationship between URLs were given importance or 

priority value based on the similarity found on Shark 

Search. The priority value is estimated based on the degree 

of similarity. Although most studies attempt to improve 

targeted crawlers to gather related information effectively, 

the parameter depth will limit the visitor to not visit a site 

that is not meant for searching fish. Based on the 

similarities identified on Shark Search, the relationships 

are assigned through the significance or priority status. 

The target interest is determined by the degree of 

similarity. Hence, a keyword-focused crawler was 

proposed by Agre et al. [37]. The study implemented an 

approach that dealt with domain ontology to find the most 

relevant pages according to the user requirements. 

Domain ontology is used to filter out the repository 

information. The advantages of keyword web crawler over 

traditional web crawler are that it works intelligently and 

efficiently without requiring relevant feedback. 

Consequently, the crawler workload is reduced. On the 

other hand, a focus crawler system for automation 

webpage classification was proposed by Goyal [38]. This 

study aims to determine whether the web pages consist of 

information of Indian original faculty working in foreign 

universities. They introduced the automation webpage of 

the Indian faculties through methods of URL filtering 

using feature extraction, a genetic algorithm (GA)-based 

classification. A mutation algorithm was employed to 

calculate the number of feature extraction. NetBeans IDE 

6.9.0 was chosen as the software to execute the 

implementations. The URLs were selected from the 

faculties and university websites using keywords. The tags 

and terms used as the feature extraction were named as 

chromosomes. The genetic algorithm-based classifier that 

was implemented used six steps, which are coding, 

generation of the initial population, evaluation of initial 

population, selection, crossover, and mutation. Their 

performance was analyzed in terms of document matrix 

(ranging from 0 to 1). A precision score higher than 0.8 

considers a page to be relevant. An efficient focused web 

crawler searches for medical plants and relevant diseases 

using several algorithms such as Naïve Bayes Classifier 

Algorithm, Decision Tree Algorithm and Multilayer 

Perceptron [12]. Naïve Bayes classifier was employed to 

determine whether the current web page was relevant or is 

not related to the medicinal plant information. This 

method was proven to perform better. The three types of 

lexical features, which are title-feature, meta-description, 

and anchor text, were also implemented for the Naïve 

Bayes classification. Moreover, a simple decision tree 

algorithm was developed to determine the relevancy of the 

medicinal plant URLs. Three different techniques were 

applied and analyzed (“yes” represents related medicinal 

plant and “no” represents not related medicinal plant) for 

each of the medicinal plant URL. The accuracy of Naïve 

Bayes produced 90% accuracy compared to the other 

algorithms.  

Meanwhile, another study proposed a technique 

called keyword focused web crawler [39]. This study 

aimed to improve the performance of web crawler by 

exploring in depth of the relevant web to the topic. This 

approach was proposed to extract keywords based on 

URLs or criteria regarding Indonesian recipes to obtain 

the best search. This scheme only downloaded URLs 

which contained Indonesian recipes from the searched 

keywords. They also used some metrics such as link 

analysis algorithm including Breadth First Search (BFS) 

and other URL prioritizing techniques to rank the URLs. 

The technique did not find the relevant web pages through 

any other branches as the parent node was related to “milk 

tea recipe” and “tilapia recipe”.  The results indicated that 

the resultant data was much higher than the information 

path which contained the word “fried chicken recipe”.   

Another study proposed the essentials of the pre-

processing task in social network user behavior [40]. This 

study aimed to analyze the user’s structural behaviour by 

implementing network link-based properties only. This 

study employed the BFS algorithm to traverse a range of 

nodes of the entire social network, where the vertices were 

put into a specific database format. The result indicated 

that the BFS successfully sorted the links according to 

their priority. Meanwhile, a different study employed a 

novel edge-based parallel algorithm based on the 

Shiloach-Vishkin (SV) approach for distributed memory 

systems [41]. This study aimed to reduce the data volume 

and balance the load as the iterations progress. They 

implemented a Hybrid Approach, consisting of Parallel 

SV and Parallel BFS. The graph nodes of parallel BFS 

were grouped using power-law degree distribution before 

being implemented into the parallel SV algorithm. This 

study also implemented Edison, a Cray XC30 machine. 

The speedup of the machine was measured. The results 

indicated that the speedup achieved a maximum speed up 

by 8 times higher than the default value of 16. In another 

study, a measurement graph of Swarm social, an Online 

Social Networks (OSN) application on the mobile phone 

was proposed [42]. The purpose of this study was to 

provide a comprehensive view of a mainstream OSN that 

consists of tens of millions of nodes. They created the 

social graph for Swarm, calculated the key graph metrics, 

clustering coefficient, assortative, PageRank, connected 

components and communities. They also implemented 

BFS in this study to queue the selected user and their 
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profile information. Moreover, they also implemented 

Metropolis-Hastings Random Walk (MHRW) and BFS 

with different subgraphs. The tool used for the 

implementation was the C++ programming language. 

Case studies were also performed by sampling the 1%, 5% 

and 10% of all nodes to calculate the mean and variance. 

The results indicated that the number mean and variance 

for BFS was higher than that of MHRW.  

Authors in a different study improved the 

network models design by implementing a local PageRank 

algorithm [43]. They aimed to measure the influence of a 

single article regardless of the specialities of the field. 

They modified the PageRank algorithm by defining the 

value of λ = 0.1, 0.15, 0.2, and 0.25. This algorithm was 

used to rank the co-citation graphs in scientometrics. In 

co-citation networks, nodes represent articles and the 

edges represent the citation of articles. Then, the score of 

the PageRank is computed for each of the nodes. A score 

of more than 0.8 indicated that the articles ranked by 

PageRank were relevant. Similarly, another study 

reviewed a PageRank algorithm [44]. In the study, 

PageRank searched the web pages based on inbound and 

outbound hyperlinks.  

Another study assessed the improvements of 

weighted PageRank [45]. This study aimed to determine 

the ranking popularity of the pages based on the user’s 

usage trends and browsing behavior. They implemented 

the weighted PageRank based on the links visited. This 

algorithm assigned a higher-ranking value to the outbound 

links for the most node visits due to higher popularity 

compared to inbound links. Hence, they introduced three 

methods, weight calculator, relevance calculator, and 

weighted PageRank algorithm based on content and link 

visits (WPRCLV) calculator in the study. The result 

demonstrated the efficiency of PageRank in ranking the 

relevant pages. Whereas, a novel approach to finding 

topical authorities on Twitter named FAME was proposed 

by another group of researchers [46]. This study 

implemented personalized PageRank to deploy a variant 

query-dependent on FAME. This study chose a suitable 

feature such as Twitter users’ relationships to perform 

PageRank. The experiment exhibited the improvement of 

FAME for the authorities from Twitter.   

As such, many studies attempted to improve oriented 

crawlers for the effective collection of related information. 

However, the depth parameter may restrict the crawler to 

not visit a site that is not important for searching fish. The 

URLs can be given the importance or priority value based 

on the similarity found on Shark Search.  The priority 

value can be estimated based on the degree of similarity.  

Based on the literature, the focus web crawler, BFS 

and PageRank are active research topics in gathering 

crawling the text information. Since DHIs can lead to pros 

and cons to our body and health, people need to know 

relevant information regarding the DHIs. The Internet is a 

very powerful tool because it is the main element of 

information growth and dissemination. It is used by 

billions of people every day from around the world for 

opportunities and information by people from all walks of 

life, especially researchers. There are various databases 

and websites on DHIs available on WWW. This study 

employed the focus web crawler as the suitable type of 

web crawler because it only crawls information regarding 

a specific topic. Tin line with a previous study [39], this 

study also implemented the addition of an extension to the 

web-crawling algorithm called PageRank. PageRank was 

chosen for this study because it was described to be able 

to rank relevant information, produce more accurate 

results, and take less time to execute the program. 

3 Research method 
The focus web crawler was enhanced to search for 

information on DHIs. This study aimed to ease the 

algorithms to index the URLs. As such, BFS and 

PageRank indexing methods were employed to index the 

URLs according to their priority. Figure 2 illustrates the 

proposed methodology of the efficient focused web 

crawler.  

 

 
Figure 2: Proposed methodology of focus web crawler. 

3.1 URLs selection and collection 

There are various websites and databases holding 

information on DHIs. In phase 1, 5 different published 

websites or databases on the internet were randomly 

checked one by one whether or not they contained 

information on DHIs through the Google search engine 

(Table 2). Medical professionals commonly use most of 

these websites to retrieve information on DHIs. Some of 

the websites listed in Table 2 have a list of databases 

related to DHI and not related to DHIs. URLs related to 

DHIs will be collected from the main websites and 

databases. 

 

Table 2: Lists of websites and databases. 

No. Name of Websites and Databases 
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1.  Medline Plus Database 

2.  Western Botanical Medicine 

3.  Global Information Hub on Integrated 

Medicine (GlobinMed)  

4.  Chinese Med Digital Projects 

5.  Countway Library of Medicine  

3.2 Page parsers 

Upon completing page collection, the HTML tags 

parsing the URLs were fetched from the page collections, 

followed by a page downloader to extract relevant 

information before storing the contents of those pages into 

the disk. DHI information is submitted to crawler 

downloader that containing the name, type of interaction 

etc. by a collection of pages used for data download, 

indexing and storage processes. The page parsers also 

submitted the information to determine the BFS and 

PageRank of the last crawled page. Page parsers 

information index the URL to check whether the URLs 

have enough crawl information based on its priority. 

3.3 Page downloader 

The page downloader fetches the URLs and puts them 

in the URLs queue to download the corresponding 

relevant pages from the web. The page downloader 

contains a domain to download the relevant pages. This 

domain is used to send the domain request and proceed 

with downloaders. The domain needs to set a timeout to 

ensure that it does not take too much time to read large 

pages or wait for the response of web servers. Robot 

Exclusion Protocol is an important step that needs to be 

considered for crawl page files because it provides a 

mechanism to the webserver. Thus, the webserver 

administrator can determine which pages cannot be 

accessed by the web crawlers. Meanwhile, the crawler 

used to exclude robots from a server is called robot 

Exclusion Protocol. This method creates a file on the 

server, where, this created page file must be accessible via 

local URLs or “robots.txt”. A crawler can only check 

whether the pages can be downloaded or not with the 

approval of robots.txt. Figure 3 displays the examples of 

crawler.txt implemented in a web crawler. This example 

indicated that crawlers of other pages and public files are 

allowed to specify the address of the 

folder:/other/public/folder to facilitate the crawler's search 

to crawl relevant information. The page files contain cache 

to increase the efficiency of crawling. Therefore, it can 

avoid re-duplicating the page files when downloading the 

main pages from the same server.    

Figure 3: Examples of crawler.txt 

3.4 Page indexing and data storage 

In this phase, the URLs are indexed by implementing 

two algorithms (BFS and PageRank) and data storage 

from the page extraction stage. 

3.4.1 Indexing algorithms 

3.4.1.1 BFS 

BFS uses the frontier as a First in First Out (FIFO) 

queue in which the URL collection was arranged in the 

order they were encountered. When the FIFO queue is full 

with URL collection, the crawler added only one link from 

a crawled page. The BFS crawling method is illustrated in 

Figure 4. The pseudocode of BFS is summarized in  

Table 3 [47]. 

 
Figure 4: BFS crawling methods. 

 

Table 3: BFS pseudocode. 

PSEUDOCODE 1: INDEXING THE URLS USING BFS 

 Input: get_source 

 Output: links, urls, rank 

1  if depth=4 

2   return 

3   print source, depth 

4   page_source = get_source(source) 

5   links = Set(findId(page_source)) 

6  else 

7   print 'some error encountered' 

8   return 

9  end if 

10  Repeat for link in links: 

11   if link not in urls: 

12    urls = urls ([link]) 

13   end if 

14  end for 

15  Repeat for link in urls: 

16   Rank= (link,depth+1) 

17  end for 

18  Print output. 

19 end 

User-agent: * 

Disallow: /private/ 

Disallow: /confidential/ 

Disallow: /other/ 

Allow: /other/public/ 
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3.4.1.2 PageRank 

 

Table 4: PageRank pseudocode for focus web 

crawler 

PSEUDOCODE 2: INDEXING THE URLS USING PAGERANK 

ALGORITHM FOR FOCUS WEB CRAWLER 

 Input: urls, pages 

 Output: hyperlinks, rank  

1 initialize array of urls 

2 initialize pages in integer 

3 fetch hyperlinks from urls 

4 if pages >0 

5  Fetch hyperlinks from urls 

6  Repeat for hyperlinks in urls 

7   if hyperlinks exists 

8    put hyperlinks in queue for rank 

9    rank the number of hyperlinks 

10   end if 

11  end for 

12 end if 

13 print output 

14 end 

Besides BFS, PageRank algorithm is popularly used 

to index websites and to determine a page’s relevance. The 

PageRank algorithm was introduced by the founders of 

Google, Brin and Page. PageRank uses probability 

distribution to represent the user’s behavior [48]. 

PageRank can be calculated for collections of URL pages 

of different sizes. PageRank needs several passes or also 

known as “iterations” via the collection to adjust the 

approximate PageRank values to reflect the accurate 

theoretical value. The PageRank in the web crawler is 

calculated as a sum of the PageRank of all the pages that 

are linked to each other divided by the number of links on 

each of those pages. Equation 1 represents the formula for 

PageRank [48]. The pseudocode for PageRank is 

highlighted in Table 4. [47]. 

 

 

𝑃𝑅(𝐴) = (1 − 𝑑) + 𝑑(
𝑃𝑅(𝑇1)

𝐶(𝑇1)
) + ⋯ + 𝑃𝑅(

𝑇𝑛

𝐶(𝑇𝑛)
) 

Equation 1:PageRank equation. 

Where  

● PR(A) is the PageRank of page A (main page). 

● PR(T1) is the PageRank of pages T1 which is 

linked to page A (child page). 

● C(T1) is the number of outside links from page 

T1.  

● d is a damping factor with the range 0 < d < 1, 

and is usually set to 0.85. 

3.4.2 Data storage 

Data storage is also an important process for search 

engines for future use. There are two types of data storage 

for crawled data namely memory-based and disk-based 

storage. Once the page extraction and page parsers are 

conducted, the data storage is performed to store all the 

extracted information from the websites on the disk. There 

are several ways to store the data including the non-

relational databases depending on the structures of data, 

JavaScript Object Notation (JSON) files, Comma-

separated values (CSV) files or Extensible Mark-up 

Language (XML) files. While data that consists of DHIs 

information (herbal name, herbal URLs, herbal 

description, herbal interactions, and the levelness of DHIs) 

are stored on disk in JSON file format for future references 

and usages. Each herbal name in the databases and 

websites contain the levelness of interaction, for instance, 

American ginseng interacts majorly with warfarin, hence, 

needs to be consumed with caution. This American 

ginseng data will be collected and stored in a database. 

The data containing URLs along with the rank numbers 

computed by BFS and PageRank are stored in SQLite for 

visualization purposes. 

3.4.3 Evaluation 

The quality of the system was evaluated based on 

certain criteria, that is accuracy. Accuracy is measured 

between two indexing algorithms that contain information 

of DHIs based on their priority and effectiveness. 

Accuracy determines the best algorithm for this study. The 

number of pages that contain related information about the 

interaction of drugs and herbs along with the number of 

pages that contain relevant and irrelevant DHIs 

information is required to calculate the accuracy of the 

indexing algorithms that has been indexed. Accuracy for 

each indexing algorithm indicates the number of 

downloaded DHI websites and databases apart from the 

number of relevant websites for each keyword. Then, the 

accuracy of all crawlers were compared to each other for 

all keywords. Accuracy indicates the efficiency of the web 

crawler in crawling the pages. The calculation of the 

number of pages retrieved from the main website and the 

number of pages retrieved from hyperlinks must be done 

first before calculating the accuracy of the indexing 

algorithms. Equation 2 represents the formula for 

accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑝𝑎𝑔𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑝𝑎𝑔𝑒𝑠
 

Equation 2: Accuracy equation. 

4 Experimental analysis and results  
In the proposed method, the DHIs thesaurus 

information was used for query expansion to induce more 

web content associated with the user query. The herbal 

dataset was extracted from an authorized website, 

downloaded, indexed, and stored in a structured format. 
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This medicinal plant database consisted of information on 

4,744 herbals (Figure 5) from 24 websites and databases 

(Table 5). The effectiveness of the focus web crawler for 

DHIs was compared using two algorithms, BFS and 

PageRank. 

Table 5: Herbals extracted from the DHIs databases. 

 

No. Names of DHIs databases Number of 

herbals 

extracted 

that are 

related to 

DHIs 

1.  MedlinePlus.  167 

2.  National Center for 

Complementary and Integrative 

Health.  

52 

3.  Chinese Herbal Medicine 

Database.  

408 

4.  Western Herbs. 79 

5.  Medicinal Herbs & Plant 

Database (Consumers) 

79 

6.  South Africa Herbs. 14 

7.  Ayurveda Herbs. 25 

8.  Native American Herbs. 31 

9.  Essential Oils. 74 

10.  Alternative Nature Online 

Herbal. 

68 

11.  Chinese Medicine Specimen 

Database. 

859 

12.  Medicinal Plant Images 

Database. 

1159 

13.  Chinese Medicinal Material 

Images Database. 

420 

14.  A Modern Herbs. 44 

15.  The Raintree Tropical Plant 

Database. 

180 

16.  Longwood Herbal Tasks Force. 71 

17.  Memorial Sloan Kettering 

Cancer Centre. 

274 

18.  HerbMed Pro 130 

19.  HerbClip Online. 6 

20.  Healthy Ingredients. 107 

21.  The Commission E Monographs 120 

22.  Herbal Medicine: Expanded 

Commission E. 

107 

23.  South Central America Herbs 100 

24.  Medicinal Herbs and Plant 

Database. 

200 

Total: 4,744 

 

 

 
 

Figure 5: Sample of medicinal plant database consisting 

of herbal information. 

 

Table 6: Lists of keywords consisting of main 

element biological transport and biological action. 

 

List of Main Keywords (Keywords 1) 

Drug-herb interactions 

Drug-food interactions 

Botanical medicine 

Herbal medicine 

Plant medicine 

Traditional medicine 

Alternative medicine 

 

List of Biological Transport Keywords (Keywords 

2) 

P450 Cytochromes 

Organic anionic transporters 

Organic cationic transporters 

P-glycoprotein 

Drug transporters 

Organic anion transporting polypeptide 

ABC: ATP binding cassette transporter superfamily 

SLC: solute-linked carrier transporter family 

MDR1: multi-drug resistance 

BCRP: breast cancer resistance protein 

 

List of Action Keywords (Keywords 3) 

Substrate, inhibitor, inducer 

extracts, bioactive compounds 

 

Keywords 1 contained main elements to perform user 

query, while keywords 2 consisted of biological 

transporter and keywords 3 contained action keywords to 

perform as a ‘bridge’ to link keywords 1 and keywords 2. 

For instance, Drug-herb interaction inhibitor P450 

Cytochromes as tabulated in Table 6. Each keyword 

underwent a stemming process, to ease the root words and 

synonym words, for instance, Drug-herb interaction 

inhibits P450 Cytochrome. Logical rules, AND and OR 

were also implemented to crawl the exact DHIs, for 

instance, Drug-herb interaction AND inhibit AND P450 

Cytochrome.  

The working of BFS is very simple. It operates on the 

first come first serve basis. It starts with the 

https://medlineplus.gov/druginfo/herb_All.html 
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hyperlinks and is printed as 0 as it is the parent node. 

https://www.nlm.nih.gov/m, https://nccih.nih.gov/ 

health/echinacea/ataglance.htm, and other hyperlinks are 

the child nodes. BFS queues all the hyperlinks and 

continues to update the hyperlinks until there are no more 

hyperlinks inside the website. 

 

 
Figure 6: BFS visualization. 

 

Based on Figure 6, BFS is visualized based on the 

results of the rank. For instance, 

https://medlineplus.gov/druginfo/herb_All.html is the 

parent node (right side). The hyperlinks in 

https://medlineplus.gov/druginfo/herb_All.html are the 

child nodes (middle and left side). The only limitation of 

BFS is that it cannot draw nodes if there are more than one 

similar ranking when the hyperlinks are different. 

 

 
Figure 7: PageRank visualization. 

 

Figure 7 illustrates the graph of PageRank. The 

biggest circle in light blue color represents the parent 

node. The other circles in orange color are the child nodes 

consisting of hyperlinks of the DHIs information. The size 

of the circle (big or small) depends on the computation 

page weightage for each of the hyperlinks. The page 

weightage is calculated based on the priority of 

hyperlinks. The bigger the size of the circle, the higher the 

priorities of the hyperlinks. PageRank also has some 

limitations. Firstly, the graph will become messier if the 

number of hyperlinks increases. Secondly, PageRank can 

only draw one big graph for one website or database. So, 

it cannot calculate the page weightage of more than one 

URL of a website or database. All the extracted herbs 

information is stored in JSON file format for future 

references and usage.  All the ranking webpages are stored 

in SQLite. 

Based on  

Figure 8, the accuracy of each DHIs main website was 

different due to the different number of hyperlinks in the 

websites. Chinese Med Digital Projects and MedlinePlus 

recorded the same highest accuracy for both the indexing 

algorithms with 98% for PageRank and 71% for BFS. This 

is due to the number of hyperlinks of Chinese Med Digital 

Projects and MedlinePlus are higher than the other main 

websites. Whereas, Western Botanical Medicine website 

recorded the lowest accuracy, with 88% for PageRank and 

58% for BFS. The lowest accuracy was achieved because 

of the missing hyperlinks that map into the other websites 

due to the removal of the domain name or unavailable 

domain name for the public. Based on Figure 9, PageRank 

for the GlobinMed website took the shortest time to 

execute the program compared to BFS. Meanwhile, the 

American Botanical Council website took the longest time 

for BFS compared to PageRank. In general, PageRank is 

faster than BFS as the number of hyperlinks in main 

websites increases. Based on the results, it can be 

concluded that PageRank has higher accuracy and is faster 

compared to BFS due to a few factors. 1) PageRank is 

generated using the entire internet graph, rather than a 

small set, it is less susceptible to localised linkage than 

other ranking systems, 2) a single indicator of a page's 

quality at the time of the crawl is coupled with a standard 

information retrieval score for the period, and 3) ranking 

is based on a page's popularity, therefore, it delivers the 

most relevant results. Therefore, PageRank is a better 

performer than BFS. 

 

 
 

Figure 8: Accuracy of BFS and PageRank for DHIs main 

websites. 
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Figure 9: Time taken for web crawling algorithms to 

execute the program. 

5 Conclusion and future work 
This study proposed a framework for an efficient 

focus web crawler to organize and manage a large number 

of different herbal information and their interactions with 

drugs. In this proposed framework, the higher the 

accuracy of the indexing method, the higher the priority of 

relevant information of DHIs collected from databases and 

websites. In this study, BFS and PageRank were utilized 

on the dataset, where accuracy was also calculated. 

PageRank was more accurate for all the main websites. 

This focused web crawler provided accurate information 

while gathering relevant information on DHIs.  

Based on the outcome, the indexing algorithms, time 

is taken for a crawler, and the visualization graph for 

indexing algorithm can be improved in the future. Firstly, 

more indexing algorithms could be used as this study only 

utilized two algorithms. Secondly, the BFS algorithm 

needs to be modified in terms of increasing the indexing 

depth of websites and databases. Next, the time taken to 

execute has to be reduced especially for modified BFS 

compared to modified PageRank to suit focus web 

crawler. Besides that, BFS consumes a lot of memories 

when more URLs are added into the queue as it also ranks 

some of the irrelevant information of DHIs. Hence, to 

overcome this limitation, the number of URLs of the DHIs 

webpages needs to be limited to increase efficiency, 

produce a better visualization, and rank results. 
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