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Iranian Angle to Non-Audit Services: 
Some Empirical Evidence 

Mahdi Salehi 
Mehdi Moradi 

The purpose of this paper is to show different Iranian accountants' as 
well shareholders' ideas on Non-audit services and their effects on au-
dit independence in Iran. In other words, in this paper the authors 
have attempted to deal with this question: does providing non-audit 
services by an Iranian auditor impair audit independence? And in or-
der to gather usable data a suitable questionnaire was designed and de-
veloped. The results of this study show that the participants strongly 
believe that non-audit services may impair audit independence. It is 
interesting to note that, although the auditors offer to clients non-audit 
services, they believe that offering such services leads to audit indepen-
dence being questionable. Further, the result reveals that literate par-
ticipants moderately agree that NAS has a negative effect on audit in-
dependence, however illiterate participants strongly agree that NAS has 
a negative affect on audit independence. This paper is the first paper 
which includes two groups of participants: the first group is auditors in 
general, or we can call them academiciana with pretensions to having 
auditing literacy and the second group is non- academician, including 
stakeholders who may not have auditing literacy skills. This may useful 
for future studies regarding the non-audit service and its effect on audit 
independence. 

Key Words: auditor, independence, non-audit services, Iran 
jEL Classification: M41, M42 

Introduction 

This paper provides some preliminary empirical evidence on the de-
terminants and consequences (impairment of auditor independence) of 
Non-Audit Service (NAS) provided by auditors in Iran. The requirement 
of auditor independence arises from the need to establish the indepen-
dent auditor as an objective and trustworthy arbiter of the fair presenta-
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tion of financial results (Salehi and Nanjegowda 2006; Salehi 2007). In-
deed, Mautz and Sharaf (1964) and Berryman (1974) posit that indepen-
dence is the cornerstone of the audit profession and an essential ingredi-
ent of users' confidence in financial statements. Since independent audi-
tors occupy a position of trust between the management of the reporting 
entity and users of its financial statements, they must be perceived to be 
operating independently on the basis of sound auditing standards and 
strong ethical principles. Over the years, an extensive literature on the 
subject of auditor independence has developed; a focal point of much 
of this literature has been to identify those factors which do and do not 
impact upon auditor independence. Among all the factors identified in 
the researches which might threaten the independence of the auditor, the 
provision of NAS has been the subject of the most heated debate (Can-
ning and Gwilliam 1999). Especially, the collapse of Enron in the US and 
the demise of Andersen have generally undermined confidence in the 
world's capital markets. Much of the concern has focused on accounting 
and auditing practices, and particularly on the independence of audi-
tors. Auditor independence is fundamental to public confidence in the 
audit process and the reliability of auditors' reports (Salehi and Abedini 
2008; Salehi 2008a). The audit report adds value to the financial state-
ments provided by managers (capital seekers) to shareholders (capital 
providers) through the independent verification it provides (Johnstone, 
Sutton, and Warfiled 2001; Salehi, Mansoury, and Pirayesh 2008). The 
audit is not just a benefit to investors. It also reduces the cost of infor-
mation exchange for both sides (Dopuch and Simunic 1982) and ben-
efits management by providing a signaling mechanism to the markets 
that the information which management is providing is reliable (Salehi, 
Mansouri, and Azar 2009). It has been further argued that the auditors' 
liability insurance serves to indemnify investors against losses. So, the au-
ditors must be independent in order to be patrons of the shareholder(s). 
However, from recent years on, the external auditing practice has become 
questionable just because of proving NAS to the same clients. 

Before going to the heart of the problem here we are briefly explain 
the nature of independence. 

Independence 
One of the key factors of the auditor's work is independence, without 
independence users of financial statements cannot rely on the auditors' 
report (Barzegar and Salehi 2008). In short, the external system of audit, 

Managing Global Transitions 



Iranian Angle on Non-Audit Services 125 

with its final product, the audit opinion, adds credibility to the finan-
cial statements so that users can rely on the information presented and, 
as a result, the entire system of financial reporting is enhanced (Sucher 
and Maclullich 2004). Furthermore, independence is the core of this sys-
tem. In addition, the concept of audit independence is fuzzy, the rules 
governing it are complex and burdensome, and a re-examination is long 
overdue (Elliott and Jacabson 1992; Salehi and Azary 2008). 

De Angelo (1981) defined auditor independence as the conditioner 
probability of reporting a discovered bridge. Arens et al. (1999) defined 
'independence in auditing' as taking an unbiased viewpoint in the per-
formance of audit tests, the evaluations of the results and the issuance of 
audit reports. Independence includes the qualities of integrity, objectiv-
ity and impartiality. Knapp (1985) states the independence from a differ-
ent angle. He views it as 'the ability to resist client pressure'. According to 
Flint (1988) independence, therefore, is not a concept which lends itself 
to universal constitution prescription, but one for which the constitu-
tion prescription will depend on what is necessary to satisfy the criteria 
of independence in the particular circumstances. 

The Independence Standard Board (2000) defines independence as: 
Freedom from pressures and other factors that impair, or are perceived 
to impair, an auditor's willingness to exercise objectivity and integrity 
when performing an audit; it is the absence of certain activities and re-
lationships that may impair, or may be perceived to impair, an auditor's 
willingness to exercise objectivity and integrity when performing an au-
dit. 

There are two approaches to audit independence which have com-
monly been referred to as independence of fact and independence of 
appearance. 

According to Mautz and Sharaf (1964), there are three dimensions of 
auditor independence which can minimize or eliminate potential threats 
to the auditor's objectivity: 

1. Programming independence includes: freedom from managerial 
interference with the audit program; freedom from any interfer-
ence with audit procedures; and freedom from any requirement 
for the review of the audit work other than that which normally 
accompanies the audit process. 

2. Investigative independence encompasses: free access to all records, 
procedures, and personnel relevant to the audit; active co-operation 
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from management personnel during the audit examination; free-
dom from any management attempt to specify activities to be ex-
amined or to establish the acceptability of evidential matter; and 
freedom from personal interests on the part of the auditor leading 
to exclusions from or limitations on the audit examination. 

3. Reporting independence includes: freedom from any feeling of obli-
gation to modify the impact or significance of reported facts; free-
dom from pressure to exclude significant matters from internal au-
dit reports; avoidance of intentional or unintentional use of am-
biguous language in the statement of facts, opinions, and recom-
mendations and in their interpretations; and freedom from any at-
tempt to overrule the auditor's judgment as to either facts or opin-
ions in the internal audit report. 

The immediate objective of the audit is to improve the reliability of in-
formation used for investment and credit decisions; according to Elliott 
and Jacabson (1992) the principles of independence are as follows: 

Audit independence improves the cost-effectiveness of the capital 
market by reducing the likelihood of material bias by auditors that 
can undermine the quality of the audit. Therefore, they play a vi-
tal role in the economic sector. However, some factors may have a 
negative effect on independence; these should be identified by pro-
fessionals, and severe action should be taken to reduce such factors. 

Factors Affecting Independence 

Several situations may impair the auditor's independence, such as con-
tingent fee arrangements, gifts, auditor's contact with personnel or op-
erations, NAS, outsourcing, opinion shopping, reporting relationships, 
and other matters. 

Among the factors that affect auditor independence that have been 
studied are: 

1. The effects of gifts (Pany and Reckers 1988) 
2. The purchase discount arrangement (Pany and Reckers 1988) 
3. The audit firm size (Shockley 1981; Gul 1989; Salehi 2008b) 
4. The provision of Management Advisory Services ( MAS ) by the audit 

firm (Shockley 1981; Knapp 1985; Gul 1989; Bartlett 1993; Teoh and 
Lim 1996; Abu Bakar, Abdul Rahman and Abdul Rashid 2005) 

5. The client's financial condition (Knapp 1985; Gul and Tsui 1992) 
6. The nature of conflict issue (Knapp 1985) 
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7. The audit firm's tenure (Shockley 1981; Teoh and Lim 1996) 
8. The degree of competition in the audit services market (Knapp 1985; 

Gul 1989) 

9. The size of the audit fees or relative client size (Gul and Tsui 1992; 
Bartlett 1993; Teoh and Lim 1996; Pany and Reckers 1988) 

10. The audit committee (Gul 1989; Teoh and Lim 1996; Salehi, Man-
souri, and Azar 2009) 

11. Practicing NAS by auditors (Beattie, Fearnley, and Brandt 1999; Ray-
hunandan, 2003; Salehi and Rostami 2009) 

In this paper the authors have only attempted to clarify NAS and its 
effect on the independence of auditors. 

The audit failures that have been reported have led to major criticism 
of the auditing profession worldwide by exposing the weaknesses of the 
profession in terms of safeguarding shareholders' and stockholders' in-
terests (Citron 2003; Gwilliam 2003; Higson 2003; Brandon, Crabtree, 
and Maher 2004; Cullinan 2004; Fearnley and Beattie 2004; Karnishnan 
and Levine 2004; Mahadevaswamy and Salehi 2008; Salehi and Rostami 
2009); thus some of this criticism arose from NAS practices by auditors 
which are the subject of this survey. 

N O N - A U D I T S E R V I C E S 

NAS may be any services other than audit provided to an audit client by 
an incumbent auditor. As the demand for business expert services grew 
over the late 20th century, public accounting firms expanded the scope of 
their services to include corporate and individual tax planning, internal 
audit outsourcing, and consulting related to mergers and acquisitions, 
information systems, and human resources. Recent concerns about au-
ditor independence have focused on the provision of NAS to audit clients. 

It is found that auditors believe that the auditors' work would be used 
as a guide for investment, valuation of companies, and in predicting 
bankruptcy; furthermore, the third party felt that there is a strong rela-
tionship between the reliability of the auditor's work and the investment 
decision. Also the auditor's work facilitates the process of economic de-
velopment through the presentation of reliable information concerning 
the financial position of the companies (Wahdan et al. 2005). Today's 
public accounting firms have undergone dramatic changes in the last 25 
years. Over the last decade the proportion of the revenue of large pub-
lic accounting firms which derived from providing NAS grew from 12 
percent to 32 percent (Public Oversight Board 2000), suggesting that the 
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economic bond between auditors and their clients strengthened over this 
time as auditors delivered more consulting-oriented services to their au-
dit clients. 

Based on the amounts reported in the Public Accounting Report, last 
year audit fees for the top seven accounting firms were approximately 
USD 9.5 billion. These accounting firms audited over 80 percent of all 
registrants, and virtually every company with a large market capitaliza-
tion. What's more, the audit and accounting fees of the largest account-
ing firms, as a percentage of their revenue, has decreased significantly 
from 70 percent of total revenue in 1976 for the Big Eight to 34 percent of 
total revenue for the same firms in 1998 (Ashbaugh 2004). Given the shift 
in revenue streams of public accounting firms, it is important to discuss 
the services that audit firms provide. An accountant becomes a Certified 
Public Accountant (CPA) to engage in attestation services, that is, con-
duct audits. Scholars are concerned that benefits either from cost sav-
ings, or from fees revenue increases, can strengthen the economic bond 
between auditors and their clients, which can further threaten auditor 
independence. 

Therefore, the main question that arises when auditors provide or 
could provide both audit and NAS is whether the auditors are able to 
conduct their audits impartially, without being concerned about losing 
or failing to gain additional services, and without considering the sub-
sequent economic implications for the audit firm (Lee 1993). Auditors 
seek to provide NAS because of the considerable economies of scope that 
ensue, i.e. cost savings that arise when both types of service are provided 
by the same firm. These economies of scope are of two types: knowl-
edge spillovers that originate in the transfer of information and knowl-
edge, and contractual economies that arise from making better use of 
assets and/or safeguards already developed when contracting and ensur-
ing quality in auditing. 

Thus far, globalization in accounting and assurance service has also 
created the multi disciplinary nature of large audit firms (Brierley and 
Gwilliam 2003). These multi disciplinary firms offer audit and NAS to 
audit clients, and this has become one of the major concerns regard-
ing the potential auditor independence dilemma (Quick and Rasmussen 
2005). 

The prohibition of specified non-audit services is predicated on three 
basic principles: 

• an auditor cannot function in the role of management, 
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• an auditor cannot audit its own work, and 
• an auditor cannot serve in an advocacy role for its client. 

The range of services now offered by the audit firms to both the pub-
lic and private sector is wide. This may summarized as follows (Salehi, 
Mansouri, and Pirayesh 2009): 

• designing system, and IT, 
• training, 
• services for payroll, 
• risk management advice, 
• taxation, including tax compliance and tax planning advice, 
• corporate recovery and insolvency, 
• forensic and litigation support, 
• mergers and acquisitions services, 
• transaction support and follow up, 
• public offering, 
• recruitment and human resources, and 
• portfolio monitoring. 

Provision of some of these services may pose a real threat to indepen-
dence in the case of audit client. The principal threats which arise from 
the provision of non-audit services are: 

• Self interest: the increase in economical benefit dependence. 
• Selfreview: taking management decisions and auditing one's work. 

Advocacy: acting for the client's management in adversarial circum-
stances. 

• Familiarity: becoming too close to the client's management through 
the range of services offered. 

In the United States, the Sarbanes Oxley Act of 2002 implemented a 
ban on nine non-audit services which are as below: 

1. Bookkeeping and other services related to the audit client's account-
ing records or financial statements 

2. Financial information systems design and implementation 
3. Appraisal or valuation services and fairness opinions 
4. Actuarial services 
5. Internal audit services 
6. Management functions 
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7. Human resources plan 
8. Broker-dealer services 
9. Legal services 

However, in some countries external auditors still practise NAS which 
it caused to dependence auditors. 

Review of the Literature 

After several scandals of international and national dimensions, espe-
cially after the Enron Collapse, professionals, academics, and researchers 
have focused on non-audit services. However, many writers maintain 
that the NAS impair objectivity, as well as independence, whereas others 
argue that there exists no association between NAS and audit quality. In 
short, the findings of prior studies on impacts of NAS on audit quality are 
negative, positive, or have no effects. In a nutshell the various researchers 
came to three different conclusions about the effect of NAS on audit in-
dependence. Below, we briefly explain three different schools of NAS. 

S T U D I E S I N D I C A T I N G N E G A T I V E E F F E C T OF N A S 

O N A U D I T O R I N D E P E N D E N C E 

Several prior studies suggest that NAS has negative effects on auditor 
practices and auditor independence. Antle (1984) considers auditor in-
dependence to be an auditor's freedom from management influence as 
desired by the company's owners. He considered that since management 
controls the auditor's fee, an auditor can ignore independence in favor 
of management, unless a control mechanism is implemented. 

A survey carried out by Wines (1994) suggests that auditors receiving 
NAS fees are less likely to qualify their opinion than auditors who do not 
receive such fees, based on his empirical analysis of audit report issued 
between 1980 and 1989 by 76 companies publicity listed on the Australian 
stock exchange. He found that auditors of companies with clean opin-
ions received a higher proportion of non audit fees than did auditors 
of companies with at least one qualification. In relation to management 
advisory services ( M A S ) , Gul and Tsui (1992) conducted a survey, also 
using Australian companies, indicating that provision of management 
advisory services affects the informativeness of earnings. They found ev-
idence that the explanatory power of earnings for returns is less for firms 
that provide MAS. Frankel, Johnson, and Nelson (2002) found empiri-
cally that levels of discretionary accruals are higher for firms whose au-
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ditors provided NAS than for firms whose auditors do not provide such 
services. 

According to Beeler and Hunton (2002) contingent economic rents, 
such as potential non-audit revenue, increase unintentional bias in the 
judgments of auditors. Frankel, Johnson, and Nelson (2002) and Larcker 
and Richardson (2004) found some evidence of potential links between 
NAS and earnings management measures. Beck, Frecka, and Solomon 
(1988) argue that non-audit fees further increase the client-auditor bond 
by increasing the portion of the audit firm that is delivered from serving 
a client. 

Hackenbrack and Elms (2002) revisit the ASR 250 fee disclosures and 
find a negative association between stock returns and non-audit fees for 
sample companies with the highest ratio of non-audit fees. Brandon, 
Crabtree, and Maher (2004), opponents to the Joint provision of audit 
and NAS, claimed that auditors would not perform their audit services 
objectively and joint provision would impair perceived independence. 
Mitchel et al. (1993) believed that the joint provision of audit and NAS 
to audit clients would cause unfair competition due to the use of audit 
services to the same client. 

S T U D I E S I N D I C A T I N G N O E F F E C T OF N A S O N A U D I T O R S ' 

I N D E P E N D E N C E 

Several prior studies suggest that NAS has no effects on auditor prac-
tices and auditor independence. Glezen and Millar (1985); Corless and 
Parker (1987); Wines (1994); and Kinney, Palmrose, and Schoolz (2004) 
did not find systematic evidence showing that auditors violate their inde-
pendence as a result of clients purchasing relatively more NAS. According 
to Frankel, Johnson, and Nelson (2002) several studies have re-examined 
the negative effects of NAS on audit quality, and found in their study that 
NAS has no effect on auditors' independence. Abdel-Khalik (1990) re-
ported no significant difference in audit fees between clients purchasing 
audit service only and those purchasing both audit and NAS. 

Using Discretionary Accruals (DA) as a surrogate for auditor objectiv-
ity, Reynolds, Deis, and Francis (2004) find no association between NAS 
and DA, and conclude that little evidence exists supporting the negative 
effects of NAS on auditor's objectivity. 

O'Keefe, Simunic, and Stein (1994) extended Davis, Ricchiute, and 
Trompeter ( 1993), using disaggregated labor hours by rank (Partner, 
Manager, senior and staff) for clients of the Big Six firms in 1989, and 
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using also the percentage of tax fees to audit fees and the percentage 
of management consulting fees to audit fees as independent variables. 
They fail to find evidence that audit effort is reduced in a joint pro-
vision scenario. Palmrose (1999) found that less than one percent of 
auditor litigation has NAS as part of the basis on which the lawsuits are 
founded. Jenkins and Krawczyk (2001) asked 83 Big Five and 139 Non-
Big Five accounting professionals and 101 investor participants to rate 
their perceptions of auditor independence, integrity, and objectivity for 
two scenarios in which an auditor provides neither NAS to one firm, 
nor a nominal amount of NAS (3 percent of total client revenues) nor a 
material amount of NAS (40 percent) to another. Although they found 
investors' perceptions of independence and decisions on whether or not 
to invest were not affected by either level of non-audit service provision. 
Investors (non-big-professionals) did consider the 40 percent level of 
NAS to be significant in their investment decisions. 

Sori (2006) investigated the perception of Malaysian auditors, loan of-
ficers and senior managers of public listed companies on the effect of 
joint provision of audit and NAS on auditor independence. The majority 
of the responses agreed with the provision of NAS to audit client by the 
audit engagement team. Chung and Kallapur (2003) report no statisti-
cally significant association between abnormal accruals and the ratio of 
client fees to total audit firm fees. 

S T U D I E S I N D I C A T I N G T H E P O S I T I V E E F F E C T OF N A S ON 

A U D I T O R S ' I N D E P E N D E N C E 

Several prior studies suggest that NAS has positive effects on auditor 
practices and auditor independence. Gul (1989) studied the perceptions 
of bankers in New Zealand and found that the effect of provision of NAS 
was significantly and positively associated with auditor independence. 
In Malaysia, Gul and Yap (1984) reported that NAS provision increased 
their confidence in auditor independence. Arruanda (1999) pointed out 
that joint provision of audit and NAS would reduce overall cost, raise the 
technical quality of auditing, and enhance competition. This would ul-
timately increase auditor independence. Carlton and Perloff (2005) em-
phasize that the outcome is a more efficient allocation of scarce resources 
without the need to duplicate efforts to recreate the required input. Kin-
ney, Palmrose, and Schoolz (2004) noted that knowledge of a client's in-
formation system and tax accounting could spill over to the audit, im-
prove the information available to the auditor and thus improve audit 
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quality, which in turn would increase the probability that problems are 
discovered. 

Auditor's concern for reputation (Dopuch and Simunic 1982) and le-
gal liability (Palmrose 1988; Shu 2000) should drive auditors to maintain 
their independence. Larcker and Richardson (2004) also document the 
relation between the level of NAS fees and accrual, especially for firms 
with weak governance. Their results suggest that auditors of firms that 
purchase large NAS are less likely to allow the firm to make choices that 
lead to large abnormal accruals. They interpret their findings as suggest-
ing that auditors working for firms with weak governance may play a 
more important role in the governance process in limiting choices of ab-
normal accruals and that enhanced knowledge through NAS has a merely 
incremental positive effect on audit quality. 

Ghosh, Kallapur, and Moon (2006) studied 8940 firm-years for obser-
vation over the (2000-2002) period and found that the NAS fees ratio 
(ratio of NAS to total fees from the given clients) is negatively associ-
ated with Earning Response Coefficients ( E R C ) . Sharama (2006) studied 
the impact of audit providing NAS and audit-firm tenure on audit effici-
ency. 

He was opposed to restricting regulations on the joint provision of au-
dit and NAS. His studies provided evidence that demonstrates an increase 
in the amount of the provision of NAS, as a result of which the audit 
lag is reduced. He also provides evidence demonstrating that extended 
audit-firm tenure reduces audit lag, while shorter audit-firm tenure in-
creases audit lag. Gore, Pope, and Singh (2001) report a positive associa-
tion between the provision of non-audit services and earnings manage-
ment in UK companies, suggesting that auditors' reporting standards are 
affected by whether the auditor also provides non-audit services to the 
audit client. Lennox (1999) suggests that NAS increases auditors' knowl-
edge on clients as well as the probability of discovering problems. Their 
empirical data, collected from UK firms, show a significant, though weak, 
positive relationship between NAS fees and auditors, a surrogate for audit 
quality. 

Motivation of the Study 

Companies currently demand a broad set of NAS (Wallman 1996). CPA 
firms are responding by offering such varied services as investment bank-
ing, strategic management planning, human resource planning, com-
puter hardware and software installation, and internal audit outsourc-
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ing services (Berton 1995; A I C P A 1997). Growth in the revenues earned 
from these services has been significant. In constant 1999 dollars, NAS 
fees grew from USD 2.8 billion in 1990 to USD 15.7 billion in 1999 - an 
increase of over 460 percent (Antle 2000). 

One of the major public concerns which have emerged from the Enron 
collapse has been the extent to which audit firms are providing NAS to 
their audit clients. 

Much of the current publicly expressed concern about the integrity 
of auditors and the influence of NAS on auditor independence is based 
on opinion and assertion relating principally to the current causes, and 
observers generally are not looking beyond these cases. Further, the Sar-
banes Oxley Act of 2002 prohibited auditing firms from providing cer-
tain NAS to audit clients and left open the possibility that other currently 
non-prohibited services could also be banned. However, Iranian legisla-
tors still do not mandate these rules to the Iranian environment (Salehi 
2008b). Further, with regard to review of the literature, it is known that 
the researchers did not come to the same conclusion, in other words 
they came to three divergent conclusions. So, in this study, we investi-
gate whether provision of NAS has a positive affect, a negative effect or 
no effect on audit independence. 

Research Methodology 

According to the above literature the objective of this study is to examine 
the reaction of auditors, and shareholders regarding NAS and consulting 
services provided by the auditors to the same clients in Iran. In order to 
provide an accurate answer to this question, the authors have designed 
and developed a questionnaire based on the method used by previous 
researchers (Jenkins and Krawczyk 2001; Frankel, Johnson, and Nelson 
2002; Brandon, Crabtree, and Maher 2004; Krishnan and Levine 2004). 
In order to find an accurate answer to the research question, the authors 
have designed and developed a questionnaire which it is stable for gather-
ing useful data. Our selected method of investigation is a questionnaire, 
for three reasons. First, since it is acknowledged that current theory is not 
well specified in Iran, the general objective of this study is to incorporate 
qualitative behavioural factors concerning audit independence into the 
research design, in order to assess the relative influence of each factor 
type. This necessitated the use of a direct method. Second, other spe-
cific objectives necessitate the use of direct methods to elicit non-public 
information. Finally, closed-form questions can be identified from the 
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extant auditor choice literature. The research instrument was designed 
with close reference to the literature on questionnaire design. The ques-
tionnaire contains two parts, namely (a) bio-data, and (b) the section in-
cluding several questions regarding the rejection/acceptance level of NAS 
by participants in Iran. The questionnaire was designed on the bases of 
the Likert spectrum, and all participants were requested to determine the 
degree of agreement or disagreement with each question by assessing the 
degree of disagreement and agreement, using the range of integer num-
bers from -2 to 2, where -2 represents high disagreement and 2 repre-
sents high agreement with the hypotheses, while zero represents none of 
them (they graded corneal staining using a -2 to 2 scale, where -2 means 
highly agreeing, -1 means agreeing, 0 = none, 1 means disagreeing and 2 
means highly disagreeing). The questionnaires were distributed among 
the respondents from the 1 June to 30 October 2008. 

The Cronbach's Alpha coefficient, used to assess reliability of the ques-
tionnaire, was 0.946 for the final questionnaire. 

On the bases of important factors we postulated three hypotheses as 
follow: 

H Presenting bookkeeping services by auditors to the same clients has a 
negative effect on audit independence. 

H2 Presenting managerial consultancy services to the same clients has a 
negative effect on audit independence. 

H3 A large amount of audit fees has a negative effect on audit indepen-
dence. 

Results of the Study 

Regarding the data analyses, at first we wanted to know from the all par-
ticipants' views of NAS, which kinds of effects they have on audit in-
dependence, so the Binomial Test will be used to assess how many of 
the participants accept the effects of independent factors on dependent 
ones. Then the AN OVA (Friedman) Test will be conducted at this stage. In 
the last part the statistical population are sub-divided into two groups, 
namely: the first group was those have accounting and auditing literacy 
skills which, according to table 1, amounted to 2009 participants, and the 
second group including those participants who do not have accounting 
and auditing literacy skills (142 participants). In this stage the authors 
want to know if there are any differences between the literate group and 
the illiterate one. So, Mann-U Whitney will be employed in this stage. 
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T A B L E 1 Bio-data of participants 

Item Work's field Frequency Percent 

Academic degrees Accounting and Auditing 2 0 0 9 9 3 . 3 9 

Other 1 4 2 6 . 6 1 

Total 2 1 5 1 1 0 0 . 0 0 

Job position Accountants 8 2 5 3 8 . 3 5 

Internal auditor 7 4 1 3 4 . 4 8 

Financial Management 123 5 . 7 2 

Financial analyst 1 4 4 6 . 6 8 

Stockholders 3 1 8 1 4 . 7 7 

Total 2 1 5 1 1 0 0 . 0 0 

Results: In total, out of 2450 questionnaires which were distributed 
among the participants, 87 percent of respondents completed them (2151 
questionnaires were completed). Out of 1450 participants, 2009 partici-
pants had accounting knowledge (93.39 percent); the remaining 142 par-
ticipants (6.61 percent) had no accounting knowledge. To conclude: the 
majority of participants had accounting and auditing knowledge. 

Out of 2151 participants, 2009 were accountants (93.39 percent), 741 
were internal auditors (34.48 percent), 123 were financial managements 
(5.72 percent), 144 were financial experts (6.68 percent), and 318 were 
stockholders. The demographic characteristics of participants are sum-
marized in table 1. 

First the binomial test was conducted to assess how many of the par-
ticipants accept the effects of independent factors on dependent ones. 
For this purpose we divided participants into two groups including those 
agreeing and disagreeing with hypotheses. The results revealed that 1399 
participants (65.04 percent) agreed that presenting bookkeeping services 
by auditors to the same clients have a negative effect on audit indepen-
dence, therefore the first hypothesis is significantly confirmed (p < 0.05). 
The mean degree of agreement for this hypothesis was 0.498 (SD = 0121, 
95 percent of confidence interval from 0.32 to 0.56). The results also show 
that 1676 participants (77.92 percent) agreed that presenting managerial 
consultancy services to the same clients has a negative effect on audit 
independence. As shown by the results, this hypothesis is accepted (H2) 
and the mean degree of agreement for this hypothesis was 0.244 (SD = 
0.161, 95 percent of confidence interval from 0.182 to 0.323). 
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T A B L E 2 Dependent variable effect on detecting distortions and test result by 
binomial test 

(1) ( 2 ) (3) (4) (5) (6) (7) 

H1 (bookkeeping) Disagreeing 4 5 2 0 . 2 1 0 . 5 0.00 Confirmed 

Agreeing 1 3 9 9 0 . 7 9 

Total 2151 1 . 0 0 

H2 (manag. cons.) Disagreeing 4 7 5 0 . 2 2 0 . 5 0.00 Confirmed 

Agreeing 1 6 7 6 0 . 8 0 

Total 2151 1 . 0 0 

H3 (audit fees) Disagreeing 4 5 2 0 . 2 1 0 . 5 0.011 Confirmed 

Agreeing 1 3 9 9 0 . 7 9 

Total 2151 1 . 0 0 

N O T E S Column headings are as follows: (1) hypothesis, ( 2 ) category, ( 3 ) frequency, ( 4 ) 

observed prop., (5) test prop., (6) asymp. sig., (7) results. 

T A B L E 3 Mean degree of participants' agreement or disagreement and other statistics 

Independent variable Mean deg ree Standard deviation 95% of conf. int. 

Bookkeeping 0 . 4 9 8 0 . 1 2 1 0 . 3 2 - 0 . 5 1 

Managerial consultancy 0.241 0 1 6 1 0 . 1 8 2 - 3 2 3 

Audit fees 0 . 1 8 5 0 . 0 4 1 0 . 1 1 2 - 0 . 2 5 5 

N O T E S Positive numbers represent the mean degree of agreement, while negative num-
bers represent the mean degree of disagreement. 

Regarding the third hypothesis, the results reveals that the majority 
of participants confirmed that a large amount of audit fees has a nega-
tive effect on audit independence (H3); 1399 participants (65.04 percent) 
agreed with the third hypothesis, thus this hypothesis is also significantly 
confirmed (p < 0.05). The mean degree of agreement was 0.185 (SD = 
0.0.41. 95 percent of confidence interval from 0.112 to 0.255). 

The result of testing the hypotheses by the binomial test is shown in 
table 2. 

Regarding those participants requested to determine the degree of 
agreement or disagreement with the question by the Likert Spectrum, 
table 3 represents the mean degree of agreement or disagreement accord-
ing to their ideas and other statistics. The competency of auditors has the 
most effect on detecting important distortion by the auditor in order to 
improve audit independence. 

The dependent variables were compared in their effects on auditor in-
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T A B L E 4 Results of the Mann-Whitney U-test 

(1) ( 2 ) (3) (4) (5) ( 6 ) (7) 

H1 (bookkeeping ) A L P 2 . 3 6 0 . 8 1 - 0 . 2 4 - 2 . 5 7 8 0 . 0 1 0 

A I P 2 . 6 0 1 . 1 4 2 

H2 (manag. cons.) A L P 2 . 5 0 0 . 9 0 9 - 0 . 5 1 - 5 . 8 7 3 0 . 0 0 0 

A I P 3 . 0 1 1 . 0 9 5 

H3 (audit fees) A L P 2 . 4 6 0 . 8 7 8 - 0 . 6 2 - 6 . 4 6 8 0 . 0 0 0 

A I P 3 . 0 8 1 .178 

N O T E S Column headings are as follows: (1) hypothesis, ( 2 ) respondents, ( 3 ) group 
statistics: mean, (4) group statistics: std. dev., (5) paired differences: mean, (6) Mann-
Whitney U-test, (7) Z* test. 

dependence by the non-parametric A N O V A (Friedman) Test. The results 
showed that three factors do not have significant differences. 

In this part the statistical population are sub-divided into two groups, 
namely: the first group was those have accounting and auditing literacy 
skills skills, which according to table 1 amounted to 2009 participants, 
and the second group included those participants who do not have ac-
counting and auditing literacy skills (142 participants). At this stage the 
authors wanted to know whether there are there any differences between 
the literate and the illiterate group? So, Mann-U Whitney is employed at 
this stage. 

Table 3 indicates that accounting literate participants have a different 
perception than accounting illiterate participants regarding the first hy-
pothesis (Bookkeeping), in other words, although both groups strongly 
agree that NAS have a negative effect on audit independence, there is a 
gap between the two groups. As table 4 reveals, the mean value of literate 
participants stood at 2.36, whereas the mean value of illiterate partic-
ipants stood at 2.60. So, we can conclude that the illiterate participants 
strongly agree that proving NAS has a more negative effect on audit inde-
pendence. As is shown in the table below, the results of the test confirmed 
that there is a gap between illiterate participants and literate participants 
on the negative effect of NAS on audit independence. 

Returning to the second hypothesis above, the table showed that il-
literate participants strongly agreed (mean value 3.01) that managerial 
consultancy has a negative effect to audit independence, however, the lit-
erate participants moderately (mean value 2.50) agreed that managerial 
consultancy has a negative effect on audit independence. The result of 
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the test confirmed that there is a gap between the two groups on this 
matter. 

Concerning the last hypothesis, the table above showed that the illiter-
ate participants strongly agreed that audit fees have a negative effect on 
audit independence, whereas the literate participants moderately agreed 
with this statement (mean value (2.46). The results confirmed that in this 
statement also there is a gap between the two groups of participants. 

Conclusion and Remarks 

According the results of this survey, practising NAS to the same clients 
has strong negative effects on auditor independence. With regard to the 
review of the above literature on surveys conducted in several countries, 
the same results have been obtained in Iran, where NAS has a negative 
effect on audit independence. With regard to the results of table 4, we 
can conclude that illiterate participants have more negative perceptions 
than literate participants. In other words, although both groups agree 
that NAS has a negative effect on audit independence, the literate par-
ticipants only moderately agree that NAS has negative effects on audit 
independence. A large gap was found in this area. To close this gap, two 
options may available. First, the NAS should be banned as in other coun-
tries around the world; and second, illiterate participants sholud be made 
aware of more information related to accounting and auditing. In sum, 
around the world in many countries accounting and auditing legislators 
have enacted rules and regulations for reducing NAS. However, unfortu-
nately in Iran there still are no such regulations and rules regulating the 
outcome of such an economical environment in practising NAS to the 
same clients by the external auditors. Last but not least, it is very inter-
esting to note that the Iran Audit Organisation is the only legislator for 
enacting accounting regulations, yet unfortunately, this important and 
vital organization offers both audit legal service and NAS to clients. In a 
nutshell, to improve external auditors' independence, this organization 
should enact new rules in this economical environment. Otherwise, the 
same old story such as another Enron collapse may happen to Iranian 
corporations. 
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Microfinance is often hailed both as a tool for fighting poverty and as a 
tool for post-conflict reconciliation. This paper explores the use of mi-
crofinance in post-civil war Bosnia and Herzegovina, assessing its re-
sults in terms of both goals. As it combined high unemployment with 
a highly educated population in an institutionally open context, Bosnia 
and Herzegovina provides a crucial test of the effect of microfinance. If 
unambiguous signs of success cannot be found in a case with such fa-
vorable conditions, this would raise serious questions about the poten-
tial benefits of microfinance. The paper draws together evidence f rom 
a series of independent reviews of microfinance in Bosnia and Herze-
govina, to assess its impact in terms of economic performance, the 
economic system, social welfare and post-conflict integration. Based 
on this case study, microfinance appears a better tool for dealing with 
poverty than with social integration or institution building. 

Key Words: micro finance, post-conflict, poverty alleviation, economic 
development, Bosnia and Herzegovina 
JEL Classification: G21, o1 

Introduction 
Microfinance is often hailed both as a tool for fighting poverty and as a 
tool for post-conflict reconciliation. Since the 2000s microfinance has in-
creasingly been employed as a means for poverty-reduction. Its interna-
tional profile as a tool for poverty alleviation was secured in 2006, when 
Muhammad Yunus and Grameen Bank were awarded the Nobel Peace 
Prize. Yet, since the 1970s, microfinance has also been seen as part of a 
post-conflict reconstruction strategy. It is in recent years that the strat-
egy has been more frequently used (Nagarajan and McNulty 2004). In 
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Bosnia and Herzegovina (hereinafter BH), both approaches of microfi-
nance were used after the 1992-1995 war left the country in ruin. 

The BH microfinance sector developed rapidly, transforming microfi-
nance institutions ( M F I S ) from donor-funded institutions into financi-
ally-sustainable microcredit organizations ( M C O S ) . The sector gradu-
ally became institutionalized. Many commentators have therefore pro-
claimed a case of the BH microfinance sector as successful. However, 
there are also voices raised against such evaluation, due to the country's 
stagnation in developing the small and medium enterprise (SME) sector 
(Bateman various years). 

Microfinance is extensively used as a development tool, and is largely 
supported by existing financial, technical and political resources. How-
ever, less is known about microfinance in post-conflict situations. For 
instance, Woodworth (2006) argues that more research is needed on the 
complexities of managing MFIS in times of conflict and post-conflict, 
while Nagarajan and McNulty (2004) find that implementing effective 
microfinance in specific post-conflict contexts is not yet well understood. 

These and similar studies suggest that while post-conflict microfi-
nance strategies may indeed resemble normal strategies, there are also 
important differences - for example the trust-building aspect of micro-
finance emphasized by Doyle (1998). However, we can go even further 
in exploring the relationship between microfinance and conflict. For ex-
ample, we can explore the relationship between the social environment 
and microfinance in order to discover what impact microfinance has on 
the post-conflict environments. Such an inquiry would be in line with 
the general approach applied in the microfinance research field, which 
is mainly preoccupied with scrutinizing the social and financial impact 
of microfinance. In the present study, evaluation of the financial impact 
is carried out in terms of: (i) the immediate effect on profit, business 
start-ups and economic performance, as well as (ii) the effect on the de-
velopment of the broader economic system including institutions and 
the rule of law. In terms of its social impact, the focus is on (iii) the wel-
fare and social equality of the users of microfinance, as well as (iv) on 
post-conflict reconciliation and integration. 

BH represents a key test case for this type of inquiry because it mirrors 
a broader debate about the impact of microfinance - a divided opinion 
among scholars and practitioners about the impact and contribution of 
microfinance to the country's overall development. Therefore, this re-
port has three main objectives: first, it will provide a brief overview of 
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microfinance as a tool for poverty reduction and as used in post-conflict 
situations, as well as a critique of microfinance. Second, it will outline 
a case of the BH microfinance sector - its establishment, development, 
current trends and impact. Third, it will identify what we can learn from 
this case as well as offer avenues of further research, focusing on issues of 
evaluation. 

Microfinance, Poverty and Post-Conflict Reconciliation 

Microfinance (MF) is a development tool designed to address issues of 
poverty, under-development and marginalization. It is based on a sim-
ple idea: to provide poor individuals with access to microloans. These 
microloans allow a client to start a micro-business. In the best-case sce-
nario, such micro-businesses develop into a small-medium enterprise. 
Such MFIS are often supported by government or international donor 
funding. Over time, these institutions aim at commercializing their op-
erations and achieving their own financial self-sustainability. As a devel-
opment tool, microfinance has been used both to reduce the poverty and 
to support countries recovering from a conflict or a major disaster. 

MF is seen as an important factor in reaching the Millennium Devel-
opment Goals (Littlefield, Murduch and Hashemi 2003). Donor fund-
ing provided to MFIS usually includes poverty reduction in their mis-
sion. Based on a review of impact studies that took place in the period 
1994-2002, Littlefield et al. (2003) find that microfinance goes beyond 
just business loans - it affects investments in health and education, man-
agement of household requirements, and other cash needs. 

For example, since 1989 'Freedom from Hunger' has worked with lo-
cal partners to develop and distribute a cost-effective strategy to improve 
the nutritional status and food security of poor households in rural areas 
of Africa, Latin America and Asia. MkNelly and Dunford conducted an 
impact evaluation study of these programs in Ghana in 1998 and Bolivia 
( C R E C E R - Credit with Education Program) in 1999. In Ghana, clients' 
economic, social and health status were shown to improve due to micro-
finance (MkNelly and Dunford 1998). In Bolivia, MkNelly and Dunford 
(1999) documented that microfinance led to improved nutritional and 
health status of the clients' families, as well as higher involvement in lo-
cal government. 

These studies point to what Boudreaux and Cowen (2008) named 'the 
micromagic of microcredit.' Boudreaux and Cowen (2008, 31) explain: 
'With microcredit, life becomes more bearable and easier to manage. The 
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improvements may not show up as an explicit return on investment, but 
the benefits are very real.' According to Boudreaux and Cowen (2008), 
microcredit is an alternative to money lending, which is a traditional 
way of borrowing and lending money to the poor part of the popula-
tion. As such, microcredit is a more humane way of providing access 
to credit for the poor. They compare the microcredit and moneylender 
approaches and suggest some advantages for the microcredit approach, 
such as easing debt burdens as well as formalizing and institutionalizing 
the business relationships. Compared to the traditional banks, on the 
other hand, the microcredit institutions lend to people who work also 
in the informal sector (Boudreaux and Cowen 2008). In short, microfi-
nance initiatives reduce poverty, promote education of children, improve 
health and empower women. 

However, because poverty and war are sometimes linked, microfi-
nance is often used in post-conflict contexts. Conflicts cause degradation 
of both quality of life and the economic situation. They lead to dysfunc-
tional states; in some cases, states practically even cease to exist. Many 
post-conflict environments suffer from a lack of financial and social cap-
ital, infrastructure and functioning relationships (Nagarajan 1999). Busi-
ness activities are adversely affected by such instable macro-economic 
frameworks. Humanitarian aid projects are suitable for the immediate 
post-conflict period, helping the population overcome starvation and 
diseases. Microfinance can be a means for managing the transition from 
humanitarian relief to economic reconstruction and sustainable devel-
opment (Seibel 2006; Hudon and Seibel 2007). It can be an integral part 
in 'jump-starting' a crippled economy, aiming to rebuild and recover lo-
cal economies (Nagarajan 1999). It can also foster legitimate business ac-
tivities by facilitating linkages between refugee and local markets, as well 
as undermining informal lending. 

However, microfinance may also have a broader impact in terms of 
peace and reconciliation. For example Nagarajan (1999) emphasizes the 
possibility of MFIS playing a role in the restoration of social capital when 
they provide long-term viable services. Doyle (1998) shows how mi-
crofinance initiatives in Rwanda helped local Hutu and Tutsi popula-
tions to overcome their differences following the civil war in the 1990s, 
and to find common ground in business development through microfi-
nance. Generalizing about such effects may still be premature, but there 
are signs that microfinance might help restore and build social capital 
through creating a meeting point and facilitating business relations. 
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The main criticism of microfinance is that it may have an adverse effect 
on broader development. This applies particularly to post-communist 
states, because the legacy of the communist (the 'second world') may 
be very different from conditions in developing countries (the 'third 
world'). A 2007 issue of the Development and Transition1 addressed the 
current state of the private sector in post-communist Eastern Europe and 
asked how development agencies can strengthen their work in five areas, 
one of which was microfinance. A central argument focused on the inad-
equate attention paid to the local and global conditions and post-socialist 
legacies when designing 'blanket' reforms such as generic SME support, 
commercializing the microfinance sector and liberalizing the business 
environments (Hughes and Slay 2007). 

A stronger critique asks whether microfinance can actually undermine 
medium-term economic development because it supports inefficient ac-
tivities. This relates specifically to commercial microfinance. Bateman 
(2007a) criticized 'new wave commercial microfinance' institutions that 
avoid international and government financial support and supervision, 
while extending microcredit to many poor individuals and communi-
ties. These commercial MFIS tend to support microenterprises that op-
erate well below the minimum efficient scale and have little realistic 
chance of long-run survival. This, Bateman argues, has two negative con-
sequences: first, a high rate of microenterprise exit caused by the satura-
tion phenomenon within the informal sector; and second, high oppor-
tunity costs for the countries, since a standard commercial microfinance 
business model does not make it possible for microenterprise to deploy 
advanced technologies, skills and product and process innovations. Bate-
man found that there is little solid evidence to confirm that commercial 
microfinance facilitates sustainable economic and social development. 
Reviewing the data from Central and Eastern Europe, Galusek (2007) 
found that MFIS in the region had served over 4 million clients (pre-
dominantly low-income families and microenterprises) by the end of 
2005, but that although there was rapid growth in microfinance in the 
region, there was no evidence that MFIS are successful in reaching the 
low-income groups on a large scale (Galusek 2007). He emphasized that a 
commercialized approach of MFIS is a consequence of the donor commu-
nity that encouraged such a model, and called for microfinance strategies 
and products to respond to the needs of the region. 

In a recent paper Roodman and Morduch (2009) argue that many of 
the oft-cited positive impacts of microfinance originate in two studies 
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from Bangladesh, Pitt and Khandker (1998) and Khandker (2005), and 
are in fact based on faulty statistical methods. After replicating the anal-
yses of the same datasets, with slightly different statistical techniques, 
Roodman and Morduch found that 'reverse or omitted-variable causa-
tion is driving the results, and that the endogenous credit-consumption 
relationship varies substantially by subsample, as well as borrower sex, 
which can explain the seeming gender differential in impact' (Roodman 
and Morduch 2009, 3). Their paper argues that, with few exceptions, 
the idea that microfinance effectively reduces poverty, that poverty-
reduction is especially effective when the borrowers are female, and that 
the poorer the recipient the greater the benefit, are results of incorrectly 
applied statistical analyses rather than evidence of the true effect of mi-
crofinance. 

A broader debate concerns the issue of whether microfinance fits a 
country's strategy for economic growth. Calling for 'jobs, not microcre-
dit,' Karnani (2007a) reviewed macroeconomic data and found that al-
though microcredit yields some non-economic benefits, it does not sig-
nificantly eradicate poverty. Even though microfinance can make life bet-
ter at the 'bottom of the pyramid,' creating jobs and increasing worker 
productivity is a better way to get rid of poverty. Unless microfinance 
directly affects the jobless, it is merely a way of transforming employ-
ees into micro-entrepreneurs - simply by replacing old businesses with 
microcredit-funded micro-businesses. Such crowding-out results nei-
ther in net job nor in income gains (Storey 1994). Therefore, Karnani 
(2007b) suggested that romanticizing the poor as 'resilient and creative 
entrepreneurs' harms the same poor individuals in two ways: it under-
emphasizes modern enterprises as well as legal, regulatory and social 
mechanisms to protect the poor; and it overemphasizes the impact of mi-
crocredit. Therefore, Karnani (2007a) suggested that governments, busi-
nesses and civil society should work together to reallocate their resources 
away from microfinance and instead support larger enterprises in labor-
intensive industries. This formula, he claims, worked well in China, Ko-
rea, and Taiwan. 

Even though the microfinance concept has been present for more than 
thirty years, the evidence on its effects is at best mixed. It is still difficult to 
identify any sustainable development trajectories arising from this expe-
rience. Countries such as India, China, Thailand, Vietnam, Malaysia, Tai-
wan, Brazil and South Korea, have been successfully dealing with under-
development by employing a variety of state and non-state interventions 
as well as institutional innovations not related to microfinance. China, 
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Vietnam and South Korea have significantly reduced poverty in recent 
years with little microfinance activity. Bangladesh, Bolivia and Indone-
sia have not been as successful at reducing poverty despite the influx 
of microcredit (Karnani 2007a). Somewhere in between these extremes 
lie the countries of Eastern Europe, which started channeling of donor 
funds into microfinance in the 1990s as a response to a number of pro-
cesses, ranging from the conflict and post-conflict era to deindustria-
lization. 

Microfinance in Bosnia and Herzegovina 
Using Bosnia and Herzegovina as a case study allows for testing microfi-
nance both as a tool for post conflict mitigation and as a means for eco-
nomic development and poverty reduction in a post-communist econ-
omy. BH represents what can be labeled a best-case scenario for testing 
the impact of microfinance initiatives. 

First, BH still had a highly educated work force when the conflict 
ended - what Demirguc-Kunt et al. (2007) called an 'entrepreneurial 
middle class.' However, war activities resulted in a per capita GDP drop 
of 75 percent (from 2,400 USD to 600 USD) registered over a five-year pe-
riod, from 1990 to 1995 (Demirguc-Kunt et al. 2007). Consequently, three 
out of four could not afford basic family necessities. 

Second, most commonly identified favorable conditions were present. 
The state-owned enterprises ( S O E S ) had been broken up during the war 
- leaving highly educated people unemployed and displaced. There was 
also a lack of capital for business start-ups (SDN 2001). Consequently 
there was an opportunity for microfinance to provide sought-after capi-
tal to suitable borrowers. There may be parallels here to the importance 
of trust (social capital) and affordable credit (loans to small enterprise) 
in post-conflict reconstruction in other European states, such as Italy af-
ter the Second World War (Weiss 1988; Putnam 1993). 

Third, weak political and economic institutions meant that MFIS could 
be set up with relative ease. In the formative years of the microfinance 
institutions the regulatory framework was very limited, which allowed 
the MFIS significant leeway to establish their lending policies. 

These factors meant that the 'new poor' in post-conflict BH repre-
sented a different clientele than the poor in Africa and Asia, since they 
were educated and usually possessed some physical assets. Hartarska and 
Nadolnyak (2007, 4) offer their description of the new poor: 

The potential microentrepreneurs were people who before the war 
might have had sophisticated private businesses but were displaced 
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or, alternatively, people who, before the war, were factory workers 
but became unemployed after the industry collapsed (post-war un-
employment reached as much as 85%). 

Painting a less optimistic picture, Ohanyan (2002,398) has underlined 
the complexity of BH'S post-socialist, post-conflict context in the follow-
ing way: 

The post-Communist conflict cases are characterized by the prob-
lem of multiple transitions, which refer to the variety of policy goals 
that international organizations working in the country bring to the 
table. Specifically, transitions (1) from war to peacetime economy, 
(2) from command to market economy, and (3) from humanitarian 
assistance to long-term development assistance are the major policy 
goals driving the international involvement in BH. 

Although it warrants some focus on possible favorable conditions, it is 
argued that microfinance in a post-conflict environment is not dramat-
ically different from other, 'normal' environments (Larson 2001). The 
core idea still is to provide small amounts of credit to those deemed not 
creditworthy in a traditional, commercial banking setting. A core con-
dition is that there must be a low intensity of conflict. This is amongst 
other things necessary in order to ensure the safety and working condi-
tions of the MFI staff, their offices as well as the clients. This is the first 
of three essential conditions set out by Doyle (1998). Doyle's second con-
dition is that markets be reopened. In order for an MF initiative to be 
successful there must be a certain resumption of economic activity, so 
that the local population can believe in the changes at hand. The third 
condition concerns long-term displacement, which is needed in order to 
ensure some reiteration of relations. Doyle finds that displacement of at 
least 18 months is reasonable for creating a possibility for the economic 
investments to yield returns. This is especially important if the main ob-
jective of MF is to initiate economic growth, not to serve humanitarian 
goals in the wake of disaster. Adopting a long-term view also makes the 
MF seem more stable, rather than a quick, one-off fix (Woodworth 2006). 
All three conditions were present in BH. 

Doyle also lists a range of other helpful conditions, including the exis-
tence of a functioning commercial banking system; an absence of hyper-
inflation, which secures a predictable value of money over time; and a 
certain density of population that increases the possibility for economic 
linkages. Enabling legislation for MFIS is also preferred in order to make 

Managing Global Transitions 



Assessing Microfinance 153 

the future more predictable for the microfinance lenders. It is also prefer-
able for the providers of MF to have access to locally skilled and educated 
labor to staff the organization, while more social capital is preferable to 
less, due to its effect on demand, scale, training needs and operational 
efficiency. Finally, trust in the local currency and financial institutions is 
preferred. MFIS should also be cautious about their client target when of-
fering credit in a post-conflict setting (Woodworth 2006). They should 
not offer credit to everyone as a peace-building measure, but keep in 
mind the probability for repayment and economic development. 

BH is sometimes hailed as an excellent example of success of a micro-
credit enterprise in post-conflict situations, considering its financially 
sustainable microfinance institutions (Woodworth 2006). The MFIS ini-
tiated their activities shortly after the 1995 Dayton Peace Agreement 
ended the war, and over the ten following years 50 MFIS were estab-
lished (Ribic 2005). The increase in the number of MFIS in B H followed 
a general trend of increased funding for microfinance activities. This 
happened in an environment in which financial sectors officials accepted 
N G O S giving loans and government officials made the registration pro-
cess for N G O S quick and simple (Woodworth 2006). Today, the B H MFIS 

are some of the largest in Eastern Europe, financially self-sustainable and 
operating in a competitive environment. 

Both short- and medium-term microfinance strategies have been ap-
plied in BH (Ohanyan 2002). While the first approach sees microfinance 
as an immediate peace-building instrument targeting segments of the 
population and offering financial services to these specific clients, the 
second approach is more commercially focused on the long-term sus-
tainability of the microfinance institutions. The first approach tends to 
be favored by humanitarian organizations - such as the U N H C R - in or-
der to reintegrate minorities, offer a social safety net and minimize the 
social cost of transition (Ohanyan 2002; Hudon and Seibel 2007). The 
second approach was favored by some of the international donors fund-
ing the MFIS, such as the World Bank. Overall there seems to be a con-
sensus that the environment for growth in microfinance in BH was good. 
Financial officials accepted that N G O S were providing the credit, and gov-
ernment officials facilitated the registration process. 

The brief history of microfinance in BH can be divided into two peri-
ods, before and after 2000. The initial period, from 1996 to 2000, covered 
the early years of microcredit during which legislation was nearly non-
existent. This coincided with the first of two World Bank-financed mi-
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crofinance institutions in BH: Local Initiatives Project I and II, covering 
the time periods 1996-2000 and 2002-2005, respectively. 

The World Bank was joined by the United Nations High Commis-
sioner for Refugees ( U N H C R ) , the Netherlands, Italy, Japan, Switzerland 
and Austria in financing the LIP I project, which had the following three 
objectives (World Bank 2001): 

• LIP I should respond to urgent needs by targeting demobilized sol-
diers, displaced persons, returning refugees and widows. 

• It should commence a process of establishing financially sustainable 
MFIS in 5-10 years time. 

• Further it should improve the business and regulatory environ-
ments for self-employment, micro- and small-enterprises, as well 
as the regulatory environment for non-financial MFIS. 

In the World Bank report (2004), LIP I was qualified as a successful 
project and had produced results beyond original expectations: Through 
micro-credit organizations (MCO) established under the project, some 
20,000 micro-enterprises with up to five employees had received 50,261 
loans with maturity ranging between 6 and 18 months. The loaned sums 
were small, averaging 1,600 USD. Repayment records were very good, 
likely helped by the incentive of receiving larger loans if repaid on time. 
50 percent of recipients were females (war widows), 21 percent were dis-
placed persons, while 5 percent were returning refugees. 17 N G O S were 
funded in order to initiate microcredit activities in 1996, and by the end 
of 2000, eight of nine MFIS funded under L I P I became self-sustainable. 
On the basis of these results the second phase of the project was launched 
in 2001. 

The second period is the post-2000 era, when a more advanced legal 
framework was elaborated. The first two years, 2000-2001, saw the adop-
tion of the microcredit organization (MCO) laws that were put in place to 
cope with the institutions that had developed in the immediate postwar 
period. It was not an easy political environment in which to operate, and 
the adopted legislative agenda was limited. Cicic and Sunje (2002) ana-
lyzed the proposed regulation, and found that it proved difficult to have 
MFIS assume the form of a finance company - a privately owned lending 
institution not necessarily limited to microenterprise lending. Neither 
was it possible to regulate them as savings and credit associations that 
would allow them to mobilize capital from their members in the form of 
savings, nor as microfinance institutions that would be authorized to ac-
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cept deposits from the general public (Cicic and Sunje 2002). Rather, the 
legislation allowed the MFIS to be regulated as microcredit organizations 
that were non-profit, credit only-institutions. The Mco-law was passed 
in B H parliament in 2000 and RS parliament in 2001, allowing M C O S to 
operate in both the Federation of Bosnia and Herzegovina, and the Re-
publika Srpska (Lyman 2005). The World Bank was an important driver 
in furthering this legislative agenda. In 2002-2003 the broader legislative 
developments concerning the financial system took place. The Central 
Bank is the main monetary authority of BH, while the Banking Agencies 
conduct supervision and enforcement of banking regulations (de Mon-
toya et al. 2006). Since 2004 the microcredit sector has been maturing, 
and the Central Bank has emerged as the likely dominant force in the 
future development of the BH financial system (Lyman 2005). 

During this period, the World Bank's second Local Initiatives Project 
( L I P I I ) focused on facilitating the transformations of M C O S from N G O S 

to commercial-legal organizations. This furthered financial market leg-
islation and regulation, as well as MCO market consolidation (Lyman 
2005). These developments gave the M C O S the opportunity to operate as 
MFIS - offering both credit and deposit, as well as making it possible for 
them to transform into for-profit institutions. The LIP II came into ef-
fect in the spring of 2002, with a budget of some 24 million USD of which 
the World Bank/International Development Agency financed 20 million 
USD and the two Entity governments the remainder (Dunn 2005). The 
project's aim was to raise incomes, develop businesses and increase em-
ployment through the use of microfinance institutions. This was to be 
done in two specific ways (World Bank 2005): 

• LIP II should finance the growth and institutional development 
of high-performing microfinance institutions with the potential to 
provide sustainable financial services to the 'unbankable.' 

• It should also support the transition of the microfinance sector to-
wards sustainable sources of financing. 

The World Bank found the LIP II to produce satisfactory outcomes, 
as the project had significantly influenced the entrepreneurial poor, 
strengthened the M C O S ' capacity for providing high-quality credit ser-
vices to their clients, and had helped 'create and/or sustain more than 
200,000 jobs in nearly 100,000 micro-businesses' (World Bank 2005, 4). 
Consequently, LIP I and II have had major influences on the develop-
ment of a microfinance sector in B H (Dunn 2005). The L IPS were seen 
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as necessary for providing micro entrepreneurs with access to loans. 
With the transition from the first to second phase, microfinance in-

stitutions in BH gradually acquired more autonomy and financial in-
dependence. Initially, the Ministry of Finance wanted direct control of 
the microcredit project, while the World Bank preferred the MFIS to 
be autonomous entities. The two compromised by using the existing 
Employment and Training Foundations to create the Local Initiative De-
partments ( L I D S ) in both the Federation and Republika Srpska. After 
this proved successful they agreed to channel all the funds through the 
LIDS ( S D N 2001). Most MFIS became financially self-sufficient shortly 
after their establishment. Under the L I P I Project, eight MFIS became 
self-sustainable and five were fully financially sustainable - perhaps most 
notably among them the Pro-Credit Bank (Cicic and Sunje 2002). Five 
MFIS thus had a positive fully adjusted return on assets, and hence suffi-
cient income to cover all costs including inflation, market costs of funds 
and adjustments of subsidies. MFIS tripled their total assets and gross 
loan portfolio in the 1999-2003 period (Berryman and Pytkowska 2003). 
Long-term sustainability can be challenged when the MFIS operate in 
limited markets, have similar groups of beneficiaries, offer similar prod-
uct portfolios, and share similar missions. In BH, however competition 
both inside the MFI-sector and from the commercially oriented banking 
sector prevented this outcome, and prompted major consolidation of 
microfinance institutions (Berryman and Pytkowska 2003). Therefore, 
the LIP II could reduce the number of organizations that received funds 
to 8, a significant downscaling from the 17 receiving funds through LIP I 
(Dunn 2005). Since the introduction of new MCO legislation in 2006, the 
organizations can be transformed into non-profit microcredit founda-
tions ( M C F ) or for-profit microcredit companies ( M C C S ) (Mehmedovic 
and Sapundzhieva 2009). This legislation opens the capital structure of 
the M F I S / M C C S to investors - securing further access to finance. 

The Impact of Microfinance in Bosnia 
Several independent studies have assessed the impact of microfinance 
activities in BH. The results vary from positive, through neutral, to neg-
ative. It is likely that the varying assessments have to do with issues of 
methodology. For example, as found by Matul and Tsilikounas (2004), 
the impact on entrepreneurs' finances has been underemphasized in BH, 
as the social impact was the main interest in the post-war environment. 
The following section provides an overview and assessment of this range 
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of studies and reports. These findings are organized under four labels: 
(i) the immediate effect on profit, business start ups and economic per-
formance, as well as (ii) the effect on the development of the broader 
economic system including institutions and the rule of law. In terms of 
its social impact, the focus is on (iii) the welfare and social equality of the 
users of microfinance, as well as (iv) on post-conflict reconciliation and 
integration. 

First, assessments of the success of MFIS and their effect on growth 
have generally been positive. Although it is inadequate to assess the suc-
cess of the microfinance initiative by assessing the sustainability of the 
MFIS themselves, because profitability is not necessarily correlated with 
the sustainability of the businesses to which they lend, this is a first step. 
Because the MFIS in B H competed for clients, they quickly learned the 
use of methods like focus groups, exit interviews and market research 
in order to better learn clients' needs and how to meet them with im-
proved financial services (Hartarska and Nadolnyak 2007). This market-
solution, in turn, led to a growth in products offered, and as a result, 
the range of MFIS was better able to meet the needs of a diverse group 
of entrepreneurs (Goranja 1999). Thus, MFI profitability can be seen as a 
measure of selling successful products to the client population. 

The World Bank's own evaluation (2004) of LIP I found that the 
project had made an important contribution to the resumption of eco-
nomic activity in the post-war BH, through supporting start-ups and 
the expansion of small businesses (World Bank 2004). Specific data on 
business start-ups were not collected in the baseline survey, however. In 
the evaluation of LIP II, the World Bank (2005) found that microcredit 
services had helped create and/or sustain more than 200,000 jobs and 
served 98,852 active clients. However, the LIP II, and consequently the 
self-evaluation, focused mainly on the development of the sector rather 
than its broader impact on the economy and society. The sustainabil-
ity of these micro-businesses is also drawn into doubt as World Bank 
researchers have found that just under half of new microenterprises es-
tablished in BH between the 2002 and 2003 failed within just one year 
(Demirguc-Kunt et al. 2007). It is also noteworthy that the project's ac-
complishments on documenting its impact on a client-level were rated 
not higher than satisfactory. 

There have also been independent assessments of the L IPS , as well as of 
the BH microfinance initiative as a whole. In a study of 1,437 microcredit 
clients and rejected clients,2 Cicic and Sunje (2002) found that microcre-
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dit is positively correlated with new business-generation, the addition of 
new lines to existing businesses, a growth in production, and, less regu-
larly, employment. By using data collected from the World Bank's Living 
Standards Measurement Survey, Hartarska and Nadolnyak (2007) evalu-
ated the impact of the BH microfinance industry as a whole. Their find-
ings showed that MFIS improved access to credit in municipalities where 
two or more MFIS offered competing financial products. 

The main critique has centered on the broader impact of microfi-
nance on the BH economy. Bateman (2007b) argues that the commer-
cial microfinance approach has led to deindustrialization and infantiliza-
tion of the BH economy. It has atomized the local enterprise sector, 
programmed to reach only the minimum efficient scale of operations, 
while simultaneously facilitating trade deficits and destruction of lo-
cal social capital. He argues that there was never an attempt to estab-
lish a local industrial policy for BH, although 'the comparatively high 
level of industrial development, skills and technology in 1995 represented 
a once only opportunity to establish a core of small-scale, innovative, 
relatively technology-intensive, industry-related ventures' (2007b, 214). 
These high opportunity costs are due to the commercial microfinance 
model, which represented 'the only major local financial support struc-
ture in BH' and was used for funding of 'largely unsustainable trade-
and household-based economic activities.' Bateman has identified an ad-
verse selection of the microfinance clients, and an anti-industrial bias 
characterized by '[f]iltering out those potential entrepreneurs wishing to 
work in the industrial sector but who cannot hope to service the oner-
ous terms and conditions offered by the commercial microfinance in-
stitutions, and filtering in those ventures incorporating only the very 
simplest of non-industrial business ideas that just about can' (Bateman 
2007b, 214). Rather than providing credit to microenterprises, it has been 
argued that credit should be offered on affordable terms and maturi-
ties to small businesses, drawing on the experiences from the military-
industrial complex in Northern Italy, amongst other places, that was cen-
tral in rebuilding, restructuring and developing the post-Second World 
War economy (Weiss 1988). 

Bateman (2007a) argues that microfinance has been mostly directed 
towards the informal sector. That way, he argues, it does not create 
businesses but rather subsidizes microenterprises and that it has a re-
distributive effect. Microfinance has 'undermined most local economic 
and social development triggers, such as cumulative and coordinated 
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investments, capturing economics of scale and scope, technological in-
novation, inculcating social capital, or incorporating technical skills and 
knowledge' (Bateman 2007a, 4). Bateman (2007a) has tried to nuance 
the impression of microfinance in BH by pointing out that 30 per cent of 
borrowers from MFIS during the L I P i-period that were surveyed in 2002 
had failed within two years. 

Second, most studies point to a positive effect of microfinance on BH'S 
economic and legal system, although there are some broader criticisms 
of its small-scale and liberal focus. Again, the World Bank's own assess-
ment is the most positive. The transitions for M C O S to increasingly rely 
on the market as a source of finance, as well as the M C O S ' project manage-
ment, which were both rated highly satisfactory. Its impacts in furthering 
legal and regulatory reform, providing institutional support for M C O S , 

and documenting microcredit impact were rated satisfactorily (World 
Bank 2005). This indicates a highly professional microfinance sector that 
has been granted due attention by the World Bank. In a study of the 
MF experience in BH, Dunn (2005) analyzes data on the effect of MF 
for clients and non-clients alike. In her impact assessment of the LIP 
II, Dunn found that microcredit indeed has positive impacts on house-
hold welfare, business development and business start-ups, employment, 
workers' wages, as well as livestock development, amongst other things. 
However, isolating the impact of MF is difficult. MF lending is not the 
only source of finance for the micro-businesses. Dunn found that 29 per-
cent of entrepreneurs had loaned finances from alternative sources, in 
addition to the MFIS with which they were associated at the time. For ex-
ample, foreign-owned commercial banks, incentivized by the profitable 
microcredit sector, did increase their supply of microloans to BH. Chen 
and Chivakul (2008) attribute much of the real growth in credit to BH 
households between 2001 and 2006 to the emergence of these banks on 
the BH scene, standing at nearly 50 percent compared to the real growth 
rate for credit to enterprises of 13.5 percent. 

Critics of microfinance in BH point to the close association with neo-
liberalism, trade and privatization, and its adverse effects on investment 
and the overall economic system. Bateman and Chang (2009) criticize 
the microfinance model on several accounts. For example, the focus on 
MF ignores economies of scale by stimulating individual start-ups. This 
leads to economic activity being organized in the least efficient way, they 
argue. Proponents of MF lending have also drawn attention away from 
other perverse effects. For example, Bosnian MFIS provided financing for 
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its clients to purchase cows, resulting in over-supply of milk and conse-
quently decreasing prices (Bateman and Chang 2009). The indirect effect 
of MF lending thus adversely affected the one-cow farmers and incum-
bent milk producers alike. MF favors easy business ventures that are able 
to meet the short maturity of the loans, while capital-intensive businesses 
are under-represented in terms of MF (Bateman and Chang 2009). The 
lack of capital-intensive investments further leads to a trade deficit since 
such goods must be imported. 

Third, in terms of the overall effect of micro-finance on welfare and 
social equality, the verdict is even more mixed. But measurement is 
also more problematic. It is not unusual for MFIS to be designed for 
reaching certain especially sought-after groups. However, as Meissner 
(2005) points out, reaching only these groups may have the perverse ef-
fect of creating jealousy among other groups - thus undermining the 
very restoration of social capital. Rather good programs should be avail-
able for everyone - including the conflict-affected groups. In designing 
products and strategies, the institutions offering MF should take care not 
to discriminate between potential clients, as MF can best help refugees 
integrate into society by offering them access to credit along the same 
lines as non-refugees. Furthermore, mere MF outreach does not consti-
tute MF impact; while reaching the sought-after groups is a necessary 
condition for impact, it is the actions undertaken with the borrowed 
funds that result in real impact. Measuring and determining any causal 
effects is difficult - perhaps especially so with regard to the social goals 
of MF in post-conflict settings. Determining whether the rebuilding of 
social capital can be credited as MF, or whether it is due to resumption of 
'normal' social activity, is challenging to measure. As noted by Meissner 
(2005), it might take years before the effects of social capital construc-
tion initiatives emerge. Matul and Tsilikounas (2004) also point towards 
methodological issues arising from an evident selection bias. They found 
that, in most cases, the non-clients either did not know of the possibility 
for receiving microcredit, or else were concerned that their 'lack of en-
trepreneurial spirit, skills, or ability to plan' would negatively affect their 
ability to repay the loans (Matul and Tsilikounas 2004, 8). 

The World Bank's self-evaluations of the LIP projects concluded that 
implementations were more or less successful. The World Bank's (2004) 
self-evaluation of LIP I found that the project had successfully assisted 
both the economically disadvantaged and other underserved groups in 
resuming economic activities, as well as supporting the establishment of 
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an institutional framework for micro-credit. The evaluation also found 
bank performance and borrower performance to be highly satisfactory. 
Dunn (2005) found that over the period 2002-2004, MFI clients' annual 
per capita income increased, while the change in non-clients' income 
was insignificant. Over the same period, the figures showed that only the 
clients that had a relationship with the MFIS for over more than two years 
experienced a lower share of households below the national poverty level 
- set at KM 1100 per person. This effect was not identified with the clients 
that had a relationship extending for less than two years. Dunn's data 
indicate that 'income trends were generally positive' (2005, 23). But an 
alternative reading is also possible, inasmuch as the positive income ef-
fect from MF does not extend beyond the client base. Furthermore, the 
poverty-alleviating effect is not well documented. The data are some-
what unclear on this point, and may indicate that time is of the essence 
and that such effects may take a few years to materialize. Critics such as 
Bateman (2007b, 220) argue that: 

Very little evidence has emerged in BH to suggest that the commer-
cial microfinance model actually possesses the required 'transfor-
mative capacity' to secure genuinely sustainable poverty reduction, 
through genuinely sustainable local economic and social develop-
ment. On the contrary, the commercial microfinance model is quite 
centrally implicated in the evolution of the disturbingly weak, un-
sophisticated, anti-social, disconnected and unfair economic and 
social structures we see in BH today. 

Fourth, and finally, the evidence that microfinance has contributed to 
post-conflict reconstruction is limited, but positive. Conflicts and acts 
of war traumatize the entire civilian population. After the conflict has 
ended, the demobilized soldiers may experience issues related to partic-
ipating in conflicts, and in reconciling with former enemies. Generally 
speaking, one can say that post-conflict societies tend to be characterized 
also by low social capital. As trust is normally expected, at least partially, 
to be built on iteration of relations (Hardin 2003), microfinance may 
have a positive impact as it facilitates network development by providing 
an arena for clients to meet. Goronja (1999) finds evidence that MF in BH 
did indeed produce such reconciliatory effects. Dunn's 2005 study found 
that microfinance did indeed reach the displaced persons - 36 percent 
of beneficiaries and 34 percent of new beneficiaries were dislocated - the 
demobilized, disabled and widowed. 
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Conclusion 

The overall picture is mixed. BH may be a good critical test case, but the 
results are not unambiguous. It is clear that MF has had some positive 
contributions in this post-conflict situation, and that MFI sustainability 
in BH has been remarkable. However critics suggest that MF may actu-
ally have impeded SME development in the country, and that it remains 
a challenge to make MF have an impact beyond the client base. The MFI-
model applied in BH has produced self-sustainable MF institutions with, 
amongst other improvements, acceptable repayment rates. But equating 
the success of MF institutions and their clients with the success of MF is 
not enough. MF also affects the broader legal and economic system, and 
seems to have had a positive impact in the BH case. Even so, MF does not 
necessarily translate into success in effect among the population. This 
point might be especially true in post-conflict situations where some of 
the goals are of a social nature. There is therefore some concern that 
a focus on MFI commercialization can be seen as a mission drift. For 
a poverty alleviation and post-conflict strategy to be truly successful, it 
cannot be limited to improving the standard of living for the MF clients 
alone. Such a strategy would be significantly impacted by the issue of ad-
verse selection of MF clients. It can hardly be based on MF institutions' 
assessment of the potentially most profitable clients. MF may indeed have 
a positive effect on both the economic and social arena, and working to 
maintain and enhance these beyond the immediate post-conflict situa-
tion should still be a priority for MFIS and governments alike. However, 
the evidence reviewed in this article should indicate that MF is no silver 
bullet, neither for securing economic growth nor for post-conflict rec-
onciliation. It should therefore be carefully evaluated in each setting how 
MF is to be designed, and how it can best be complementary to other 
programs for economic and social enhancement. Yet, as Christen and 
Drake (2002, 16) point out, the 'ultimate irony of microfinance is that 
broad outreach is possible only if MFIS are commercialized.' 

The principal lessons of the short history of microfinance in Bosnia-
Herzegovina seem to be that microfinance is more impressive as a tool 
to improve the economic performance of the MF institutions and their 
clients than to reach broader social goals. It appears to be a better tool 
for aiding its participants' quest for wealth and escape from poverty on 
an individual basis, than for addressing wider problems of social inte-
gration or institution building. The BH case provides an almost ideal test 
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case, since it featured well-educated citizens with incentives to re-build 
wealth after the destruction of war, and the evidence suggests that this 
did indeed take place. Moreover, in a context where political and eco-
nomic institutions had been weakened by war, MF and MFO legislation 
provided a building block toward rebuilding a small- and medium-scale 
financial system. Broader social goals, from integration and reconcilia-
tion to inclusion, seem mainly to have been achieved (if at all) through 
MF'S effect on its individual participants. Perhaps the clearest conclusion 
from the MF experience in BH is that even microfinance can only be used 
to pursue one goal directly; the broader goals may be achieved indirectly, 
if at all. 
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2 1,032 were current microcredit clients, and 405 were people who applied 
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Application of Bootstrap Methods in Investigation 
of Size of the Granger Causality Test 

for Integrated VAR Systems 

Lukasz Lach 

This paper examines the size performance of the Toda-Yamamoto test 
for Granger causality in the case of trivariate integrated and cointe-
grated VAR systems. The standard asymptotic distribution theory and 
the residual-based bootstrap approach are applied. A variety of types 
of distribution of error term is considered. The impact of misspecifica-
tion of initial parameters as well as the influence of an increase in sam-
ple size and number of bootstrap replications on size performance of 
Toda-Yamamoto test statistics is also examined. The results of the con-
ducted simulation study confirm that standard asymptotic distribution 
theory may often cause significant over-rejection. Application of boot-
strap methods usually leads to improvement of size performance of the 
Toda-Yamamoto test. However, in some cases the considered bootstrap 
method also leads to serious size distortion and performs worse than 
the traditional approach based o n X distribution. 

Key Words: bootstrap methods, simulation, Granger causality, 
VAR models 

JEL Classification: C12, C15 

Introduction 

The causal relationship (in the Granger sense) between some considered 
variables is one of the most important issues in modern economics. The 
existence of this type of dynamic link guarantees that the knowledge of 
past values of one considered time series is useful in predicting current 
and future values of another one. Since the development of this con-
cept (Granger 1969) a number of studies examining properties of dif-
ferent testing methods have been published. One of the first approaches 
was the standard Wald test based on asymptotic distribution theory. The 
biggest advantage of this method was its simplicity and clarity. However, 
in case of variables which are integrated of order one (1(1)) or cointe-
grated, the standard asymptotic approach turned out to be an improper 
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tool for testing the causal effects. These nonstandard asymptotic prop-
erties of the Wald test were investigated by Granger and Newbold (1974, 
empirical findings) and Philips (1986, theoretical framework). As a cure 
for this problem the idea of the Vector Error Correction Model (see En-
gle and Granger (1987) and Granger (1988)) was developed. Although 
theoretically it was a useful tool for testing for causality in integrated-
cointegrated VAR systems, the complicated pretesting procedure (esti-
mation of unit roots, analysis of cointegration properties and sensitivity 
for improper lag establishment) turned out to be a serious difficulty in 
empirical applications. 

Another solution was proposed by Toda and Yamamoto (1995). This 
approach ensures that asymptotic distribution theory is valid for VAR 
systems, regardless of the order of integration of considered variables or 
the dimension of cointegration space. Furthermore, the important ad-
vantage of this method is its simplicity since it is just a small modification 
of the standard Wald test. The absence of pretesting bias made this pro-
cedure one of the most widely applied approaches in recent economic 
research. However, when some standard assumptions do not hold (es-
pecially concerning the distribution of error term) the Toda-Yamamoto 
approach is also likely to fail. Application of the bootstrap approach may 
often provide better results since bootstrapping does not strictly depend 
on model specification (for more details on bootstrap see Efron (1979)). 

The properties of the augmented Wald test in both the asymptotic and 
bootstrap variant were examined by a number of authors in recent years. 
Dolado and Lütkepohl (1996) conducted a simulation exercise to exam-
ine the power of the considered testing method in the case of the inte-
grated VAR model (in this paper the error term was independently drawn 
from identical multivariate normal distribution). Their outcomes show 
that in high dimensional VARS with a small true lag length the signifi-
cant reduction of power of the considered causality test may occur, es-
pecially for small samples. Mantalos (2000) conducted similar studies of 
size and power properties of eight versions of the Granger causality test 
(this time the error term was only N(0, I2) i. i. d.). His findings indicate 
that the standard asymptotic approach may often lead to significant size 
distortion. Application of the residual-based bootstrap technique usually 
improves the size and power performance of causality tests. Hacker and 
Hatemi (2006) examined size properties of the TY (Toda-Yamamoto) test 
for two-dimensional VAR systems. In contrast to previously mentioned 
authors, they also investigated the simple A R C H ( 1 ) case for error term 
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series, finding that the bootstrap technique performed relatively well in 
all cases. On the other hand they restricted the research only to models 
without cointegration. 

This paper is a generalization of previous studies concentrated on in-
vestigation of size properties of the TY test. The simulation study con-
tained in this article (in both asymptotic and bootstrap variants) exam-
ines three-dimensional integrated and cointegrated VAR models. All pos-
sible cointegration ranks are also considered. To check the size proper-
ties of the investigated test (also in cases where some standard assump-
tions do not hold) a variety of distributions of error term is applied in 
DGP (spherical multivariate normal distribution, highly correlated er-
ror terms, structural break, mixture of distributions, ARCH(2) effect). 
The impact of misspecification of initial parameters is also examined in 
each case. Finally, the impact of increase of sample size (from small to 
medium) as well as the influence of increase in the number of bootstrap 
replications on size performance of the TY test is examined in some spe-
cific cases. To the knowledge of the author, the results of this kind of 
study of size performance of the TY test in both asymptotic and boot-
strap variant have not been published so far. 

This paper is organized as follows. The next section contains the main 
research hypotheses to be tested by the simulation study. Section 3 pro-
vides details on the methodology of the TY test, specification of VAR 
models used for simulation purposes and the considered bootstrap tech-
nique. Section 4 contains results of all conducted simulations. Section 5 
concludes the paper. 

Main Hypotheses 

The main objective of this paper is the investigation of size properties 
of the Toda-Yamamoto test for Granger causality. The first important 
point that distinguishes this study from the existing literature is the use 
of the trivariate VAR model for simulation purposes. Most of the previ-
ous papers examine two-dimensional models. In the three-dimensional 
case the structure of causal links may be more extended. Another impor-
tant point is the fact that this paper examines all possible dimensions of 
cointegration space. As already mentioned, former studies concentrating 
on a similar topic provided evidence of poor performance of the modi-
fied Wald procedure in the case of nonstationary variables. Thus, it seems 
to be reasonable to formulate: 

H The Toda-Yamamoto test (asymptotic variant) often tends to over-
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reject the null hypothesis for integrated and cointegrated VAR systems 
(with various cointegration ranks). 

There are some ways to avoid the mentioned problem. One of the pos-
sibilities is the application of bootstrap methods. This approach has been 
commonly used in recent years despite its numerical complexity. Thus, 
one may be interested in testing the following hypothesis: 

H2 The residual-based bootstrap method usually improves size perfor-
mance of the TY test. 

In practice the proper specification of the VAR model is often difficult 
to obtain. One of the most common problems is the misspecification 
of lag parameter. Previous studies (see Hacker and Hatemi (2006) and 
Mantalos (2000)) show that in this case the size performance of the TY 
test (asymptotic variant) may significantly worsen. It may be interesting 
to determine how the bootstrap-based technique performs in this case. 
Therefore, we should test: 

H3 Misspecification of lag parameter in the VAR model leads to consid-
erable aggravation of size performance of TY only in the asymptotic 
variant. 

Despite the fact that bootstrap methods are often a useful tool to over-
come the problem of size distortion in the TY test, there are some specific 
cases where this approach may also fail. One important point that dis-
tinguishes this study from the existing literature is the fact that, in order 
to perform suitable simulation, a variety of types of error term distribu-
tion was used (possibilities, where some standard assumptions about the 
structure of the considered VAR models and TY methodology are unful-
filled, are examined). Therefore, this paper contains verification of the 
following: 

H4 Residual-based bootstrap is likely to fail in some specific cases and 
therefore should not be used without second thought. 

One of the main problems with the application of standard asymptotic 
distribution theory is the sample size. Previous papers provided empiri-
cal proof that the increase of sample size may significantly improve size 
performance of the TY test (see Dolado and Lütkepohl 1996; Hacker and 
Hatemi 2006; Mantalos 2000). However, this process may strongly de-
pend on model specification (especially the error term structure). Thus, 
it seems to be interesting to test the following hypothesis: 
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H5 When standard assumptions hold, the increase of sample size im-
proves size performance of the TY test (asymptotic variant). 

In order to apply the bootstrap technique the researcher must establish 
the number of bootstrap replications. In previous papers this number 
varied significantly (from dozens to hundreds). It may be interesting to 
investigate whether the change of number of bootstrap replications may 
lead to significant improvement of size performance of the TY test in 
some specific cases (namely, cases of relatively significant size distortion). 
This problem may be captured in verification of following: 

H6 There is a relationship between the number of bootstrap replications 
and size performance of the TY test in some specific cases. 

In order to test the above research hypotheses some simulation study 
must be performed. In the first step, comprehensive analysis of the con-
sidered methodology and DGP should be presented. The next section 
contains some essential information concerning methodology and data. 

Methodology and the Data Generating Process 

In this article the Toda-Yamamoto approach for testing Granger causality 
is considered. This method has been commonly applied in recent studies 
since it is relatively simple to perform and free of complicated pretesting 
procedures. Another issue worth underlying is the fact that this method 
is useful for integrated and cointegrated systems. To understand the idea 
of this type of causality testing consider the following n-dimensional 
V A R ( P ) process: 

p 

yt = c + ^ Aiyt-i + et, (1) 
i=1 

where yt = (y\,...,yf)tr, c = (cx,..., cn)tr and et = (e^,..., e„,t)tr are 
n-dimensional vectors, and {Ai}p=1 is a set of n x n matrices of parameters 
for appropriate lags (in this paper transpose of matrix M is denoted by 
Mtr ). The order p of the process is assumed to be known. Furthermore, 
we shall assume that the error vector is an independent white noise pro-
cess with nonsingular covariance matrix £ e (the elements of which are 
constant over time). In this article cases where these standard assump-
tions do not hold are also investigated. We also assume that the condi-
tion E|ek,t|s+2 < TO holds true for all k = 1 , . . . , n and some s > 0. The 
Toda-Yamamoto (1995) idea of testing for causal effects is based on esti-
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T A B L E 1 Compact notation used to formulate T Y test statistics 

Object Description 

Y: = (y1,..., yr ) 

D : = (Ć, A1,..., Ap, 

1 

yt 

Z t : = y t - 1 

yt-p-d+1 

Z: = (Z0, . . . , Zt-1 ) 

S: = ( £ 1 , . . . , £r ) 

. . , Ap+d ) 

n X T matrix 

n X (1 + n(p + d)) matrix 

(1 + n(p + d)) X 1 matrix, t = 1 , . . . , T 

(1 + n(p + d)) X T matrix 

n X T matrix 

mating the augmented VAR(P + d) model (circumflex indicates the OLS 
estimator of a specific parameter): 

p+d 

yt = c + ^ Aiyt-i + St. (2) 
i=1 

The value of parameter d is equal to the maximum order of the inte-
gration of considered variables y 1 , . . . , yn. We say that the k-th element of 
yt does not Granger-cause the j-th element of yt (k, j e {1,..., n}) if there 
is no reason for rejection of the following hypothesis: 

H0: j = 0, (3) 

for s = 1 , . . . ,p , where As[aSpq]p>q=1,...,n for s = 1,...,p. According to Toda 
and Yamamoto (1995) the number of extra lags (parameter d) is an unre-
stricted variable since its role is to guarantee the use of asymptotic theory. 
In order to present the test statistics we shall make use of the compact 
notation (T denotes the considered sample size) presented in table 1. 

The initial point of the considered procedure is the calculation of 
Su = 66tr/T - the variance-covariance matrix of residuals from the 
unrestricted augmented model (i.e. model (2)). Then we can define 
ß: = vec(c, A1,..., Ap, 0nXnd) and ß: = vec(c, A1,..., Ap, . . . , Ap+d) where 
vec(-) denotes the column stacking operator and 0nXnd stands for the 
n X nd matrix filled with zeros. Using this notation one can write the 
Toda-Yamamoto test statistics for testing for causal effects between vari-
ables in yt in the following form: 
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TY: = (Cß ) t r (C((ZZ t r) -1 ® SU )Ctr)-1 (Cß), (4) 

where <8> denotes Kronecker product and C is the matrix of suitable lin-
ear restrictions. In our case (testing for causality from one variable in yt 

to another) C is p x (1 + n(p + d)) matrix, the elements of which take 
only the value of zero or one. Each of p rows of matrix C corresponds to 
a restriction of one parameter in ß. The value of every element in each 
row of C is one, if the associated parameter in ß is zero under the null 
hypothesis and it is zero otherwise. There is no association between ma-
trix C and the last nxd elements in ß. This approach allows us to write 
the null hypothesis of non-Granger causality in the following form: 

H0: Cßtr = 0. (5) 

Finally we shall note that the TY test statistic is asymptoticallyx2 dis-
tributed with the number of degrees of freedom equal to the number of 
restrictions to be tested (in our case this value is equal to p). In other 
words, the TY test is just a standard Wald test applied for the first p lags 
obtained from the augmented V A R ( P + d) model. 

In order to examine the size properties of the TY test some 1(1) mod-
els are considered. Causality tests are conducted in the case of various 
cointegration ranks. At this place we shall once again consider model (1). 
This process can be rewritten in the following error correction form: 

p-1 
Ayt = c + ]"[ yt-1 + ^ r^y— + et, (6) 

i=1 

where N = - I + Ep=1 Ai and r i = - H p = i + 1 Aj. To ensure that yt is inte-

grated of order one the following assumptions must hold (these assump-

tions are sufficient to prove the so-called Johansen-Granger representa-

tion theorem, for more details see Johansen 1991; 1996): 

• The roots of the characteristic polynomial: 

det(i„ - A1 z - AZ Apzp) (7) 

are either outside the unit circle or equal to one; 

• The matrix n has reduced rank r < n and therefore may be ex-
pressed as the product n = aßtr, where a and ß are n x r matrices 
of full column rank r; 

• The matrix arß± has full rank, where r = I - £p=1 r i and where 
a± and ß± are the orthogonal complements to a and ß. 
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T A B L E 2 Specification of trivariate V A R models considered in this paper 

Matrix form Properties Symbol 

1 0 0 

A = 0 1 0 No cointegration A 1 

0 0 1 

1 0 - 0 , 1 2 5 

A = 0 1 0 Two cointegrating equations a 2 

0 , 5 0 , 5 0 , 5 

0 , 2 5 0 - 0 , 125 

A= 0 1 0 One cointegrating equation A 3 

. -o ,75 0 0, 875 

If the first assumption holds, then the considered process is neither 
explosive (roots in the unit circle) nor seasonally cointegrated (roots on 
the boundary of the unit circle different from z = i, for more details on 
this issue see Hylleberg et al. 1990; Johansen and Schaumburg 1988). The 
second assumption ensures that there are at least n - r unit roots. Cointe-
gration occurs whenever r > 0 and the number of cointegrating vectors 
is equal to r. To restrict the process from being 1(2), we shall assume the 
last condition, because together with the second one it ensures that the 
number of unit roots is exactly n - r. 

In this paper trivariate VAR models are considered. In each the case 
process described by the model is integrated of order one and the pa-
rameter p is equal to one. Therefore, we consider the following VAR(1) 
model which is used as a DGP: 

yt = c + Ay- + et, (8) 

where c(o, 01 0,010,01) t r in all cases and matrix A provide specific coin-
tegration properties (see previously presented assumptions). For details 
about matrices used in the simulation study explore table 2. 

Directly from table 2 we can obtain some essential information. 
Namely, in A2 and A3 models y3 is a causal variable for y1. Furthermore, 
in all considered cases y2 does not Granger-cause y1 (this will be our 
null hypothesis for further analysis of size performance). We should un-
derline that in three-dimensional VAR models the relationship between 
y3 and y1, as well as between y3 and y2, may have indirect impacts on 
links between y2 and y1. Beside various schemes of algebraic structure, 
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T A B L E 3 Models used to generate distribution of error term 

Distribution of error term 

N ( 0 3 X 1 , 0 % ) 

N(ß, a) 

N(03Xi, o f ^ ) for t = 1 , . . . , T/2 
N(03Xi , 0%) fort = T/2 + 1 , . . . , T 

sN1 + (1 - s)N2, where: N1 ~ N ( o 3 X 1 , o f i 3 ) , 

N2 ~ N(03x1,0213), 

P(s = 1) = p, P(s = 0 ) = 1 - p 

eht = wht ^ 0 , 5 + 0 , 1 ^ + 0 , 4 « ^ , 

Wj>t - i. i. d. N(o, 1) 

Parameters Symbol 

a = 1 E1 

0 1 0 0 

ß = 0 , a = 0 1 0 , 9 E2 

0 0 0 , 9 1 

a 1 = 1, a 2 = 2 E3 

a 1 = 1, a 2 = 3 , p = 0 , 7 E4 

i = 1 , 2 , 3 , t = 1 ., T E5 

some specific distributions of error vectors are also examined. At this 
place it should be noted that in previous studies concentrating on simi-
lar topics the error term was usually N(onX1, a 2 i n ) distributed (n stands 
for considered dimension) for some positive a (see Hacker and Hatemi 
2006; Dolado and Lütkepohl 1996; these authors also consider the case 
of nonzero covariance between components of error term); Mantalos 
2000). In this paper the size properties of the TY test are examined for 
variety of types of time structure of the error term. In some consid-
ered specifications the standard assumptions for the TY method do not 
hold. Some fundamental information is contained in table 3 (random 
draw for error term is always based on i. i. d. variables - normal, discrete 
uniform). 

In this paper, beside the standard three-dimensional spherical multi-
variate normal distribution (denoted as E1), the situation where vectors 
e2>t and e3>t are highly correlated (E2) is also investigated. In this case 
the variance-covariance matrix Su is 'nearly singular,' which may often 
lead to problems with application of bootstrap methods (see Horovitz 
1995; or Chou and Zhou 2006). Another specification of the distribu-
tion of error term series is related to the structural break (E3). It is a 
well known fact that in this case huge size distortions may occur while 
testing for Granger causality. Another question is whether application of 
the bootstrap approach may significantly improve the investigated size 
properties. The fourth examined possibility (E4) is related to the idea of 
a mixture of distributions. The last considered DGP for error vector (E5) 
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is a simple A R C H ( 2 ) model with constant unconditional variance (equal 
to one). A similar type of time dependence structure in the error term 
series was examined by Hacker and Hatemi (2006) (the authors used 
A R C H ( 1 ) model for VAR(1) and V A R ( 2 ) processes). 

As a cure for the effect of start-up values, 50 presample observations 
of yt are generated for each simulation study. Some of these data points 
(based on random draw from N(0,1) distribution) are used as the ini-
tial observations for VAR models. To make the results of the presented 
research more comparable, the same random draw from N(0,1) distri-
bution is also used for every type of the error term analyzed. Namely, 
to create the E2 = (E2,t )t=1,...,T series, the following transformation of 
E1 = (E1, t) t=1,...,T series is applied: 

Ex,t = ZE1,t, (9) 

where t = 1 , . . . , T and ZZtr = £ (Cholesky decomposition). The values 
of the E1 series are also used in the process of generation of E4 series 
and E3 series (for first T/2 observations). In order to generate E5 series, 
initial observations are once again drawn from N(0,1) distribution and 
(W1,t W2,t w3,t)tr = E1,t for t = 1,..., T. 

To examine the size properties of the considered test a set of simulated 
observations is generated each time (using model (1) with specific Ai and 
Ej) and the TY test statistics are calculated to test the hypothesis that y2 

does not Granger-cause y1. Typical significance levels (namely, 1%, 5% 
and 10%) are considered, and both the asymptotic distribution theory 
(as noted by Toda and Yamamoto) and a residual-based bootstrap ap-
proach are used to get suitable critical values. 

Let me now discuss shortly the bootstrap methods used in this pa-
per. All bootstrap simulations conducted for the use of this article are 
based on resampling leveraged residuals. The application of leverages is 
the simple modification of regression raw residuals, which helps to stabi-
lize their variance (for more details on this issue see Davison and Hinkley 
1999; Hacker and Hatemi 2006). At first the considered augmented VAR 
model (2) is estimated through OLS methodology with the null hypoth-
esis assumed (that is: y2 does not Granger-cause y1). Many authors use 
OLS methodology in their empirical research, although other estimation 
methods are more adequate for their data. This paper partly investigates 
the influence of the mentioned approach on performance of the consid-
ered causality tests. In the next step, regression raw residuals are trans-
formed with the use of leverages (modified residuals will be denoted as 
{e™}i=1,...,T). Finally, the following algorithm is conducted: 
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• draw randomly with replacement (each point has a probability 
measure equal to 1/T) from the set {em}i=i,...,T (as a result we get 
t he set {e**}i=1,...,T); 

• subtract the mean to guarantee that the mean of bootstrap residuals 
is zero (in this way we create the set {e*}i=1,...,T, such that 

yT
 e** 

_ kj 
Ek,i = Ek,i j ' 

i = 1,..., T, k = 1,2,3); 

• generate the simulated data {y*}i=1,...,T through use of the original 
data ({yi}i=1,...,T), coefficient estimates from the regression 
(c, {Ai}i=1,...,p+d) and the boo t s t r ap residuals {e*}i 

• calculate the TY test statistics. 

After repeating this procedure N = 250 times it is possible to create 
the empirical distribution of TY test statistics and next obtain empirical 
critical values (bootstrap critical values). The suitable procedure (which 
allows one to conduct every type of simulation presented in this article) 
written in Gretl is available from the author upon request. 

Empirical Results 

In this section, results of the conducted causality tests are presented. 
The following tables contain the rejection rates obtained while testing 
the null hypothesis in the TY test with the application of both the stan-
dard asymptotic distribution theory and the residual-based bootstrap 
approach. In recent years the problem of establishing adequate signif-
icance levels for diagnostic applications has been intensively discussed. 
Some researchers recommended relatively large levels (Maddala 1992), 
while others argue that typical values are the best choice (MacKinnon 
1992). As already mentioned in this article, typical significance levels 
are considered. Thus the results of the presented simulations are more 
comparable with the similar research conducted by Hacker and Hatemi 
(2006) and Mantalos (2000). To judge whether empirical rejection rates 
are significantly different from considered nominal sizes for each signif-
icance level, the 95% two-sided confidence intervals were created by the 
following expression: 

Ts(i-Ts) T S ± 2AH^' (10) 
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where Ts denotes the considered nominal size (1%, 5%, 10%) and Nr = 
1000 stands for the number of repetitions. This value (Nr = 1000) was 
also used by Dolado and Lütkepohl (1996), Hacker and Hatemi (2006) 
and Mantalos (2000). Furthermore, the considered type of confidence 
intervals was used by Dolado and Lütkepohl (1996) and Mantalos (2000). 
In this way, the intervals [0.4%; 1.6%], [3.6%; 6.4%], [8.1%; 11.9%] were 
established for 1%, 5% and 10% significance levels respectively. The con-
sidered approach leads to the criteria of bad performance, namely, the 
actual test size is significantly distorted whenever it lies outside the suit-
able confidence interval. In the following tables these findings are indi-
cated by bold typeface. In each case the parameter d (maximal order of 
integration of considered variables) is equal to one (properly specified). 
For tables 4-9 the considered sample size is T = 40 (small sample size). 

First we shall focus on cases where parameter p was chosen properly. 
Suitable results are contained in tables 4-6. 

After analyzing the results contained in table 4, one can easily see that 
the asymptotic distribution theory was found to cause serious size dis-
tortions in almost all cases. The largest distortions were indicated in the 
case of structural change in error term distribution (E3). Furthermore, it 
should be noted that whenever critical values were taken from suitablex2 

distribution the over-rejection was indicated, which seems to prove that 
Hypothesis 1 is true. The application of the bootstrap method improved 
the size properties of the TY test for all significance levels in cases of E1, 
E4 and E5 distribution. These results provided a strong basis for claim-
ing that Hypothesis 2 is also true. Although the significant over-rejection 
was still found for E3 error distribution (except for 10% level), size dis-
tortions were much smaller than in the non-bootstrap approach. How-
ever, one must note that the bootstrap test was found to under-reject 
the null hypothesis in the case of E2 distribution, which led to signifi-
cant size distortions by 5% and 10% significance levels (even worse per-
formance than for x 2 distribution). The outcomes obtained by Hacker 
and Hatemi (2006) in corresponding research conducted for similar two-
dimensional cases (Aj model, E1 and E5 error term) are in line with the 
results presented in table 4. 

The outcomes contained in table 5 and 6 also lead to some interesting 
regularities and provide no significant reason for rejection of Hypothe-
sis 1 or Hypothesis 2. Firstly, they confirmed the hypothesis that the TY 
test based on asymptotic distribution theory tends to over-reject the null 
hypothesis also when there exists cointegration between considered vari-
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T A B L E 4 Size of T Y test for Granger causality - no-cointegration case 

(1) (2) (3) X2 distribution Bootstrap distribution 

1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A1 E1 1 1 . 7 % 6 . 1 % 1 3 . 2 % 0 . 8 % 4 . 6 % 1 0 . 9 % 

E2 1 1 . 9 % 5 . 6 % 1 1 . 6 % 0 . 4 % 2 . 9 % 7 . 7 % 

E3 1 7 . 7 % 1 5 . 3 % 2 0 . 6 % 2 . 8 % 7 . 4 % 1 0 . 8 % 

E4 1 1 . 7 % 7 . 8 % 1 2 . 4 % 0 . 6 % 4 . 2 % 9 . 6 % 

1 1 . 4 % 6 . 5 % 1 1 . 2 % 0 . 8 % 5 . 2 % 9 . 1 % 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

T A B L E 5 Size of TY test for Granger causality - case of two cointegrating vectors 

(1) ( 2 ) (3) X2 distribution Bootstrap distribution 

1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A 2 £ 1 1 0 . 8 % 3 . 5 % 1 0 . 8 % 0 . 9 % 4 . 8 % 9 . 9 % 

E> 1 1 . 2 % 5 . 5 % 1 4 % 1 % 4 . 9 % 1 1 % 

£ 3 1 5 % 1 4 % 2 5 % 3 . 6 % 8 . 9 % 1 8 % 

E 4 1 1 . 9 % 6 . 7 % 1 4 % 1 . 1 % 5 . 3 % 1 2 % 

1 1 . 5 % 6 . 8 % 1 1 % 1 . 1 % 4 . 7 % 1 0 . 5 % 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

T A B L E 6 Size of T Y test for Granger causality - case of one cointegrating vector 

(1) ( 2 ) (3) X2 distribution Bootstrap distribution 

1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A3 E1 1 1 . 2 % 7 . 4 % 1 1 . 5 % 0 . 9 % 6 . 1 % 1 0 . 6 % 

E2 1 2 . 6 % 5 . 8 % 1 4 . 7 % 0 . 2 % 2 . 1 % 5 . 2 % 

E3 1 6 . 7 % 1 1 . 6 % 2 6 % 2 . 4 % 5 . 9 % 1 1 . 4 % 

E 4 1 2 . 5 % 8 % 1 5 . 6 % 0 . 8 % 4 . 7 % 1 0 . 6 % 

E, 1 . 5 % 5 . 9 % 1 2 . 6 % 0 . 7 % 4 . 2 % 9 % 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

ables (Dolado and Lütkepohl (1996) and Mantalos (2000) examine coin-
tegration ranks which are no greater than one). Secondly, they provided 
a basis for claiming that the application of bootstrap methods leads to 
reduction of actual test size in comparison to the asymptotic method. 
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However, this reduction is still insufficient for the A2 algebraic structure 
and E3 error distribution scheme (still over-rejection) and too intensive 
for the A3 and E2 case (under-rejection, worse performance in compari-
son tox 2 distribution on 5% and 10% significance levels). 

In practice it is often difficult to establish the lag parameter properly 
before estimating the VAR model. Despite the variety of econometric 
methods (AIC, BIC, FPE information criteria, more recently Hatemi's 
(2003) criterion) many researchers are still struggling to decide what 
value of lag length to choose for further analysis. In the context of our 
investigation this problem was examined by the repetition of all causal-
ity tests in case of a misspecified value of parameter p (set at the level of 
2). For clarity it should be mentioned that true DGP was unchanged. The 
results are shown in tables 7-9. 

It seems to be obvious that the results contained in tables 7-9 should 
be analyzed together with corresponding outcomes from previously pre-
sented cases (contained in tables 4-6 respectively). After analyzing the re-
sults contained in table 7 (no-cointegration case) one can easily see that 
the standard approach (based on x 2 distribution) causes even stronger 
over-rejection (higher rejection rates) than in the corresponding case 
(table 4). On the other hand, the results obtained with application of 
the bootstrap method belong to suitable confidence intervals in all ex-
cept for one case (in comparison to the corresponding case). For the 
model with two cointegrating vectors (A2) the actual test size (case of 
x 2 distribution) is too high in all except for 3 cases. This means that mis-
specification of parameter p considerably worsens size performance of 
the TY test. Furthermore, the actual size of the bootstrap test was found 
to lie outside the confidence interval for exactly the same combination 
of considered significance levels and error term schemes, like in the cor-
responding case (table 5). The standard asymptotic approach was also 
found to cause serious over-rejection for the A3 structure in almost all 
cases. On the other hand, actual test size based on the bootstrap method 
was distorted only for the E2 (under-rejection) and E3 (over-rejection) 
case. In general, size performance of the TY test worsened significantly 
only for the asymptotic variant, which allows us to claim that Hypoth-
esis 3 is true. Furthermore, the results contained in tables 4-6 as well as 
in tables 7-9 strongly indicate that Hypothesis 4 is also true (see results 
obtained for the E2 and E3 cases). 

Additionally, to examine the size performance of the TY test in both 
considered variants, causality tests were conducted for a longer sample. 
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T A B L E 7 Size of T Y test for Granger causality - no-cointegration case, misspecified 
parameter p 

(1) ( 2 ) (3) x 2 distribution Bootstrap distribution 

1% 5 % 1 0 % 1 % 5 % 1 0 % 

A E1 2 2 . 1 % 1 0 . 6 % 1 6 % 0 . 9 % 4 . 5 % 1 0 . 2 % 

E 2 2 1 . 8 % 6 . 5 % 1 3 . 5 % 0 . 8 % 3 . 1 % 7 . 1 % 

E3 2 9 % 1 9 % 3 3 % 4 . 5 % 9 . 1 % 1 8 . 5 % 

E 4 2 1 . 8 % 9 % 1 5 . 5 % 0 . 9 % 4 . 6 % 9 . 5 % 

2 1 . 4 % 4 . 6 % 1 4 % 0 . 7 % 4 . 1 % 9 . 3 % 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

T A B L E 8 Size of T Y test for Granger causality - case of two cointegrating vectors, 
misspecified parameter p 

(1) ( 2 ) (3) x 2 distribution Bootstrap distribution (1) ( 2 ) (3) 
1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A 2 E1 2 1 . 3 % 6 . 1 % 1 2 . 8 % 1 . 2 % 4 . 6 % 9 . 4 % 

E2 2 1 . 4 % 7 . 2 % 1 3 . 6 % 0 . 8 % 4 . 8 % 9 . 6 % 

E3 2 8 . 5 % 2 0 % 2 7 % 6 . 1 % 1 4 % 1 9 . 7 % 

E4 2 2 . 8 % 6 . 8 % 1 7 . 1 % 0 . 8 % 4 . 8 % 1 3 . 4 % 

2 2 . 1 % 8 . 4 % 1 2 . 7 % 1 . 1 % 5 . 6 % 9 . 7 % 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

T A B L E 9 Size of T Y test for Granger causality - case of one cointegrating vector, 
misspecified parameter p 

(1) ( 2 ) (3) distribution Bootstrap distribution 

1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A3 E1 2 1 . 4 % 6 . 3 % 1 4 . 1 % 0 . 9 % 4 . 8 % 1 0 . 3 % 

E2 2 3 . 9 % 8 . 2 % 1 4 . 8 % 0 . 1 % 1 . 9 % 5 . 1 % 

E3 2 7 . 6 % 1 3 . 6 % 2 9 % 3 . 9 % 8 . 3 % 1 4 . 7 % 

E4 2 2 . 8 % 9 . 2 % 1 7 . 6 % 1 . 1 % 4 . 4 % 1 1 . 3 % 

2 2 . 2 % 8 . 5 % 1 3 . 9 % 0 . 8 % 4 . 6 % 9 . 5 % 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

One should expect the standard asymptotic approach to perform rela-
tively better in this case. Suitable tests were conducted for the sample size 
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T A B L E 1 0 Impact of increase of sample size on size properties of TY test for Granger 
causality - no-cointegration case 

(1) ( 2 ) ( 3 ) X2 distribution Bootstrap distribution 

1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A1 E1 1 1 . 1 % 6 . 2 % 1 2 % 0 . 9 % 4 . 2 % 9 . 5 % 

( 1 . 7 % ) ( 6 . 1 % ) ( 1 3 - 2 % ) ( 0 . 8 % ) ( 4 . 6 % ) ( 1 0 . 9 % ) 

E1 2 1 . 3 % 5 . 6 % 1 3 . 5 % 1 . 1 % 4 . 9 % 1 0 . 3 % 

( 2 . 1 % ) ( 1 0 . 6 % ) ( 1 6 % ) ( 0 . 9 % ) ( 4 . 5 % ) ( 1 0 . 7 % ) 

N O T E S Column headings are as follows: (1) algebraic structure, (2) distribution of er-
rorterm, (3) lag p. 

T A B L E 11 Size of TY test for Granger causality - different number of bootstrap 
replications in s pecific cointegrated systems 

(1) ( 2 ) ( 3 ) r distribution Bootstrap distribution N 

1 % 5 % 1 0 % 1 % 5 % 1 0 % 

A2 E3 2 8 . 5 % 2 0 % 2 7 % 9 . 1 % 1 9 . 6 % 2 4 % 1 0 0 

5 . 2 % 1 6 . 3 % 2 2 . 1 % 2 0 0 

6 . 1 % 1 3 - 5 % 2 0 . 1 % 3 0 0 

A3 E2 2 3 . 9 % 8 . 2 % 1 4 . 8 % 0 % 3 % 3 . 4 % 1 0 0 

0 . 5 % 2 . 5 % 5 . 5 % 2 0 0 

0 . 6 % 1 . 2 % 3 - 5 % 3 0 0 

N O T E S Column headings are as follows: (1) algebraic structure, ( 2 ) distribution of er-
ror term, (3) lag p. 

T = 100 and no-cointegration model with parameter p = 1 and p = 2 
(Hacker and Hatemi (2006) also considered a sample size equal to T = 40 
(small sample) and T = 100 (medium sample)). For comparability with 
previous results (obtained for T = 40), the first 40 data points were ex-
actly the same. Once again the true value of parameter d was assumed to 
be known. The results are presented in table 10. For clarity it should be 
noted that values in parentheses denote the rejection rates obtained in a 
similar investigation conducted for a small sample (T = 40). 

The analysis of the above table confirmed the hypothesis that size 
properties of the TY test for Granger causality are improving with the 
increase of sample size. Although for a 10% significance level the actual 
size of tests still lies outside the 95% confidence interval, the increase of 
sample size moved actual size closer to the nominal one. Furthermore, 
the actual size of bootstrap tests was again found to lie with in suitable 
confidence intervals in all cases. On the other hand, it should be noted 
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that for other the considered distributions of error term (E2, E3, E4, E5) 
such significant improvement of size performance was not found in con-
sidered algebraic specification (A1 ). All these facts confirm that there is 
no significant reason for the rejection of Hypothesis 5. 

One of the initial arbitrary decisions in every bootstrap application is 
the establishment of the number of replications. In previous research 
concentrated on similar investigation this value varied significantly. 
Horovitz (1994) used 100 replications, Mantalos (2000) - 200, Hacker 
and Hatemi (2006) - 800, while Davidson and MacKinnon (1996) used 
1000 replications to create bootstrap distribution each time. Increase 
of the number of replications may often have an important impact on 
improvement of performance of the TY test size. However in some situ-
ations bootstrap methods are likely to fail, regardless of the number of 
replications used (Horovitz 1995). This paper takes part in the discussion 
of the mentioned problem, as it contains results of some simulations 
based on different numbers of bootstrap replications. The investiga-
tion covers two specific cases in which the size distortion of bootstrap 
distribution was relatively largest and far away from 95% confidence in-
tervals (namely, high correlation and structural change cases). It should 
be noted that for comparability with the previously presented outcomes 
(conducted for 250 bootstrap replications) the same series of random 
numbers were used to generate the data. Therefore, the actual size of the 
TY test conducted with application o f x 2 distribution was unchanged. 
Parameter d was again assumed to be known (d = 1). The examined 
number of bootstrap replications was denoted by N. Table 11 contains 
the results of suitable simulations. 

The results contained in table 11 confirmed that the increase in the 
number of bootstrap replications caused a decrease of actual test size for 
the A2 model at 5% and 10% significance levels. However, the intensity of 
this process turned out to be insufficient and the actual size still lay out-
side confidence intervals in all cases. A similar effect (decrease of actual 
size) was found for the A3 model at 5% significance level, but this time 
the size performance had worsened while N increased. Finally, it should 
be noted that for the A3 model the actual size was found to grow with 
an increase of N at 1% significance level (relatively good performance 
was found for N = 200 and N = 300 replications). Summarizing, these 
outcomes provided no clear evidence of whether Hypothesis 6 is true or 
false. However, they did provide a strong basis for claiming that Hypoth-
esis 4 is indeed true. 
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Concluding Remarks 

The aim of this paper was to examine the size properties of the Toda-
Yamamoto test for Granger causality in the case of a relatively small 
sample size. The simulation study was conducted for integrated order-
1 trivariate VAR models, and a variety of distribution of error vector was 
also considered during computation. In order to perform suitable re-
search, both the standard asymptotic distribution theory as well as the 
residual-based bootstrap technique were used. 

The results of the conducted simulation study in the case of properly 
specified lag parameters indicate that the standard asymptotic approach 
causes significant over-rejection in almost all considered cases. The ap-
plication of the residual-based bootstrap method improved the size per-
formance of the TY test, however, in the case of structural break and high 
correlation the actual size was still far away from the nominal one. 

The misspecification of the lag parameter caused much worse perfor-
mance of the TY test when asymptotic theory was applied. In general, 
the performance of the bootstrap method has not worsened in such a 
significant way. 

The results contained in this paper support the hypothesis that asymp-
totic distribution theory performs better for longer time series. However, 
except for the case of spherical multivariate normal distribution of er-
ror term, this type of significant improvement has not been observed. 
Furthermore, test results obtained in cases of high size distortion of the 
bootstrap-based technique brought no clear suggestion about the rela-
tionship between the number of bootstrap replications and the actual 
size of the test. 

The outcomes contained in this article should be useful tips for other 
researchers using considered variants of the Toda-Yamamoto test in their 
practical applications. The presented results ensure that bootstrap based 
on leveraged residuals is often an effective tool for Granger causality test-
ing, which allows avoidance of the problem of over-rejection of the con-
sidered null hypothesis. However, the conducted simulation study con-
firms that this method cannot be used without a second thought, since 
it is likely to fail for specific models. 
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Development, Validity and Reliability of Perceived 
Service Quality in Retail Banking and its 

Relationship With Perceived Value 
and Customer Satisfaction 

Aleksandra Pisnik Korda 
Boris Snoj 

Despite its popularity, the concept of service quality in the marketing 
literature is still ambiguously and vaguely defined. Several measure-
ment scales have been proposed, but some of these take into account 
only the method of measurement and ignore the idea that the same 
instrument may not be able to be automatically applied in different in-
dustries or in different cultures. Therefore the purpose of this paper 
is twofold: first to validate the perceived retail banking service scale in 
the case of a small transitional economy of Europe, and second to re-
search service quality-customer satisfaction relationship and the role of 
perceived value within it. Content validity, face validity, construct va-
lidity, convergent validity, discriminant validity as well as nomological 
validity were assessed with EFA, CFA and SEM. The present research is 
the first attempt to measure the relationships among the concepts re-
searched in the retailing banking industry in transitional economies in 
Europe. Therefore, its major finding, that the perceived value variable 
has a potential to be mediating variable between perceived quality and 
customer satisfaction relationship in retail banking settings, could be of 
interest also for other researchers in transitional economies in Europe 
and also for researchers f rom other environments. 

Key Words: perceived quality, perceived value, satisfaction, 
retail banking services 

JEL Classification: M30, M31 

Introduction 

The world economy is rapidly becoming intensely service-oriented, 
which trend is reflected in the vast number of marketing research projects 
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focused on services (Carrillat, Jaramillo, and Mulki 2007). The service in-
dustry in the us contributes more than 75% of that country's GDP and 
employs more than 80% of its entire workforce (Malhotra et al. 2004). 
In most O E C D countries the service now account for well over 6 0 % of 
total gross value added, and expenditures for services in O E C D countries 
clearly outperform expenditures for physical products ( O E C D 2009). The 
globalization of services marketing represents a great challenge for aca-
demic researchers, as well as practitioners (Javalgi, Martin, and Young 
2006). 

Perceived quality and perceived value play important roles in indus-
tries with high customer involvement, such as the banking industry (An-
gur, Nataraajan, and Jahera 1999). Therefore, it is important to identify 
dimensions of these constructs correctly and to find out how the con-
structs are perceived by customers (Glaveli et al. 2006). 

Several research projects concerning the relationship between per-
ceived quality and customer satisfaction and loyalty have been con-
ducted, although the majority have been implemented in developed 
economies, especially the us (Yavas, Benkenstein, and Stuhldreider 
2004). In Europe, research projects investigating the quality of bank-
ing services for customers have been done in Greece (Athanassopoulos, 
Gounaris, and Stathakopoulos 2001) and Germany (Yavas et al. 2004), 
but few research projects have dealt with the perceived value of banking 
services as a central concept in more sophisticated models of relation-
ships. 

Research on perceived quality and its relationship to customer satis-
faction and loyalty in the banking services industry has been performed 
in Taiwan (e. g., Chiu, Hsieh, and Lee 2005; Chen, Chang, and Chang 
2005), South Africa (Bick, Brown, and Abratt 2004), and Great Britain 
(Devlin 2000), and on a sample of employees in Spain (Fandos Roig et 
al. 2006) and Greece (Angelis, Lymperopoulus, and Dimaki 2005), but 
no such project has been implemented in a country in transition in Eu-
rope until now. 

In the early days after Slovenia attained independence, banks were pre-
occupied with reconstruction of core business processes, so they have 
only recently started to focus on their activities with customers. The 
intensification of competition from foreign banks has forced domestic 
banks in Slovenia to pay closer attention to customer satisfaction and 
loyalty, which are becoming the key factors of success (Bick, Brown, and 
Abratt 2004). 
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Theoretical Background 

S E R V I C E Q U A L I T Y 

The unique characteristic of services (more precisely, service elements in 
products) is that they are processes and not tangible things (Grönroos 
2001). This characteristic is at the root of all other service elements char-
acteristics. The two other generic characteristics of service elements are 
intangibility and perishability (Snoj 1998; Grönroos 2001). However, au-
thors in their research usually treat services as bundles of intangible and 
tangible elements and this approach is seen also in the research dealing 
with services quality measurement. 

The fundamentals of theory on service quality originate from the lit-
erature on product quality and customer satisfaction. According to the 
majority of authors who have explored the subject, perceived service 
quality is the result of customers' subjective judgment of the level of the 
service offering and its delivery. While researchers agree that perceived 
service quality is a multidimensional construct, no consensus has been 
reached about its generally valid, generic dimensions. As researchers con-
tinue to debate the determinants of service quality a few important issues 
remain unanswered e. g., (a) the universality of service quality determi-
nants across a section of services; (b) the importance and nature of oper-
ating characteristics of determinants as they together constitute the ser-
vice quality; (c) whether the service characteristic gets reflected in what 
customers expect out of delivery of a particular service (Chowdhary and 
Prakash 2007; Pal and Choudhury 2009). 

Early conceptualizations of perceived service quality (e. g., Parasur-
aman, Zeithaml, and Berry 1988) were based on the disconfirmation 
paradigm, according to which quality is the result of the comparison of 
expected versus perceived performance of service. Accordingly, Grön-
roos (2000) identified two dimensions of service quality: functional 
quality and technical quality. Functional quality reflects the 'how' of 
service performance, while technical quality defines the results of ser-
vice or 'what' the customer receives from the service experience. This 
conceptualization is known as the Nordic model (figure 1). 

According to the model, customers perceive what they get out of the 
service process, but even more important is their perception of the way 
the service was delivered. The important limitation of the Nordic model 
is that it is relatively difficult to define the technical quality or result of 
some services (Kang and James 2004). In defining service quality, Grön-
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ross (1982) also stressed the importance of the dimension of company 
image, which relates to customers' awareness of their previous experi-
ences with the company and their overall perceptions of its service; this, 
in turn, influences their perceptions of current service quality. 

The proponents of the us school of service quality, who define service 
quality as a judgment about overall excellence, also understand service 
quality as a customer's comparison of expectations versus performance. 
One of the contributions of this school of thought is the S E R V Q U A L 

model (figure 2). In the S E R V Q U A L model (Parasuraman, Berry, and Zei-
thaml 1988), service quality is measured by identifying the gaps between 
customers' expectations of the service to be rendered and their percep-
tions of the actual performance of the service. S E R V Q U A L is based on five 
dimensions of service: 

• tangibles - the physical surroundings, represented by objects (e. g., 
interior design) and subjects (e. g., the appearance of employees); 

• reliability - the service provider's ability to provide accurate and 
dependable services; 

• responsiveness - a firm's willingness to assist its customers by pro-
viding fast and efficient service performance; 

• assurance - features that give customers confidence (e. g., the firm's 
specific service knowledge and polite and trustworthy behavior 
from employees); 

• empathy - the firm's readiness and ability to provide each customer 
with personal service. 
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F I G U R E 2 S E R V Q U A L Model (adapted from Parasuraman, Zeithaml, and Berry 1 9 8 8 ) 

In both the Nordic and the us schools, the contact personnel play a 
crucial role in customers' perception of service quality. However, Ed-
vardsson (2005) argued that, in studying perceived service quality, au-
thors have failed to pay enough attention to customers as 'prosumers' 
(producer and user) - that is, one who participates in producing the ser-
vice - in the process of service development and delivery. The customer 
as service co-creator sees service quality as the consequence of his or her 
experiences with service development, delivery and use. 

OPERATIONALIZATION AND MEASUREMENT OF PERCEIVED 
SERVICE QUALITY 

The concept of quality is difficult to define (Cronin and Taylor 1992; 
Parasuraman, Berry, and Ziethaml 1993; Brady and Cronin 2001), and 
any generally valid definition is still far away (Athanassopoulos 2001). 
Some authors (e. g., Grönroos 2000) have even proposed to leave the as-
sesment of perceived quality to customers themselves. 

The most frequently used scales in the measurement of perceived ser-
vice quality are SERVQUAL (Parasuram, Zeithaml, and Berry 1988) and 
SERVPERF (Cronin and Taylor 1992). Both are the result of research 
work from the u s school of quality. SERVPERF directly measures the 
customers' perceptions of service performance and assumes that respon-
dents automatically compare their perceptions of the service quality 
levels with their expectations of those services. The SERVPERF scale is 
identical to the SERVQUAL scale in its dimensions and structure. Both 
scales have also been used in numerous research projects concerning 
banking services (e. g., Athanassopoulos 1997; Angur, Nataraajan, and 
Jahera 1999; Lassar, Manolis, and Winsor 2000; Gounaris, Stathakopou-
los, and Athanassopoulos 2003; Yavas et al. 2004; Yap and Sweneey 2007). 

Despite their advantages and popularity, however, both scales have de-

• Responsiveness 
• Assurance 

• Reliability 
• Empathy 
• Tangibles 
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ficiencies. The main empirical problem is their unstable dimensionality 
(Van Dyke, Kappelman, and Prybutok 1997), which could differ depend-
ing upon the service industry to which the scale was applied (Babakus 
and Boller 1992). The use of these scales in the hotel industry in Great 
Britain indicated that variables form three, and not the proposed five, 
dimensions (Ekinci, Dawes, and Massey 2008). Furrer et al. (in Petridou 
et al. 2007) warned that, because of differences in the level of social and 
economic development, service customers in different countries differ-
ently perceive the concept of service quality itself. Consequently, Babakus 
and Boller (1992) proposed that a quality measurement scale should be 
adapted to the specifics of an individual service industry or even an indi-
vidual service, and that a general scale shouldn't be used at all. Discussion 
has also been held on the suitability of using differences (between expec-
tations and perceptions in S E R V Q U A L scale) in multivariate analyses. 
Some authors (e. g., Babakus and Bollen 1992) have proposed using only 
the perceived quality assessment ( S E R V P E R F ) , which correlated better 
with independent variables in their research findings than did an aggre-
gate assessment from the S E R V Q U A L scale. 

Development of the Conceptual Model and Hypotheses 

Some authors have equated the concept of perceived quality with that of 
perceived value, but this conflation was due to inadequate understand-
ing of the concepts (Caruana et al. 2000). The fusion of both concepts 
is the so-called 'integrative approach' (Klaus 1985). With the basic defi-
nition of perceived value in mind, it is clear that the unification of these 
two concepts is not appropriate. Perceived service value is the function 
of customers' comparison of all the benefits derived from the purchase 
and use of a service, along with all the costs (sacrifices) associated with 
the purchase and use of the service. Therefore, many authors conclude 
that the concept of perceived service quality is a similar but different con-
cept from perceived service value (Bolton and Drew 1991; Wang, Lo, and 
Yang 2004; Sanchez-Fernandez and Iniesta-Bonillo 2007). Perceived ser-
vice value could be one of the important sources of a company's com-
petitive advantage and is also an important predictor of customer satis-
faction, loyalty (McDougall and Levesque 2000; Cronin, Brady and Hult 
2000), and financial performance (Khalifa 2004). 

There are also similarities concerning the concepts of customer sat-
isfaction and perceived service value. Since customer satisfaction could 
be defined as fulfilment of customer expectations, the affinity between 
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customer satisfaction and perceived value lies in their subjectivity and 
also in their use of comparison: in the case of perceived value, customers 
compare benefits and sacrifices, while, in the case of customer satis-
faction, they compare expected value with the actually delivered (per-
ceived) value. However, authors have speculated that customer satis-
faction depends on the actually delivered value of products or services 
(e. g., Howard and Sheth in Oliver 1997). Thus, actually, the two con-
cepts are different but complement one another (Woodruff and Gardial 
1996; Eggert, Ulaga, and Schultz 2006). Authors have also suggested that 
customer satisfaction as a construct could be assessed only by current 
customers, while perceived value could be estimated not only by past 
customers but also by future customers. 

The majority of authors who have contributed to the marketing lit-
erature by researching the relationships in the models of perceived ser-
vice value have ascertained that higher perceived service quality leads to 
higher perceived service value (e. g., Sweeney, Soutar, and Johnson 1999; 
Teas and Agarwal 2000). Some have also found that perceived service 
quality is a direct predecessor of and the best predictor of perceived ser-
vice value (Petrick 2004). Therefore, we speculate that the relationship 
between perceived quality and customer satisfaction will also be positive 
in the case of retail banking services. 

The authors who have explored the direct relationship between per-
ceived quality and customer satisfaction can be divided into two goups: 
(a) those who have explored the direct relationship between perceived 
quality and customer satisfaction without taking into account the me-
diating role of perceived value and who consider perceived quality to be 
the direct predecessor of customer satisfaction (e. g., Jamal and Nasser 
2002; Yavas et al. 2004); and (b) those who have explored the relation-
ship of the concepts and have included perceived value, finding that, in 
addition to its direct influence on perceived value, perceived quality also 
exerts direct and indirect influences (via perceived value) on customer 
satisfaction (e. g., Cronin, Brady, and Hult 2000; Chen and Chang 2005; 
Glaveli et al. 2006; Ladhari and Morales 2008). 

According to the results of previous research on the relationships be-
tween perceived quality and satisfaction, we propose the following hy-
potheses: 

H The higher the perceived quality of banking services, the higher will 
be their perceived value. 
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H2 The higher the perceived quality of banking services, the higher will 
be customer satisfaction with these services. 

Authors have also explored the direct impact of perceived quality on 
customer satisfaction (without taking into account the relationship be-
tween perceived quality and perceived value); however, these models 
produced only a partial picture (McDougall in Levesque 2000). For ex-
ample, in such a case, customers assess their satisfaction with a certain 
product or service, but there are no data on their assessment of the ben-
efits compared with their efforts and sacrifices. It is clear that it is impor-
tant to include perceived value as the predecessor of customer satisfac-
tion because perceived quality is an important predecessor of perceived 
value, which, in turn, reflects on customer satisfaction and loyalty (Gal-
larza and Saura 2006). 

Representative research has projected that higher perceived product 
(or service) value leads to higher levels of customer satisfaction (Moliner 
et al. 2007) and loyalty (Lin, Sher, and Shis 2005) and contributes to bet-
ter financial performance (Ulaga 2001; Cronin, Brady, and Hult 2000). 
We speculate that customer satisfaction with banking service is the con-
sequence of its perceived value and so propose the following hypothesis: 

H3 The higher the perceived value of banking services, the higher will be 
customer satisfaction with these services. 

With the empirical exploration of these hypotheses, we attempt to 
show the mediating role of perceived value of banking services in the 
study of the relationship between perceived quality of retail banking ser-
vices and customer satisfaction in Slovenia. 

Methodology 
The measurement instrument for the empirical study was developed in 
three phases. First, some of the relevant items for the questionnaire were 
taken from the literature. This preliminary phase also included a focus 
group with the purpose of developing and generating an initial pool 
of items. The result of this phase was a wide range of 33 service qual-
ity items, 4 perceived value items and 6 items for measuring satisfac-
tion. Items from the original S E R V P E R F scale (Cronin and Taylor 1992) 
were used and modified to measure perceived quality, items for the mea-
surement of perceived value were adopted from Cronin, Brady, and Hult 
(2000), and Oliver's (1997) scale was adopted for measurement of cus-
tomer satisfaction. In the second phase, in-depth interviews with 8 bank-
ing managers and 4 experts from the marketing field were conducted to 
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evaluate the initial pool of items. Then the questionnaire was examined 
by 6 specialists (4 academics and 2 in the field of marketing research 
methods) to determine content validity and help avoid redundancy. In 
the third phase, to test for internal consistency of the scales used in the 
final study and to further reduce the number of items, a pilot survey with 
exploratory factor analysis, more precisely principal component analysis 
with Varimax rotation was conducted on a sample of 234 retail banking 
customers, mostly in the Styria region of Slovenia. 

In the final study, the items in the questionnaire were measured on a 
5-point Likert scale (from 1 = 'strongly disagree' to 5 = 'strongly agree'). 
From 33 initially perceived service quality items, eleven items with 67.4% 
of total variance explained, were finally chosen to measure perceived 
quality. Further, all four initially generated perceived value items with 
68.7% of total variance explained were chosen, and four out of six items 
with 73.9% of total variance explained were chosen to measure satisfac-
tion. 

Data for the main research were collected from 700 retail banking cus-
tomers in Slovenia in June 2007 by means of a telephone interview. The 
stratus sample framework was used with random (systematic) sampling 
to improve the representativeness regarding retail banking customers 
structure by the number of inhabitants in each Slovenian region. The 
final structure of the sample is also in accordance with the market shares 
of retail banks in Slovenia. 

Results 

R E L I A B I L I T Y A N D V A L I D I T Y OF T H E S C A L E S 

First, we assessed the dimensionality of perceived quality by performing 
exploratory factor analysis (EFA) (table 1). 

Results showed that communalities of all items were relatively high 
and exceeded the value of 0.40, so a three-factor solution was proposed: 
core service with items SQ1, SQ3 and SQ5; physical evidence, with items 
SQ6, SQ7, SQ8 and SQ9; and factor safety and confidence with items 
S Q 2 4 , S Q 2 7 , S Q 2 8 and S Q 2 9 . Total variance extracted was 65.82%, with 
12.66% for core service, 42.60% for physical evidence and 10.55% for 
safety and confidence. Cronbach Alpha coefficients were relatively high 
and indicated good measurement reliability. 

Second, confirmatory factor analysis (CFA) was performed. Two mea-
surement models were compared: (a) a one-factor model, where per-
ceived quality was conceptualized as uni-dimensional and where the co-
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T A B L E 1 Communalities and factor loadings of perceived quality 

Items of perceived quality Comm. Factors 

1 2 3 

S Q 1 This bank offers me a complete range of prod-
ucts. 

0 . 7 8 3 0 . 8 4 0 

S Q 3 This bank is innovative. 0 . 8 2 8 0 . 8 6 5 

S Q 5 This bank matches my specific needs. 0 . 7 0 2 0 . 8 1 1 

S Q 6 Employees in this bank are neat in appearance. 0 . 6 1 4 0 . 6 0 7 

S Q 7 This bank has up-to-date facilities and equip-
ment. 

0 . 7 8 0 0 . 8 6 3 

S Q 8 The outdoor facilities of my bank are visually 
appealing. 

0 . 7 8 6 0 . 8 6 8 

S Q 9 Informative materials (website, advertisements, 
brochures, etc.) are visually appealing. 

0 . 4 7 9 0 . 5 9 6 

S Q 2 4 The employees in this bank are well educated 
and professional. 

0 . 5 1 2 0 . 5 6 2 

S Q 2 7 In this bank my money and savings are safe. 0 . 5 5 9 0 . 6 9 9 

S Q 2 8 Using services at outside bank facilities (ATM, 
telephone banking, e-banking) is safe. 

0 . 5 4 7 0 . 7 3 7 

S Q 2 9 Recommendations of employees in this bank 
are trustworthy. 

0 . 6 5 0 0 . 7 3 6 

Variance extracted in % 4 2 . 6 0 1 2 . 6 6 1 0 . 5 5 

Cronbach Alpha 0.795 0 . 8 3 8 0 . 7 1 2 

K - M - o measure: 0 . 8 3 9 

Total variance extracted: 6 5 . 8 2 % 

N O T E S Varimax rotation was used. 

variance for all the items could be accounted for by a single factor and 
(b) a multi-factor model, where perceived quality was conceptualized as 
multi-dimensional and where covariation among the items could be ac-
counted for by several restricted first-order factors. Summary statistics 
for both models are shown in table 2. Concerning the perceived quality of 
retailing banking services, the multi-factor model was found to outper-
form the one-factor model on absolute measures (x2, G F I , and R M S E A ) , 

incremental fit measure ( C F I ) , and parsimonious fit measures (x 2 /d f ) . 
The majority of the fit indices were within the suggested interval. 

In addition to Cronbach Alpha, construct reliability measures were 
used to assess reliabilities of the perceived quality subscales. The reliabil-
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T A B L E 2 Summary statistics for one-factor and multi-factor models (perceived 
quality) 

One-factor model Multi-factor model* 

X2/df = 2 6 6 . 6 1 / 4 4 

R M S E A = 0 . 0 9 9 

N F i = 0 . 9 2 

C F I = 0 . 9 3 

S R M R = 0 . 1 8 4 

G F i = 0 . 8 3 

X2/df = 1 2 5 . 5 / 4 1 

R M S E A = 0 . 0 9 4 

N F I = 0 . 9 7 

C F I = 0 . 9 7 

S R M R = 0 . 0 2 8 

G F I = 0 . 9 7 

N O T E S * Core service, safety and confidence and physical evidence. 

T A B L E 3 Items, standardized loadings, construct reliabilities 
and average variance extracted 

Dimension Item Std. loadings C R A V E 

Core service s Q 1 0 . 8 0 0 0 . 8 6 7 0 . 6 8 7 

s Q 3 0 . 7 9 5 

s Q 5 0 . 8 8 8 

Safety and confidence S Q 2 4 0 . 6 1 0 0 . 8 3 8 0 . 5 6 8 

S Q 2 7 0 . 8 2 9 

S Q 2 8 0 . 6 8 4 

S Q 2 9 0 . 8 6 4 

Physical evidence S Q 6 0 . 8 7 3 0 . 8 8 3 0 . 6 5 3 

S Q 7 0 . 8 2 2 

S Q 8 0 . 7 5 5 

S Q 9 0 . 7 7 6 

N O T E S * Items as in table 1. C R - construct reliability, A V E - average variance extracted. 

ity coefficient of the three subscales ranged from 0.84 to 0.89 (table 3), 
which met the standard of 0.7 suggested by Nunnally (1978). 

Next, construct validity of single subscales was assessed by examin-
ing convergent and discriminant validity. Evidence of convergent valid-
ity in the single constructs was determined by inspection of the variance 
extracted for each factor, as shown in table 3. CFA results showed that, 
in all cases, the average variance extracted reached the suggested value 
of 0.50 (Diamantopoulos and Siguaw 2000), and the t-test results of all 
correlations between suggested dimensions were statistically significant 
(table 4). 
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T A B L E 4 Correlations among dimensions of the perceived quality construct 

Dimension Core service 
(t-value) 

Physical evidence 
( t-value) 

Safety and 
confidence 

Core service 1 . 0 0 

Physical evidence 0 . 8 7 ( 1 9 . 5 8 ) 1 . 0 0 

Safety and confidence 0 . 8 9 ( 2 1 . 6 3 ) 0 . 9 0 ( 2 7 . 8 2 ) 1 . 0 0 

T A B L E 5 Items, construct reliabilities and average variance extracted 

Construct Dimensions and items C R AVE 

Perceived value • This bank offers me a lot of benefits. 0.77 0.53 
a = 0.78 •In this bank the ratio between give and get 

components is very fair. 
• In relationship with this bank I perceive more 
positive than negative things. 

Perceived quality • Core service 0.79 0.55 
a = 0.86 • Physical evidence 

• Safety and confidence 

Satisfaction • Services of this bank meet my expectations. 0.81 0.59 
a = 0.87 • With this bank I have good experiences. 

• I am satisfied with this bank. 

Global fit indices:x2
 = 2 9 9 . 9 1 / d f = 1 0 0 , R M S E A = 0 . 0 5 2 , standardized R M R = 0 . 0 4 , 

N F I = 0 . 9 4 0 , N N F I = 0 . 9 3 8 , CFI = 0 . 9 5 5 , GFI = 0 . 9 4 4 , I F I = 0 . 9 5 5 

Next, discriminant validity was assessed for the subscales of perceived 
quality of retail banking. Several CFAS were run for each possible pair of 
constructs, first allowing for correlation between the two constructs and 
then fixing the correlation between the constructs at 1. In every case, the 
chi square differences between the fixed and free solutions were signifi-
cant at p<0.05 or higher. 

Finally, reliability, convergent validity and discriminant validity for all 
constructs in the conceptual model (perceived quality, perceived value 
and satisfaction) were tested, as shown in table 5. 

THE ROLE OF PERCEIVED VALUE IN THE PERCEIVED SERVICE 

QUALITY-CUSTOMER SATISFACTION RELATIONSHIP 

In the final stage of the research, the proposed conceptual model was 
tested with structural equation modeling. The overall structural model 
is shown in figure 3. The final result at this stage is a perceived value fac-
tor as a uni-dimensional construct, customer satisfaction with retailing 
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0 . 6 0 

o 

F I G U R E 3 Standardized path estimates (All paths significant at p < . 0 1 ; x 2 = 2 0 5 . 5 6 / d f 

= 41; R M S E A = 0 . 0 7 6 ; N F I = 0 . 9 3 5 ; N N F I = 0 . 9 2 7 ; CFI = 0 . 9 4 5 ; S R M R = 0 . 0 4 9 ; 

G F I = 0 . 9 3 9 ) 

banking services as a uni-dimensional construct, and perceived quality 
as a multi-dimensional construct with three indicators. Since two new 
constructs had been computed, once again a discriminant analysis was 
performed. Pairs of constructs involving all possible combinations were 
assessed in series of two-factor CFA models using L I S R E L . A chi-square 
difference test was then performed on the tested models to assess if the x2 

values were significantly lower for the unconstrained models (Anderson 
and Gerbing 1988). The critical value (p < 0.05) was exceeded in every 
case. 

With respect to the overall model fit, the chi-square statistic indi-
cated some discrepancies between the data and the proposed model 
(x2 = 205.56/df = 41; p < 0.05). A significant chi-square indicated a 
non-perfect fit of the model to the data. However, other global fit indices 
suggested an adequate fit of the model. The R M S E A index of the model 
was 0.076, which is close to the range for a good fit but still suggested a 
reasonable fit. Also, the majority of other fit indices suggested that the 
global model fit was acceptable ( N F I = 0.935; N N F I = 0.927; CFI = 0.945; 
SRMR = 0 .049; GFI = 0.939). 

Regarding the selected hypotheses, table 6 provides an overview of 

T A B L E 6 Estimated effects within the causal model 

Relationships (1) ( 2 ) (3) 

H1: Perceived quality - perceived value Y = 0 . 6 0 0 11.210 p < 0 . 0 1 

H2: Perceived quality - Customer satisfaction Y = 0 . 4 6 9 9 . 2 9 6 p < 0 . 0 1 

H3: Perceived value - Customer satisfaction ß = 0 . 4 6 0 8 . 3 2 8 p < 0 . 0 1 

N O T E S Column headings are as follows: (1) standardized regression coefficient, ( 2 ) t-
value, (3) significance. 
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the estimated effects within the causal model. As predicted by H1, per-
ceived retail banking service quality is strongly positively related to per-
ceived value (Y = 0.600; p < 0.01). The relationship between perceived 
quality and customer satisfaction with retail banking services is weaker 
(Y = 0.469; p < 0.01) and significant. Therefore, it can be assumed 
that the relationship between perceived quality and customer satisfaction 
is direct, but also indirect through perceived value. As expected, posi-
tive and significant findings were also returned for the path from per-
ceived value to customer satisfaction (Y = 0.460; p < 0.01). According 
to these findings, we confirm both hypotheses H2 and H3. The indirect 
effect of perceived quality on customer satisfaction through perceived 
value was also significant with a regression coefficient of 0.276 (t-value = 
7.598). The results showed that the total effect of perceived quality on cus-
tomer satisfaction (0.745) was much greater than the direct relationship 
(0.469). 

Conclusions and Managerial Implications 
Many authors found out the importance of perceived quality for service 
organizations. The results of contemporary research projects suggest that 
higher levels of perceived service quality, and especially perceived value 
of organizations offerings lead to greater levels of customer satisfaction, 
loyalty and higher performance results. Therefore it is critical that mar-
keters have a clear understanding of the role of the perceived service qual-
ity and its key determinants. 

Perceived service quality, perceived value and customer satisfaction are 
interlinked, intangible, complex and relatively vague, but also strategi-
cally important concepts in the retail banking industry. 

The research demonstrates that the perceived service quality concept 
with three factor solution (safety, confidence and physical evidence) is 
valid and reliable for retail banking organizations that operate in a small 
transition economy. In the empirical study of retail banking services, we 
linked perceived service quality directly and indirectly to customer sat-
isfaction. The perceived value variable was found out to be a mediating 
variable between perceived quality and customer satisfaction, as is often 
the case in other industries (Cronin, Brady, and Hult 2000; Lin, Sher, and 
Shih 2005; Lai, Griffin, and Babin 2009). 

The results show that the total effect of perceived quality on cus-
tomer satisfaction (0.745) is much greater than just the direct relation-
ship (0.469), so it is important for managers to consider the total ef-
fects because, otherwise, the relationship can be understood as much 
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weaker. Therefore, managers' decisions regarding their activities towards 
customer satisfaction should be holistic and systematic, taking into ac-
count both direct and indirect effects of perceived quality on customer 
satisfaction. The measurement of customer satisfaction without bearing 
in mind the importance of the concept of perceived value may produce 
misleading results. Further, it is important for managers in retail banks 
to consider perceived quality as a multi-dimensional construct, where 
safety, confidence in employees and physical evidence are important, be-
cause focusing only on core service quality is too narrow approach. 

In assessing the implications of this study, its limitations must be ac-
knowledged. Because the results are directly relevant only to customers 
of retail banking services, generalizations of the findings beyond the im-
mediate population observed should be made with caution. One of the 
limitations is the fact that the causes of differences between the original 
S E R V P E R F and service quality scale used in the present research were not 
identified, another is that common method bias was not tested, still an-
other limitation is that the causes of differences between the S E R V P E R F 

scale and the service quality scale used in present research project were 
not researched. 

Since our model is very limited and simple, more expanded models 
with more indicators and moderators of perceived value and customer 
satisfaction (e. g., image, repuation, perceived price, perceived risks, the 
size structures of banks, bank ownership) should be developed. The con-
sequences of the perceived quality-satisfaction relationship (e. g., loyalty, 
WOM, commitment) should also be examined. By testing the model in 
other countries in transition, researchers may develop deeper under-
standing of the perceived quality-customer satisfaction relationship in 
retail banking services. 
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Achieving Increased Value for Customers Through 
Mutual Understanding Between Business and 

Information System Communities 

Dijana Mocnik 

Business strategy and information systems (IS) alignment is a long-
standing issue in IS management. Information technology IT innova-
tion, regulated by a deep understanding of value creation for customers, 
allows for profound changes in how companies operate and how eco-
nomic exchanges are structured. To be able to achieve superior per-
formance, companies must build business models that incorporate the 
competitive features found in their IT. Realizing such innovation re-
quires a common language between people f rom business and IT de-
partments. This article discusses essential elements of the continuous 
IT innovation process, including generating ideas, developing concepts, 
and realizing concepts for IT innovation. System projects jointly im-
plemented by business departments and IT departments proved to be 
more successful, because only this approach ensured full consideration 
of what is important from a company-wide perspective. 

Key Words: business model, value creation, innovation, information 
technology, information systems 
JEL Classification: L15, Q31 

Introduction 

The interaction between science and economy is an interdisciplinary 
topic that spans different disciplinary areas of science and engineering 
and management and economics - identified in the mid-1980s as man-
agement of technology (Betz 2003). In 1994, Cyret and Kumar (1994) as-
serted that organizations have to be able to adapt to technological in-
novation. Yet, despite the importance of technological innovation, it has 
not always been well understood or managed because the topic bridges 
two very different worlds: the technical and business worlds (Betz 2003). 
A vast cultural gap exists between these worlds - the world of matter and 
the world of money - while the material and financial worlds run on dif-
ferent laws: laws of nature or laws of economy (Betz 2003).1 To promote 

Dr Dijana Mocnik is an Assistant Professor at the Faculty of Electrical 
Engineering and Computer Science, University of Maribor, Slovenia. 

Managing Global Transitions 8 (2): 207-224 



208 Dijana Moccnik 

and successfully implement progress in technology in business oppor-
tunities, technological innovation needs to be carefully managed (Betz 
2003; Breen 2007; Sirkin, Hemerling, and Bhattacharya 2008), meaning 
that management must have knowledge of the kind of technological in-
novation, while firms must have a (technology) strategy for searching for 
innovation (Betz 2003, 333). 

Similarly, alignment between business strategy and information sys-
tems (IS) is a long-standing key issue in IS management (Brancheau and 
Janz 1996; Tidd, Bessant, and Pavitt 1997; Prahalad and Krishnan 2008) 
as such alignment improves business performance (Sabherwal and Chan 
2001). The link between information technology ( I T ) / I S and business 
models is particularly strong, since IT and IS have been strong enablers 
for a variety of innovative business models (Tidd, Bessant and Pavitt 
1997; Mumford and Licuanan 2004; Dodgson, Gann, and Salter 2005; 
Mumford, Hunter, and Bedell-Avers 2007). However, despite the general 
recognition of the importance of strategic alignment between strategy 
and IS, research on achieving and sustaining such alignment is lacking 
(Hirschheim and Sabherwal 2001; Bhide 2008; Estrin 2008). Such re-
search can be accomplished through constant IT innovation that sup-
ports a firm's business model concept (Nagumo 2002; Morris, Schinde-
hutte, and Jeffrey 2005; Shafer, Smith, and Linder 2005; Westerlund, Ka-
jalo, Leminen, and Petteri 2007; Rappa 2009) - the content of the current 
paper. 

Companies should strengthen their approaches to full utilization of 
information. IT should in no way be regarded as merely a tool, as is gen-
erally the case in many companies today. IT enables companies to in-
crease quality, productivity, and speed of business processes. To acquire 
and maintain a competitive edge, companies should implement manage-
ment that generates products and services creating value for customers, 
which can be realized through IT- and IS-based management. In other 
words, companies increase their employees' capabilities to use informa-
tion for reforming business processes impacting the consumer value. The 
use of IT and IS also contributes to quick decision making based on 
accurately identified actual situations as well as to increased employee 
creativity by sharing knowledge and wisdom through close communica-
tion (Tidd, Bessant and Pavitt 1997; Mumford 2000; Hayes and Finnegan 
2005; Mumford and Hunter 2005; Prahalad and Krishnan 2008). 

Despite considerable expectations of IT and IS as the driving force 
behind innovation, empirical research (e. g., Stiroh 2001) has revealed 
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that companies are not satisfactorily regarding the achieved value (in 
Hill and Jones 2004). To generate IT innovation, discussions often fo-
cus on the roles of business departments and IT departments, debating 
which department should take the lead and what roles should be shared 
by both departments (Tidd, Bessant and Pavitt 1997; Dodgson, Gann and 
Salter 2005; Mumford and Hunter 2005). Therefore, this paper will dis-
cuss the use of the business model concept for IT innovation, address-
ing who is responsible for such innovation. It will also identify the es-
sential elements necessary - namely, a chief information officer (CIO) 
and the IT department - for a company to establish systematic processes 
that continuously yield IT innovation. Finally, the paper will discuss 
emerging theoretical implications, suggesting several avenues for future 
research. 

A Business Model Concept Usage in the IT Domain 

By improving companies' capabilities to use information, IT and is can 
be an effective means of continually strengthening existing businesses, 
especially as rapid advances in IT and is have been accelerating the fol-
lowing trends: 

• shifting products provided by companies to a digital format (i. e., 
achieving product functions through software use rather than me-
chanical components) (Mocnik 2002a; Putra 2008); 

• virtual product development (conducting product design and trial 
manufacturing on computers) (Bussler 1999; Fraunhofer-Gesell-
schaft 2008; Stackpole 2009); 

• directly supplying products to consumers (suppliers deliver prod-
ucts directly to individual consumers) (Mocnik 2002b; Howells 
2006; Boyle, Humphreys, and McIvor 2008); and 

• engaging in the self-service use of products and/or services (con-
sumers select products and/or services via a network) (Dabholkar 
1996; Ekinci and Riley 2003: Mocnik 2004; Hwang and Kim 2007; 
Kang, Hong, and Lee 2009; Lin and Hsieh 2007). 

Next-generation network infrastructures and high-speed wireless com-
munications will enable future connections among various information 
terminals used by individual consumers and radio frequency identifi-
cation tags attached to objects located everywhere (Dutta and Segev 
1999; Shapiro and Varian 1999 in Amit and Zott 2001; Nagumo 2002; 
Nakamoto and Komeichi 2006; Tsuji 2006; Shiino 2009). As such, an 
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increasing number of companies will be quick to incorporate these ad-
vances and establish a new business format for relationships with new 
customers and transacting parties (Balakrishnan, Kumara, and Sundare-
san 1999). These advances include not just process innovation, but also 
product innovation. Firms might develop core competencies, capabil-
ities, and positional advantages that differ from those of competitors. 
For example, they might use these core competencies and capabilities to 
perform work activities in a unique way or might combine their work 
activities into business processes in a way that differentiates them from 
competitors (Hill and Jones 2004). They might even have a unique ap-
proach for securing the necessary capital to fund the creation of the core 
competencies, capabilities, and positional advantages (Shafer, Smith and 
Linder 2005). The ultimate goals of every company are to create and 
capture value for customers in order to remain viable over an extended 
period of time (Shafer, Smith and Linder 2005). 

To achieve superior performance and profitability companies must 
build business models that incorporate the competitive features found 
in IT and is. A business model is a conceptual tool containing a set of 
objects, concepts and their relationships with the objective of express-
ing the business logic of a specific firm (Timmers 1998; Amit and Zott 
2001; Morris, Schindehutte and Jeffrey 2005; Shafer, Smith and Linder 
2005; Westerlund et al. 2007). It is essential to consider which concepts 
and relationships allow a simplified description and representation of 
what value is provided to customers, how this value is transferred, and 
what the financial consequences are (Osterwalder, Pigneur, and Tucci 
2005, 3). The definition of a business model provided herein is suffi-
ciently broad to embrace the different reflections on business models 
that have sprung up in different fields, such as e-business, information 
systems, computer science, strategy, or management (Pateli and Giaglis 
2004). Thus, in the current discussion about IT and is, a business model 
needs to be understood as a holistic concept that first embraces the 
conceptual link among strategy, business organization, and systems.2 

In addition, business model implementation incorporates a translation 
into concrete objects, such as business structures (e.g., departments, 
units, human resources), business processes (e. g., workflows, respon-
sibilities), and infrastructures and systems (e. g., buildings, informa-
tion and communication technology), that are subject to external pres-
sure and thus constantly subject to change (Osterwalder, Pigneur, and 
Tucci 2005). 
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With the rapid spread of computers, the explosive growth of the In-
ternet and corporate intranets (internal corporate computer networks 
based on Internet standards), and the spread of high-bandwidth fiber 
optics and digital wireless technology, IS have had an evident positive 
impact on a firm's performance (Yodokawa and Okochi 2008). Compa-
nies are using web-based IS to reduce the costs of coordination between 
the company and its customers and the company and its suppliers. By 
using web-based programs to automate customer and supplier interac-
tions, the number of people required to manage these interfaces can be 
substantially reduced, thereby reducing costs and improving companies' 
competitive positions. Companies - and in some cases even competitors 
- jointly offer and commercialize value to their customers (Hill and Jones 
2004). According to Porter (1985), value represents the amount buyers are 
willing to pay for what a firm provides them. Of course, a firm is prof-
itable if the value it commands exceeds the costs involved in creating the 
product (Porter 1985,38). As such, the aim of a company is to achieve as 
high a value as possible through differentiation at every step of the value 
chain or through activities resulting in products and services that lower 
buyers' costs or raise buyers' performance. Porter's drivers of product 
differentiation, and hence sources of value creation, are policy choices 
(which activities to perform and how), linkages (within the value chain 
or with suppliers and channels), timing (of activities), location, sharing 
of activities among business units, learning, integration, scale, and insti-
tutional factors (1985,124-127). Regarding these drivers of value creation, 
IT and IS arguably create value by supporting differentiation strategies 
because the business design choices for managers increase substantially 
based on cheap and available IT (Porter and Millar 1985 in Amit and Zott 
2001; Osterwalder, Pigneur, and Tucci 2005, 4). 

In order to create value for customers through the use of IT, iT-based 
management is required, as discussed in the next section. 

Who Is in Charge for IT-Based Innovation ? 

Schumpeter (1934) pioneered the theory of economic development and 
new value creation through the process of technological change and 
innovation. He viewed technological development as discontinuous 
change and disequilibrium resulting from innovation. Schumpeter fur-
ther identified several sources of innovation, including the introduction 
of new goods or new production methods, the creation of new markets, 
the discovery of new supply sources, and the reorganization of industries 
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(Amit and Zott 2001). Hence, in Schumpeter's theory, innovation is the 
source of value creation. 

As such, IT innovation also contributes to value creation for cus-
tomers. As innovative companies exploit new opportunities for value 
creation, the evolution of the resulting is must enable new exchange 
mechanisms and unique transaction methods while fostering new forms 
of collaboration among firms. IT and is clearly open new sources of 
value creation through the exploitation of relational capabilities and new 
complementarities among a firm's resources and capabilities (e. g., be-
tween online and offline capabilities) (Amit and Zott 2001). IT inno-
vation improves automation, connects a company to global markets, 
and supports a company in its method for supplying new products and 
implementing new production processes (Bussler 1999; Mocnik 2002a; 
Howells 2006; Stackpole 2009). 

Thus, IT innovation, as discussed herein, can never be achieved with-
out the use of IT (as, for example, the emergence of a number of novel 
services on the Internet using IT). However, achieving a competitive po-
sition and sustainability of a strong conceptual foundation of the IT in-
novation, as well as close cooperation of the key people from various 
business departments and is department, are required. 

Innovation creates new value for customers, essentially falling under 
the domain of a business department. IT innovation is no exception, sug-
gesting that a business department should take the lead. However, it is 
rarely possible for a business department alone to complete IT innova-
tion. Indeed, the support of an IT and is department is essential. When 
a variety of business departments are involved, the IT and is department 
must play a leading role to ensure the process moves forward. Yet devel-
oping company-wide systematic processes to continuously bring about 
IT innovation is beyond the scope of individual business departments. 
Therefore, the CIO and IT and is department (a group of IT and is 
experts) are expected to assume a leadership role in dealing with this 
task because they are in a position in which they can take an exten-
sive view of an entire company (Mumford and Licuanan 2004; Mumford 
and Hunter 2005; Mumford, Hunter and Bedell-Avers 2007; Schulze and 
Hoegl 2008). Table 1 outlines these relationships. 

Essential Elements of the Continuous IT Innovation Process 

To ensure continuity in IT innovation, it is necessary to develop system-
atic processes using three essential elements (Mumford 2000): 
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T A B L E 1 Relationships between a business department and an i t / i s department 

Tasks Business department I T / I S department 

Individual I T / I S innovation Takes the lead Provides support (strong 
projects support is necessary) 

Developing systematic processes Provides support Takes the lead 
that continuously bring about 
i t / i s innovation 

Adapted from Yodokawa and Okochi 2 0 0 8 , 4 . 

1. Generating ideas for IT innovation 
2. Developing concepts for IT innovation 
3. Increasing the ability to realize concepts for IT innovation 

G E N E R A T I N G I D E A S F O R I T I N N O V A T I O N 

The first issue of IT innovation is how to discover an idea that can in-
crease customers' value of the product/service (Klein and Dologite 2000; 
Foo, Wong, and Ong 2005). It is particularly difficult to identify the ideas 
of employees who are not members of the management team (Van-
dermerwe 1987). In addition, a single person does not necessarily have 
a complete idea (Valacich, Jung, and Looney 2006; Rosa, Qualls, and 
Fuentes 2008). The concept of an idea may become apparent only af-
ter combining various ideas. Therefore, activities should systematically 
discover ideas that can lead to IT innovation (Howell and Boies 2004; 
Vidal 2006). 

Discovering ideas can stem, for example, from establishing a dedicated 
team within the IT department (Yodokawa and Okochi 2008) to con-
ducting activities on a regular basis (e. g., once a year). The team can col-
lect and analyze ideas with common factors and areas of impact through 
informal discussions with the CIO and high-ranking managers of busi-
ness operations departments, selecting the most promising ideas. A cer-
tain period should then be defined for forming a concept of IT innova-
tion. Consequently, a project planned jointly with the relevant business 
department acquires company approval with which appropriate person-
nel and budget resources are secured. Finally, the project team is orga-
nized to realize the concept based on the advice of the innovation team 
members. System projects jointly implemented by business departments 
and the IT department have proved to be more successful (Schulze and 
Hoegl 2008) because full consideration is given to what is important 
from a company-wide perspective (from the customer view) and what 
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individual issues face each business operations department (McAdam 
and McClelland 2002). 

The second possible approach to generating ideas involves improving 
frontline employees' abilities in the business and IT departments (Lo-
cock, Dopson, Chambers, and Gabbay 2001; Feder and Savastano 2006). 
Good ideas may emerge in two manners: employee gatherings and dis-
semination of information. In employee gatherings arranged by the IT 
department (workshops, study meetings, training courses for IT innova-
tion), business operations and IT departments can discuss ideas for IT 
innovation once or twice a year (Yodokawa and Okochi 2008). In addi-
tion, the innovation team can disseminate IT innovation concepts suc-
cessfully adopted throughout the company to enable other business and 
IT departments to use the accumulated thoughts, technologies, and ideas 
to generate ideas suitable for their respective departments (Yokokawa 
and Okochi 2008). 

D E V E L O P I N G T H E B U S I N E S S M O D E L C O N C E P T 

F O R I T I N N O V A T I O N 

The primary area of contribution of the business model research's could 
be the creation of concepts and tools that help managers to capture, un-
derstand, communicate, design, analyze, and change their firm's busi-
ness logic (Osterwalder, Pigneur, and Tucci 2005). Although a company's 
business model is a simplified representation of its business concept, it 
is rarely described explicitly in a conceptual manner. Yet people are not 
always capable of clearly communicating their business model (Linder 
and Cantrell 2000 in Osterwalder, Pigneur, and Tucci 2005). Further-
more, because people use different mental models, they do not automat-
ically understand the business model in the same way. Thus, a generic 
and shared concept for describing business models becomes necessary, 
meaning that a common language is needed between stakeholders in or-
der to formulate business models in a way that everybody understands 
(Osterwalder, Pigneur, and Tucci 2005). This capability is particularly 
important for dialog among people from different backgrounds, such as 
managers, system architects, and engineers. 

The business model concept helps to capture, understand, and visual-
ize a company's business logic; being able to communicate and share this 
understanding with other stakeholders is simply a logical consequence. 
Formalizing business models and expressing them in a more tangible way 
help managers communicate and share their understanding of a busi-
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ness among other stakeholders (Fensel 2001 in Osterwalder, Pigneur, and 
Tucci 2005). 

Studying ideas and developing a concept that can lead to IT innova-
tion involves three key elements: teamwork, value, and expression of the 
desired outcome. Teamwork refers to teamwork between people from 
both the business department and IT department. Business department 
members must not focus exclusively on the business aspect, just as IT 
department personnel should not focus only on the system aspect. Con-
sequently, IT department members have to adapt to the business world, 
using the language understood by business department members and 
considering the development of the system from a customer's perspec-
tive. 

The second important element in developing a concept is to discuss 
the new value without focusing on how (by which means or functions) 
the new value could be achieved. A visual system can be used to substan-
tially increase the degree to which complexity can be handled successfully 
(Rode 2000 in Osterwalder, Pigneur, and Tucci 2005) as it helps project 
members understand what the new business/system will be like (Gordijn 
and Akkermans 2003 in Osterwalder, Pigneur, and Tucci 2005). As busi-
ness models are increasingly complex - particularly those with strong 
ICT and e-business components - the relationship between the different 
elements of a business model and the decisive success factors are eas-
ily observable and understood when viewed graphically (Morecroft 1994 
in Osterwalder, Pigneur, and Tucci 2005; Ushold and King 1995 in Os-
terwalder, Pigneur, and Tucci 2005). By viewing the prototype, project 
members can discuss what will satisfy customers' needs and what a new 
business/system should be to meet such needs. Thus, when a company 
decides to adopt a new business model or change an existing one, captur-
ing and visualizing the model will enhance planning, change, and imple-
mentation. It is much easier to go from one point to another when indi-
viduals precisely understand, say, and show which elements will change 
(Dodgson, Gann and Salter 2005; Mumford and Hunter 2005; Mum-
ford, Hunter and Bedell-Avers 2007). In this regard, Linder and Cantrell 
(2000) speak of so-called change models - the core logic for how a firm 
changes over time to remain profitable in a dynamic environment. 

The third element in developing a concept for IT innovation refers 
to the expression of the desired outcome (Prahalad and Krishnan 2008; 
Rosa, Qualls and Fuentes 2008). The business department maintains 
close contact with customers; thus, these employees should have ideas 
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about what a new business/system should be like. However, they might 
encounter difficulties in skillfully imagining and expressing the desired 
outcome. IT department employees can - at this point - provide the nec-
essary support, eliciting ideas about what a new business/system should 
be like. The IT department must also be able to show cases of IT in-
novation achieved by others, helping project members actually see the 
ultimate outcome (Stähler 2002). 

I N C R E A S I N G T H E A B I L I T Y T O R E A L I Z E C O N C E P T S F O R I T 

I N N O V A T I O N 

Realizing a concept that can bring about IT innovation entails many dif-
ficulties that may be resolved by the organization's capabilities to im-
plement projects (e.g., project management capability, the capability 
of promoting organizational reforms) (Mumford, Hunter, and Bedell-
Avers 2007). The methodology for generating IT innovation can be di-
vided into three steps: the accumulation of achievements, establishment 
of methodology, and dissemination of innovation between departments 
(Mumford and Hunter 2005). 

Engaging IT department employees in innovation activities requires 
separating daily routines from innovation operations by establishing a 
dedicated team for innovation and providing an environment in which 
these individuals can concentrate on innovation activities (Mumford 
2000). The first step should involve the team accumulating the achieve-
ments of IT innovation. Because IT innovation relates directly to the cre-
ation of customer value, IT innovation activities are nothing less than 
business activities from which results are expected. Thus, to persuade 
business departments to strive for the realization of IT innovation, it is 
essential to build up the achievements rather than simply build mecha-
nisms without showing any results (Yodokawa and Okochi 2008). There-
fore, the joint work of the IT and business departments is necessary to 
identify a specific concept, engage in repeated trial and error, and realize 
the concept. The dedicated team must build up the results by experienc-
ing the pains involved in realization. 

The second step (securing the successful realization of the concept) 
involves establishing the appropriate methodology for IT innovation. 
The team's goal is to generate IT innovation (i.e., the accumulation 
of achievements and establishment of methodology) (Mumford 2000; 
Dodgson, Gann and Salter 2005; Mumford and Hunter 2005). The third 
step-disseminating the generation of innovation among departments-
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aims to increase the number of employees who can promote IT inno-
vation (Mumford and Licuanan 2004; Kramer et al. 2009). As such, not 
only do IT and is people conduct innovation by distributing manuals 
and materials that explain the methodology, but other members from 
business departments who have relevant knowledge also join the discus-
sion with the innovation team members in the particular business de-
partment. 

The first step requires approximately five years to complete, while the 
second step requires two to three years, and step three requires another 
two to three years - or more (ongoing) - to generally disseminate the 
methodology throughout the company. Accordingly, companies spend 
about ten years total going through all three steps. Therefore, the cio's 
and other management executives' strong commitment to these activities 
is indispensable. 

Conclusion 
Superior innovation - an essential element in a company's growth - is 
one of the four functional strategies (together with superior efficiency, 
quality, and customer responsiveness) comprising the roots of a com-
pany's competitive advantage (Hill and Jones 2004). In realizing innova-
tion, IT and is often play important roles, referred to herein as IT inno-
vation. To acquire and maintain a competitive edge, companies must im-
plement management that generates products and services creating value 
for customers, which can be realized through IT-based management -
namely, companies increase employees' capabilities to use information 
to reform business processes that impact consumer value. To achieve 
superior performance and profitability, companies must build business 
models that incorporate competitive features found in IT and is. As 
the scope of IT applications expands, greater expectations are emerging 
within companies' IT innovation. However, thus far, few companies have 
reached a satisfactory level of innovation in this field. 

To bridge the gaps between expectations and reality, companies should 
ensure continuity in IT innovation by establishing systematic IT innova-
tion processes. The first step is to form a dedicated team concentrating 
on generating IT innovation ideas, developing the business model con-
cept for IT innovation, and increasing the ability to realize concepts for 
IT innovation. Long-term firm commitment on the part of the CIO and 
other management executives is indispensable for achieving these activi-
ties, since accumulating IT innovation achievements, successfully estab-
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lishing appropriate methodology for IT innovation, and disseminating 
innovation requires approximately ten years. 

IT innovation value creation potential explains why companies and 
industries vary in their success and why new ways of creating value stem 
from new forms of connecting buyers and sellers in existing markets as 
well as innovative market mechanisms and economic exchanges. How-
ever, in order to achieve superiority, i T innovation must be regulated by a 
deep understanding of value creation through profound changes in how 
companies operate and economic exchanges are structured. Therefore, 
companies must build business models that incorporate competitive fea-
tures found in IT and is. 

Generating IT innovation requires a strong conceptual foundation as 
well as a clear understanding of which department should take the lead. 
Business department members play a vital role in IT innovation, al-
though a business department can rarely complete IT innovation alone; 
thus, IT department support is essential. When various business depart-
ments are involved, nothing can move forward without the strong sup-
port of an IT department; as such, the IT department must sometimes 
play a leading role. Yet developing company-wide systematic processes 
to continuously bring about IT innovation, based on the business model 
concept, requires that the CIO and IT department (i.e., a group of IT 
and is experts) take the lead because only they are in a position to com-
prehend the entire company. In this case, business departments provide 
support to the IT department. 

The aim of the paper is twofold. First, to contribute to the research 
that brings the common knowledge of the 'what' and 'how' to benefit 
business people and IT and is practitioners in their effort to ensure suc-
cessful IT and is implementation as the driving force behind innovation. 
Second, to expose the necessary consistency of the business model and 
the IT and is, that is the key long-term issue of successful business. We 
place special emphasis on the meaning of the business model concept 
that should be understood as a view of the firm's logic for creating and 
commercializing value. The important part of this value creation process 
is also the efficient implementation of IT innovation. We stress the need 
that the term business models should not be confused with the differ-
ent meaning of business process models that represent various things, 
such as parts of a business model (e. g. auction model), types of business 
models (e. g. direct-to-customer model), concrete real world instances 
of business models (e. g. the Dell model) or concepts (elements and rela-
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tionships of a model). In contrast to the business models, they can only 
partially contribute to the company's overall performance. 

Notes 
1 For an in-depth discussion about the role of science, technology, engi-

neers, technologists, economists, and technological progress for the econ-
omy, see Betz ( 2 0 0 3 ) . 

2 Because the business model concept is relatively young, its place and role 
in the firm remain subject to debate. Some people use the terms 'strat-
egy' and 'business model ' interchangeably (Magretta 2002 in Osterwalder, 
Pigneur and Tucci 2 0 0 5 ) , believing that referring to everything gives them 
a competitive advantage (Stähler 2 0 0 2 ) . Yet, the view that business mod-
els and strategy are linked but distinct is more common (Mansfield and 
Fourie 2 0 0 4 in Osterwalder, Pigneur and Tucci 2 0 0 5 ) . A practical distinc-
tion describes a business model as a system that shows how the pieces of 
a business fit together, while strategy also includes competition and im-
plementation (Magretta 2 0 0 2 in Osterwalder, Pigneur and Tucci 2 0 0 5 ) . 

In contrast, others understand the business model as an abstraction of 
a firm's strategy that may potentially apply to many firms (Seddon and 
Lewis 2 0 0 4 in Osterwalder, Pigneur and Tucci 2 0 0 5 ) . Business model lit-
erature seems to fit the former definition better, as most of the literature 
focuses on describing the elements and relationships that outline how a 
company creates and markets value. 
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