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A B S T R A C T	   A R T I C L E   I N F O	

The	vehicle	routing	problem	with	multiple	fuzzy	time	windows	is	investigated	
in	this	paper.	The	dynamic	change	of	traffic	flow	and	the	fuzzy	time	window	of	
customers	are	considered.	A	multi	 fuzzy	time	window	vehicle	routing	model	
based	on	time‐varying	traffic	flow	is	proposed,	and	the	objective	function	is	to	
minimize	 the	 total	 cost	 of	 distribution	 and	maximize	 customer	 satisfaction.	
According	to	the	basic	principle	of	wolf	pack	algorithm,	 in	order	to	promote	
the	 exchange	 of	 information	 between	 the	 artificial	 wolves,	 improve	 the	
wolves’	grasp	of	 the	global	 information	and	enhance	 the	exploring	ability	of	
wolves,	 a	 drift	 operator	 and	 wave	 operator	 were	 introduced	 into	 scouting	
behaviors	 and	 summing	 behaviors.	 An	 adaptive	 dynamic	 adjustment	 factor	
strategy	was	proposed	for	beleaguering	behaviors,	the	exploitation	ability	of	
the	 algorithm	 strengthened	 constantly.	 Thus	 the	 convergence	 rate	 of	 algo‐
rithm	was	enhanced.	We	further	do	simulation	on	an	example,	and	compare	
the	 results	 obtained	 by	wolf	 pack	 algorithm	 and	 ant	 genetic	 algorithm.	 The	
results	show	that	use	improved	wolf	pack	algorithm	to	solve	vehicle	routing	
problem	with	multiple	fuzzy	time	windows	has	the	advantages	of	small	num‐
ber	 of	 iterations	 and	 high	 efficiency,	 it	 can	 converge	 to	 the	 global	 optimal	
solution	in	a	short	time.	The	improved	wolf	pack	algorithm	is	an	efficient	algo‐
rithm	for	solving	vehicle	routing	problem	with	multiple	fuzzy	time	windows.	
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1. Introduction  

With	the	development	of	the	times,	more	and	more	attention	has	been	paid	to	 logistics,	which	
has	 become	 one	 of	 the	 most	 important	 competitive	 fields.	 Whether	 the	 logistics	 distribution	
scheme	is	reasonable	or	not	directly	affects	the	enterprise's	cost,	service	quality,	efficiency	and	
comprehensive	 competitiveness.	 In	 this	 paper,	 through	 the	 study	 of	 vehicle	 routing	 problem,	
choose	a	reasonable	vehicle	delivery	path,	in	order	to	achieve	the	enterprise's	distribution	costs	
at	 least,	customer	satisfaction	is	the	biggest,	 improve	the	enterprise's	comprehensive	competi‐
tiveness.	

Dantzig	and	Ramser	proposed	vehicle	routing	problem	in	1959	[1].	Many	scholars	have	stud‐
ied	its	optimization,	and	obtained	rich	research	results	in	the	fields	of	transportation	[2],	logis‐
tics	[3],	interference	management	[4].		

The	vehicle	 routing	problem	with	 time	windows	(VRPMTW)	 is	generated	 in	 the	 traditional	
vehicle	routing	problem	considering	 the	 time	window	requirements	of	customers.	Most	of	 the	
researches	 focus	on	hard	 time	windows,	soft	 time	windows	and	 fuzzy	 time	windows,	Cordeau	
(2001),	Qureshi	 (2009),	Hong	 (2012),	He	 (2013),	Meng	Xianghu	 (2014)	 gave	 the	methods	 for	
solving	such	problems:	dynamic	programming	algorithm,	branch	and	bound	method,	improved	
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large	neighbourhood	 search	 algorithm,	 column	generation	 algorithm	and	quantum	ant	 colony	
algorithm	[5‐9].	On	the	basis	of	the	above	research	results,	 in	the	distribution	of	 fresh	agricul‐
tural	products,	Shao	(2015)	et	al.	reflected	the	customer	satisfaction	by	fuzzy	membership	func‐
tion	which	is	represented	by	the	time	window	[10].	Li	(2015)	et	al.	researched	the	vehicle	rout‐
ing	problem	with	multiple	 time	windows,	considered	multiple	hard	 time	windows	and	 the	ca‐
pacity	of	the	distribution	vehicle,	designed	a	intelligent	water	drop	algorithm	to	solve	the	prob‐
lem	[11].	In	the	study	of	fuzzy	time	windows,	Yan	(2016)	et	al.	dealt	with	the	multiple	time	win‐
dows	as	fuzzy	variables,	applied	particle	swarm	optimization	(PSO)	algorithm	solve	the	vehicle	
routing	 problem	with	multiple	 fuzzy	 time	windows,	 compared	with	 the	 VRPMTW	model,	 the	
model	is	more	close	to	the	needs	of	customers	in	real	life	[12].	

Vehicle	routing	problem	based	on	time	varying	traffic	flow	is	that	when	formulate	vehicle	dis‐
tribution	routes,	based	on	the	constraints	of	the	basic	transportation	scheduling	to	consider	the	
changing	road	traffic	flow.	In	the	classical	research	results,	the	vehicle	speed	is	assumed	to	be	a	
constant	 value,	 but	 in	 real	 life,	 vehicles	 are	 affected	 by	 changing	 traffic	 flow,	 and	 the	 driving	
speed	is	not	constant.	Van	Woensel	(2008)	et	al.	solved	the	vehicle	routing	problem	with	dynam‐
ic	traffic	time	considering	potential	traffic	congestion,	considered	the	traffic	jam	can	shorten	the	
total	travel	time	in	the	optimization	process	effectively,	optimized	the	departure	time	of	the	ve‐
hicle	[13].	Kritzinger	(2012)	et	al.	considered	the	traffic	information	in	real	life	into	the	vehicle	
routing	problem,	used	the	Dijkstra	algorithm	and	a	variable	neighbourhood	search	algorithm	to	
solve	the	problem	[14].	Kok	(2012)	et	al.	considered	the	influence	of	traffic	jam	in	vehicle	rout‐
ing,	respond	to	the	actual	situation	of	traffic	congestion	in	the	speed	model	[15].	Li	(2012)	et	al.	
proposed	a	method	of	cross‐time	processing,	which	can	deduce	the	corresponding	vehicle	travel	
time	directly	[16].		

Vehicle	 routing	problem	with	 time	window	 in	 time‐varying	 traffic	 flow	considered	 the	 two	
constraints	of	customer	 time	window	and	 time‐varying	 traffic	 flow	at	 the	same	time,	closer	 to	
real	 life,	and	some	achievements	have	been	made	in	the	optimization	of	cold	chain	transporta‐
tion	and	transportation	of	dangerous	chemicals.	Tagmouti	(2007),	Woensel	(2008)	et	al.,	Donati	
(2008)	et	al.,	Zhu	(2014)	and	Lin	(2014)	gave	the	algorithm	column	for	solving	the	problem	is	
that	generation	algorithm,	queuing	 theory,	multi	ant	colony	system	and	 tabu	search	algorithm	
[17‐19].	 Xiang	 (2008)	 et	al.	 researched	 the	 scheduled	 delivery	 service	 problem	 under	 time‐
varying	constraints	[20].	Shi	(2013)	et	al.	analyzed	the	travel	time	based	on	time‐varying	charac‐
teristics	of	distribution	 roads,	designed	 the	 satisfaction	 function	according	 to	 the	 service	 time	
window	[21].	Zhu	(2016)	et	al.	took	transportation	time	and	risk	as	multiple	objectives,	consid‐
ered	 the	 time‐varying	 transportation	 time	and	risk,	 the	service	 time	window	constraint	of	 the	
road	node,	the	mathematical	model	of	the	problem	is	established,	designed	ant	colony	algorithm	
to	solve	it	[22].		

In	summary,	scholars	at	home	and	abroad	have	a	deep	research	on	vehicle	routing	problem	
with	 traffic	 flow	 and	 time	window	 constraints,	 it	 was	 also	 a	 very	 useful	 attempt,	 the	 theory,	
model	and	algorithm	have	achieved	abundant	results.	However,	the	vehicle	speed	is	affected	by	
the	dynamic	 traffic	 flow	 in	 real	 life,	 and	customers	usually	have	multiple	 fuzzy	 time	windows,	
therefore,	the	study	of	vehicle	routing	problem	with	multiple	fuzzy	time	windows	based	on	time‐
varying	traffic	flow	is	more	in	line	with	the	actual	situation,	and	the	problem	has	not	been	stud‐
ied	at	present.	This	paper	aims	at	the	dynamic	changes	of	traffic	flow	in	real	life	and	customer	
acceptance	of	 the	delivery	 service	period	 is	not	unique,	 a	 vehicle	 routing	model	with	multiple	
fuzzy	time	windows	based	on	time‐varying	traffic	flow	is	constructed,	design	an	improved	wolf	
pack	algorithm	to	solve	the	problem.	

2. Problem description and definition of the model 

This	paper	takes	into	account	the	different	speed	during	different	time	periods	in	delivery	pro‐
cess,	deal	multiple	time	windows	with	fuzzy,	establish	the	membership	function	of	service	start	
time	to	quantify	customer	satisfaction,	and	the	objective	 is	 to	minimize	total	delivery	cost	and	
maximize	customer	satisfaction,	construct	a	vehicle	routing	model	with	multiple	fuzzy	time	win‐
dows	based	on	time‐varying	traffic	flow.	
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2.1 Problem description 

A	vehicle	routing	problem	with	multiple	fuzzy	time	windows	based	on	time‐varying	traffic	flow	
is	described	as:	a	distribution	center	has	m	cars	and	serve	n	clients,	customer	݅	has	 ܹ	fuzzy	time	
windows;	the	coordinates,	requirement	of	݊	clients	and	the	capacity	of	m	cars	are	known,	vehi‐
cles	of	 the	same	type	will	start	 from	the	distribution	center,	select	a	time	window	for	the	cus‐
tomer's	delivery	service,	return	to	the	distribution	center	after	all	delivery	tasks	have	been	com‐
pleted;	the	distribution	center	has	sufficient	stock,	not	to	consider	the	shortage	situation;	at	dif‐
ferent	times	of	the	day, the	corresponding	driving	speed	is	also	different;	the	fixed	cost	per	vehi‐
cle	and	the	cost	of	travelling	per	unit	distance	are	known	throughout	the	delivery	schedule;	the	
time	to	service	each	customer	point	is	known;	the	total	travel	distance	(time)	of	each	vehicle	is	
within	the	limits,	and	the	path	is	rationally	planned	to	obtain	the	optimal	objective	function. 

2.2 Model definition 

ܩ ൌ ሺܮ, 	point	the	and	center	distribution	the	of	location	the	between	relation	the	represents	ሻ:ܣ
of	delivery,	the	path	and	the	spatial	temporal	distance	between	each	other;	
ܣ ൌ ൛ܽ,|݅ ് ݆ ∧ ݅, ݆ ∈ 	points	distribution	or	points	delivery	two	between	route	the	represents	ൟ:ܮ
and	distribution	centers;	
ܮ ൌ ሼ1,2, … , ݊ሽ:	represents	customer	set	for	distribution;	
ܭ ൌ ሼ1,2, … ,݉ሽ:	represents	distribution	vehicle	set;	
ܳ:	represents	capacity	of	vehicle	k;	
di,j:	represents	distance	from	point	݅	to	point	݆;	
	;process	distribution	the	during	݇	vehicle	the	of	value	(time)	distance	total	the	represents	:ܦ
c:	represents	the	fixed	cost	of	delivering	a	vehicle;	
ܿ,:	represents	the	cost	of	delivery	per	unit	distance;	
	;݅	customer	serving	started	vehicle	the	when	time	the	represents	:ݐ
	;݅	client	service	of	time	the	represents	:ݏ
	;݆	customer	to	݅	customer	from	time	the	represents	:ݐ
	;݅	customer	of	requirements	the	represents	:ݍ
ܹ:	represents	the	number	of	time	windows	for	client	݅;	

ሾܽ
ఈ, ܾ

ఈሿ:	 represents	 that	 the	 customer	݅	expects	 to	 be	 served	 at	 the	ߙ	time	 window,	ܽ
ఈ	repre‐

sents	the	earliest	service	time	to	start,	ܾ
ఈ	represents	the	latest	service	time;	

ሾܧ
ఈ, ܮ

ఈሿ:	represents	the	α	fuzzy	time	window	that	the	client	has,	ܧ
ఈ 	represents	the	earliest	ser‐

vice	time	that	can	be	tolerated,	ܮ
ఈ	represents	the	latest	service	time	that	the	customer	݅	can	tol‐

erate.	Introducing	decision	variables.	

ݔ ൌ ൜
1, vehicle ݇ access ݅ from ݆

0, ݁ݏ݈݁
	

ݕ
ఈ ൌ ൜

1, service the ߙ window of the client ݅
0, else 	

(1)

In	this	paper,	we	use	trapezoidal	fuzzy	time	window	from	literature	[12],	the	satisfaction	of	
customer	݅	is	defined	by	the	service	start	time	membership	function,	ߤሺݐሻ	as	shown	in	Eq.	2.	

ߤ ൌ

ە
ۖۖ
۔

ۖۖ
ۓ

0, ݐ ൏ ܧ
ఈ

ሺݐ െ ܧ
ఈሻ/ሺܽ

ఈ െ ܧ
ఈሻ, ܧ

ఈ ൏ ݐ ൏ ܽ
ఈ

						
							1,																														ܽ ൏ ݐ 	൏ ܾ
ሺܮ
ఈ െ ܮሻ/ሺݐ

ఈ െ ܾ
ఈሻ, ܾ

ఈ ൏ ݐ ൏ ܮ
ఈ

0, ݐ  ܮ
ఈ

	 (2)

	
The	characteristics	of	traffic	flow	are	expressed	by	driving	speed,	the	road	traffic	flow	corre‐

sponding	to	the	day	is	divided	into	three	sections:	congestion	time,	general	time	and	unblocked	
time,	the	vehicle	speed	distribution	function	is	as	follows:	
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݂൫ݒሺݐሻ൯ ൌ

ە
ۖ
۔

ۖ
ۓ 1

ߪሻݐሺݒߨ2√
݁
ሺ ௩ሺ௧ሻିఓሻమ

ଶఙమ , ݒ ∈ ሾݒ, ,௫ሿݒ ଵݓݐ߳ݐ

1

ߪߨ2√
݁
ሺ௩ሺ௧ሻିఓሻమ

ଶఙమ , ݒ ∈ ሾݒ, ,௫ሿݒ ݐ ∈ ,ଶݓݐ ଷݓݐ

	 (3)

	

ߤ ൌ ൝
,ଵߣ ݐ ∈ ଵݓݐ
,ଶߣ ݐ ∈ ଶݓݐ
,ଷߣ ݐ ∈ ଷݓݐ

, ௩ߪ ൌ ൝
,௩ଵߪ ݐ ∈ ଵݓݐ
,௩ଶߪ ݐ ∈ ଶݓݐ
,௩ଷߪ ݐ ∈ ଷݓݐ

	 (4)

Symbols	ݓݐଵ,	ݓݐଶ, ‐sec	time	general	section,	time	unblocked	periods:	time	three	represent	ଷݓݐ
tion	 and	 congestion	 time	 section,	ߣଵ,	ߣଶ,	ߣଷ	represent	 the	 speed	 expectations	 of	 the	 vehicle	 in	
these	 three	 time	periods,	ߪ௩ଵ, 	represent	௩ଷߪ	,௩ଶߪ the	 standard	deviation	of	 speed	 in	 these	 three	
time	periods.	

When	the	vehicle	speed	is	in	the	unblocked	period,	it	obeys	the	logarithmic	distribution:	

	ln ,ߤሻ~ܰሺݐሺݒ 	ଶሻߪ

ሻ൯ݐሺݒ൫ܧ ൌ ଵ݁ߣ
ሺఓା

మ

మ
ሻ，ݎܽݒ൫ݒሺݐሻ൯ ൌ ௩ଵߪ ൌ ሺ݁ଶఓାఙ

మ
ሻሺ݁ఙ

మ
െ 1ሻ	 (5)

When	the	vehicle	speed	is	in	the	normal	time	period	and	the	peak	time	period,	it	obeys	nor‐
mal	distribution,	that	is	ݒሺݐሻ~ܰሺߤ, 	:that	so	ଶሻ,ߪ

ሻ൯ݐሺݒ൫ܧ ൌ ,ߤ ሻ൯ݐሺݒ൫ݎܽݒ ൌ 	ߪ (6)

Vehicle	routing	model	with	multiple	fuzzy	time	windows	based	on	time	varying	traffic	flow:	
Objective	functions:	

ଵܼݔܽ݉ ൌ
1
݊
ߤሺݐሻ
∈ே

	 (7)

	

ܼ݉݅݊ଶ ൌ ܥ   ܿ ∙ ݔ

ே

ୀ

ே

ୀ

ெ

ୀଵ

	 (8)

Constraint	conditions:	
	

ቌݍݔ



ୀ

ቍ  ܳ, ∀݇ ∈ ܭ



ୀଵ

	 (9)

	

݀ݔ

ାଵ

ୀଵ

 ܦ



ୀ

	 (10)

	

ݔ



ୀଵ

ൌ 1, ∀݆ ∈ ܮ



ୀଵ

	 (11)

	

 ݔ  |ܵ| െ 1, ܵ ⊆ ;ܮ ∀݇ ∈ ܭ
,∈ௌൈௌ

	 (12)
	

ܮ
ఈ  ܧ

ఈାଵ, ∀݅ ⊆ ;ܮ ߙ ∈ ሼ1,2, … , ܹ െ 1ሽ	 (13)
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ݐ  ݔܽ݉ ቐ ݕ
ఈ

௪

ఈୀଵ

ܧ
ఈ, ൫ݐ  ݏ  ቑݔ൯ݐ , ∀݅, ݆ ∈ ;ܮ ∀݇ ∈ 	ܭ (14)

	

ݐ   ݕ
ఈ

௪

ఈୀଵ

ܮ
ఈ, ∀݆ ∈ 	ܮ (15)

	

 ݕ
ఈ

ௐ

ఈୀଵ

ൌ 1, ∀݅ ∈ 	ܮ (16)

	

ln ܰ~ሻݐሺݒ ቀݒሺݐሻ, ௩ቁߪ , ݐ ∈ 	ଵݓݐ
	

vሺtሻ~N ቀݒሺݐሻ, ௩ቁߪ , t ∈ tݓଶ, 	ଷݓݐ
	

ሻݐሺݒ ൌ ൝
,ଵߣ ଵݓݐ
,ଶߣ ଶݓݐ
,ଷߣ ଷݓݐ

, ௩ߪ ൌ ൝
,௩ଵߪ ଵݓݐ
,௩ଶߪ ଶݓݐ
,௩ଷߪ ଷݓݐ

	

	

ݐ ൌ
ݏ
ሻݐሺݒ

, ݅ ∈ ሾ0, ܰ  ,ሿܯ ݆ ∈ ሾ0, ܰ  	ሿܯ (17)
	

ݔ ൌ 0 or 1, ∀݅, ݆, ݇	 (18)
	

ݕ
ఈ ൌ 0	or 1, ∀݅ ∈ ;ܮ ߙ ∈ ሼ1,2, … , ܹሽ	 (19)

Function	(Eq.	7)	is	maximize	average	customer	satisfaction;	function	(Eq.	8)	is	minimum	dis‐
tribution	cost.	Constraint	condition	(Eq.	9)	ensure	that	each	vehicle	does	not	exceed	 the	maxi‐
mum	load	capacity.	Constraint	condition	(Eq.	10)	represents	 the	 total	 travel	distance	(time)	of	
any	distribution	vehicle	 is	within	the	 limit.	Constraint	condition	(Eq.	11)	ensure	that	each	cus‐
tomer	 is	 only	 served	by	 one	 car.	 Constraint	 condition	 (Eq.	 12)	 represents	 a	 cancellation	 loop.	
Constraint	 condition	 (Eq.	 13)	 represents	 the	 travel	 time	 from	 the	 customer	point		to	 the	 cus‐
tomer	point	݆	is	 related	 to	 the	distribution	of	 traffic	 flow	on	 the	 road,	 and	 the	delivery	 time	 is	
affected	by	vehicle	speed.	Constraint	conditions	(Eq.	14)	and	(Eq.	15)	represent	customers	are	
served	within	the	time	window.	Constraint	condition	(Eq.	16)	represents	that	each	client	is	only	
served	at	one	of	the	time	windows.	Constraint	condition	(Eq.	17)	represents	that	a	mathematical	
expectation	that	corresponds	to	the	speed	of	the	vehicle	at	different	times	of	the	day.	Constraint	
conditions	(Eq.	18)	and	(Eq.	19)	represent	the	range	of	variables.	

3. Improved wolf swarm algorithm 

Wolf	Colony	Algorithm	(WCA)	is	a	new	intelligent	optimization	algorithm	proposed	in	2011,	as	
soon	as	the	algorithm	was	put	forward,	it	attracted	the	attention	of	scholars	at	home	and	abroad.	
Wu	Husheng	(2013)	et	al.	proposed	Wolf	Pack	Algorithm	(WPA)	based	on	the	characteristics	of	
cooperative	hunting	of	wolves,	which	is	different	from	WCA	algorithm	[23].	After	several	years	
of	research	and	exploration,	the	WPA	has	been	applied	to	the	TSP	problem,	vehicle	routing	prob‐
lem	and	other	fields	successfully	[24,	25].	
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3.1 Migration modes with drift operators and wave operators 

In	 order	 to	 strengthen	 the	 information	 interaction	 between	wolves,	 this	 paper	 adds	 the	 drift	
operator	and	wave	operator	to	search	the	whole	search	space	comprehensively,	such	as	Eq.	20:		

,ௗݒ ൌ ,ௗݔ  ߮,ௗ൫ݔ,ௗ െ ,ௗ൯ݔ  ߶,ௗሺݔ,ௗ െ 	,ௗሻݔ (20)

	߶,ௗ	is	random	number	within	the	interval	[0,1],	߮,ௗ	is	random	number	within	the	interval	
	solution	optimum	represents	,ௗݔ	,[1,1–] in	explore	wolf's	 individual	history,	߶,ௗ	is	drift	coeffi‐
cient,	ሺݔ,ௗ െ ,ௗݔφ,ௗሺ	direction,	drift	is	,ௗሻݔ െ ‐coeffi	fluctuation	is	߮,ௗ	term,	fluctuation	is	,ௗሻݔ
cient.	

3.2 Summoning behavior with drift operators and wave operators 

In	order	 to	 improve	 the	ability	of	 information	 interaction	 in	 the	process	of	 fierce	wolf	 raid,	 in	
this	paper,	the	wolf	executes	each	round	of	search,	and	then	search	again	with	formula	(21).	Se‐
lect	 the	strongest	 scent	of	prey	and	advance	 in	 the	direction	of	 the	smell	 concentration	 in	 the	
current	position,	update	 fierce	wolf	 position,	select	 the	maximum	smell	 concentration	wolf	 as	
leader	wolf.	

3.3 Self‐adaption dynamic adjustment factor strategy 

The	siege	behavior	requires	the	fierce	wolf	to	have	stronger	local	searching	ability,	 in	order	to	
enhance	 exploit	 capacity	 of	 fierce	 wolf,	 this	 paper	 introduce	 the	 adaptive	 adjustment	 factor	
strategy,	as	shown	in	Eqs.	21	to	24.	

ݒ ൌ ଵݐ ∙ ݔ  ଶݐ ∙ ߮ሺݔ െ 	ሻݔ (21)
	

߮ ൌ ሺ݀݊ܽݎ െ 0.5ሻ ∙ 2	 (22)
	

ଵݐ ൌ ݉ሺݓଶ െ ൬
ݎ݁ݐ݅

ݔܽ݉ ݈݁ܿݕܿ
൰
ఈ

ሺݓଶ െ 	ଵሻሻݓ (23)
	

ଶݐ ൌ ݉ሺݓସ െ ൬
ݎ݁ݐ݅

ݔܽ݉ ݈݁ܿݕܿ
൰
ఉ

ሺݓସ െ 	ଷሻሻݓ (24)

	memory	represents	ଵݐ factor,	 is	 the	 record	 of	 the	 historical	 position	 of	 the	 proportion,	 the	
greater	 the	 value,	 the	 better	 the	 global	 optimization	 ability,	 the	 change	 is	 shown	 in	 Eq.	 	ଶݐ	;23
represents	relationship	factors	of	information	sharing	between	food	sources	and	adjacent	food	
sources,	its	change	is	shown	in	Eq.	24.	

In	 formula,	ݓଵ,	ݓଶ,	ݓଷ,	ݓସ	is	 constants,	 simultaneous	 satisfaction	ݓଶ  ସݓ	,ଵݓ  	,ଷݓ and	 its	
range	 of	 value	 is	 in	 the	 range	 	is	ଵݐ	.[0.1,1.5] reduced	 from	ݓଶ	to	ݓଵ,	 is	 from	 the	 global	 search	
gradually	refined	to	local	search,	ߙ	usually	less	than	1,	but	the	numerical	value	is	too	small	is	not	
conducive	to	global	convergence,	so	the	range	of	numerical	value	is	in	[0.6,1].	ݐଶ	is	reduced	from	
ߚ	,usually	ସ,ݓ	to	ଷݓ  1,	but	the	fierce	wolf	can	easily	cross	the	global	optimal	solution	when	the	
numerical	value	 is	 too	 large,	 so	 the	 range	of	numerical	value	 is	 in	 [1,1.3].	݉	is	a	 constant,	 it	 is	
based	 on	 the	 comparison	 between	 the	 food	 source	 and	 the	 food	 source	 in	 the	 neighborhood,	
when	the	neighborhood	food	source	position	is	better	than	the	current	food	source,	the	neigh‐
borhood	tends	to	search	and	share	information,	value	݉ ൌ 1.5,	otherwise	݉	=	0.6.	

3.4 Algorithm flow  

The	 improved	WPA	 solves	 the	 flow	 chart	 of	 the	multi	 time	 vehicle	path	model	 based	on	 time	
varying	traffic	flow,	as	shown	in	Fig	1.	
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Fig	1	algorithm	flow	chart	

4. Results and discussion 

Multiple	fuzzy	time	windows	vehicle	routing	problem	for	time‐varying	traffic	flow,	considers	the	
time‐varying	traffic	flow	and	fuzzy	time	windows	at	the	same	time.	At	present,	there	is	no	com‐
mon	standard	test	data	internationally,	referring	to	the	literature	[11],	 the	simulation	data	are	
designed	as	follows.	A	distribution	center	services	for	20	clients,	each	client	has	2	time	windows,	
the	distribution	center	has	ܰ	delivery	vehicles,	it's	a	single	model,	the	maximum	capacity	of	each	
car	is	45	t,	the	delivery	cost	of	the	distribution	vehicle	is	6	yuan	per	kilometer,	the	fixed	cost	of	
each	 car	 is	 150	 yuan,	 customer	 coordinates,	 customer	 requirements,	 service	 times,	 and	 time	
windows	are	shown	 in	Table	1.	 It	 is	assumed	that	 the	delivery	vehicle	will	work	 from	7:00	 to	
20:00	a	day,	affected	by	 traffic	 flow	at	different	 times,	 the	corresponding	distribution	vehicles	
have	different	running	speeds,	based	on	the	actual	situation	to	do	the	relevant	design,	as	shown	
in	Table	2.	

Table	1	Customer	information	

Customer	 	ݍ 	ݏ Coordinate	 ܧ
ଵ	 ܽ

ଵ	 ܾ
ଵ	 ܮ

ଵ	 ܧ
ଶ	 ܽ

ଶ	 ܾ
ଶ	 ܮ

ଶ	
1	 2	 0.2	 (1,5)	 23.0	 0.0	 1.0	 3.0	 2.7	 4.0	 5.0	 6.6	
2	 3	 0.2	 (22,10)	 22.5	 0.5	 1.5	 2.0	 2.4	 3.0	 4.0	 5.6	
3	 4	 0.3	 (12,20)	 22.5	 0.5	 2.0	 2.2	 2.6	 3.0	 4.0	 5.6	
4	 3	 0.2	 (6,28)	 23.0	 0.5	 1.5	 2.5	 2.2	 3.0	 4.0	 5.6	
5	 5	 0.3	 (10,2)	 22.5	 0.0	 1.0	 2.4	 2.2	 3.0	 4.0	 5.6	
6	 7	 0.4	 (8,15)	 22.5	 0.5	 1.0	 1.4	 1.4	 2.0	 3.0	 4.6	
7	 6	 0.4	 (‐10,20)	 22.5	 0.5	 1.5	 1.5	 2.0	 2.5	 3.5	 5.1	
8	 4	 0.3	 (‐15,6)	 22.5	 0.5	 2.0	 2.0	 2.4	 3.0	 4.0	 5.6	
9	 6	 0.4	 (‐18,25)	 22.5	 0.5	 1.5	 1.8	 1.8	 2.0	 3.0	 4.6	
10	 6	 0.4	 (‐22,5)	 23.0	 0.5	 1.0	 1.4	 1.4	 2.0	 4.0	 5.6	
11	 7	 0.4	 (‐15,‐5)	 23.0	 0.5	 1.5	 2.5	 2.4	 3.0	 4.0	 5.6	
12	 10	 0.5	 (‐17,‐12)	 23.0	 0.5	 1.0	 1.8	 1.7	 3.0	 4.0	 5.6	
13	 5	 0.3	 (‐10,‐25)	 22.5	 0.5	 1.0	 1.5	 1.4	 1.5	 3.0	 4.6	
14	 7	 0.4	 (‐5,‐15)	 23.0	 0.5	 1.0	 1.5	 1.4	 2.0	 3.0	 4.6	
15	 11	 0.5	 (2,‐35)	 23.5	 1.0	 3.0	 3.5	 3.6	 4.0	 5.0	 6.6	
16	 12	 0.5	 (3,‐15)	 23.5	 0.5	 1.5	 2.5	 2.2	 3.0	 4.0	 5.6	
17	 4	 0.3	 (5,‐10)	 22.5	 0.0	 1.0	 2.5	 2.6	 4.0	 5.0	 6.6	
18	 5	 0.3	 (12,‐35)	 23.0	 0.5	 1.5	 1.8	 1.9	 2.0	 4.0	 5.6	
19	 10	 0.5	 (23,‐20)	 23.6	 1.0	 2.0	 2.3	 2.4	 3.0	 5.0	 6.6	
20	 12	 0.5	 (16,‐12)	 23.0 0.5 1.0 2.0 2.1 3.0	 5.0	 6.6
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Table	2	Vehicle	speed	
Congestion	situation Specific	time Running	speed	

Expedite	time		
7:00‐7:20

55	
19:00‐20:00

General	time		 9:00‐12:00 45	
13:00‐17:00

Congestion	time	
7:20‐9:00

35	12:00‐13:00
17:00‐19:00

Authors	 through	a	 large	number	of	 experiments	 to	verify	 that	α	(i.e.,	 exploring	wolf	 scaling	
factor)	and	ߚ	(i.e.,	update	scaling	factor)	in	WPA	not	as	sensitive	as	other	intelligent	algorithms,	
random	selection	is	only	required	within	the	bounds;	ω	(the	distance	determination	factor)	is	an	
important	parameter	to	control	the	artificial	wolf	from	the	raid	state	to	siege	behavior,	with	the	
increase	of	ω,	determine	the	distance	decreases,	the	artificial	 fierce	wolf	 into	siege	behavior	 in	
the	 distance	near	 the	 position	 of	 the	 leader	wolf, improve	 the	 convergence	 speed	of	 the	 algo‐
rithm,	reduce	iterations,	but	the	value	of	ω	is	too	large,	the	artificial	wolf	is	difficult	to	move	into	
the	siege,	which	leads	to	an	increase	in	iterations;	ܵ	(the	step	size	factor)	shows	the	fine	degree	
of	searching	the	optimal	solution	 for	 the	wolf	 in	 the	solution	space,	with	 the	 increase	of	ܵ,	 the	
search	 precision	 is	 increased,	 and	 the	 average	 iteration	 number	 of	 the	 algorithm	 is	 also	 in‐
creased,	if	the	ܵ	exceeds	a	certain	range,	the	convergence	accuracy	of	the	algorithm	will	decrease	
and	the	optimization	results	will	be	poor. 	

According	to	references	[23‐26],	this	paper	sets	up	the	running	parameters	of	the	improved	
WPA:	experimental	setting	maximum	iterations	 is	100,	maximum	number	of	 trips	 is	15,	 initial	
wolf	size	is	200,	ߙ ൌ 4, ߚ ൌ 6, ܵ ൌ 22;	the	average	level	of	satisfaction	is	set	to	0.75,	the	optimal	
experimental	results	obtained	by	the	 improved	wolf	pack	algorithm	are	shown	in	Table	3,	 the	
optimal	experimental	result	path	is	shown	in	Fig	2.	

For	further	analysis	the	improved	WPA,	the	calculation	results	are	compared	with	the	results	
of	 genetic	 algorithm,	 the	 selected	 algorithm	 parameters	 are	 as	 follows:	 population	 size	 is	 30,	
crossover	 rate	 is	 0.6,	 mutation	 rate	 is	 0.05.	 Each	 algorithm	 is	 calculated	 with	 the	 same	 con‐
straints	and	computer	configuration,	run	100	times	separately.	

	
Table	3	Optimal	experimental	results	

Vehicle	 Route	
Travel	distance	

(km)	
Customer
satisfaction	

Loading	
capacity	(t)	

Distribution	cost
(yuan)	

1	 0‐17‐16‐14‐13‐12‐0	 71.32 0.75 38 577.92
2	 0‐7‐9‐10‐8‐11‐0	 86.07 0.77 29 666.42
3	 0‐20‐19‐18‐15‐0	 94.29 0.76 38 715.74
4	 0‐5‐2‐6‐3‐4‐1‐0	 84.53 0.78 24 657.18

 

 

Fig	2	Optimal	experimental	result	path	chart	
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The	experimental	comparison	results	are	shown	in	Table	4,	the	improved	WPA	has	the	best	
path,	 the	 shorter	 total	 travel	 distance	 and	 the	 lower	 total	 distribution	 cost,	 average	 customer	
satisfaction	is	higher;	The	Table	4	shows	that	the	improved	WPA	does	not	increase	the	computa‐
tional	time	on	the	basis	of	performance	improvement,	and	is	an	efficient	improved	wolf	swarm	
algorithm.	

The	convergence	of	 the	optimal	solution	 is	shown	in	Fig	3.	These	results	show	that	 the	 im‐
proved	WPA	has	 the	advantages	of	 small	number	of	 iterations	and	high	efficiency.	 It	 can	con‐
verge	to	the	global	optimal	solution	in	a	short	period	of	time.	

Table	4	Experimental	results	of	improved	WPA	and	genetic	algorithm	

Algorithm	 Vehicle	route	
Total	travel	
distance	(km)	

Total	distribu‐
tion	cost	(yuan)	

Average	cus‐
tomer	satisfac‐

tion	

Average	com‐
putational	time	

(s)	

Improved	
WPA	

0‐17‐16‐14‐13‐12‐0	
0‐7‐9‐10‐8‐11‐0	
0‐20‐19‐18‐15‐0	
0‐5‐2‐6‐3‐4‐1‐0	

336.21	 2617.26	 0.77	 10.39	

Genetic	
algorithm	

0‐8‐10‐11‐12‐0	
0‐1‐5‐2‐6‐3‐4‐7‐9‐0	
0‐20‐19‐18‐15‐0	
0‐17‐16‐13‐14‐0	

343.033	 2658.17	 0.76	 11.87	

 

 

Fig	3	Convergence	of	the	optimal	solution	

5. Conclusion 

This	paper	considers	the	time‐varying	speed	in	real	life	and	the	fuzzy	time	window	of	customers,	
a	vehicle	routing	model	with	multiple	fuzzy	time	windows	based	on	time‐varying	traffic	flow	is	
constructed.	 The	drift	 operator	 and	wave	 operator	 are	 introduced	 in	 the	migration	 and	wave	
operators,	in	order	to	enhance	the	exploit	capacity	of	the	wolf,	an	adaptive	dynamic	adjustment	
factor	is	introduced,	design	an	improved	WPA	and	give	the	algorithm	steps.	Through	simulation	
analysis,	 the	 improved	wolf	pack	algorithm	 is	 compared	with	genetic	algorithm,	 it	 shows	 that	
the	 algorithm	can	 obtain	 the	optimal	 solution,	 and	 the	 efficiency	of	 the	 solution	has	been	 im‐
proved,	 can	 reduce	 the	 total	distance	 travelled	more	effectively,	 reduce	distribution	costs	and	
improve	customer	satisfaction.	

Therefore,	the	improved	WPA	increase	exchanges	of	information	between	the	artificial	wolf,	
enhance	the	wolves	grasp	of	global	information,	the	exploration	ability	and	exploitation	ability.	
WPA	is	a	swarm	intelligence	optimization	algorithm	to	solve	multi	fuzzy	vehicle	routing	problem	
with	time	window.	WPA	is	a	new	swarm	intelligence	algorithm.	How	to	combine	the	WPA	with	
other	intelligent	algorithms	to	solve	the	problem	more	efficiently	is	the	next	step.	

Meanwhile,	the	uncertainties	faced	in	reality	are	even	more	complex,	for	example,	changes	in	
customer	 demand,	 sudden	 vehicle	 failure,	 customer	 cancellations,	 changes	 in	 customer's	 time	
window,	bad	weather,	etc.	In	the	future,	such	extensions	can	study	in	depth.	
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