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A B S T R A C T A R T I C L E   I N F O 
Blockchain technology has subverted traditional supply chain operational 
models and transformed information interactions along supply chains. This pa-
per examines the impact of blockchain technology on supply chain information 
collaboration and operating costs. This paper develops a three-level supply 
chain model based on blockchain technology that incorporates retailer sensi-
tivity to information. First, the manufacturer’s profit function is developed, and 
the optimal information-sharing quantity and supply chain pricing decisions 
are analysed. Then, cost models for both the traditional supply chain and the 
novel supply chain using blockchain technology are developed and the impact 
of blockchain technology on supply chain operating costs is determined. The 
results demonstrate that blockchain technology can effectively reduce supply 
chain operating costs. In addition, this study has an interesting finding that if 
blockchain adoption is valuable for the supply chain, the quantity of infor-
mation-sensitive should be moderate. Too many or too few information-sensi-
tive retailers can reduce the value of the blockchain's use. This is because block-
chain is implementation will increase the privacy concerns of supply chain 
companies. 
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1. Introduction
One of the most prominent advantages of the blockchain is its ability to increase data interactivity 
[1]. Companies can more easily share information and data with manufacturers and suppliers by 
employing blockchain technology [2, 3]. The transparency of the blockchain can also reduce de-
lays by preventing products from stalling on the supply chain [4]. With blockchain-based supply 
chains, every product can be tracked in real time. At present, there are many applications of block-
chain technology in the supply chain, for example, cold chain logistics and transportation [2]. 
Blockchain technology can also solve the problem of verifying the transportation conditions of 
food because it enables the real-time tracking of the production and sales process of products 
from the source. In coffee, pharmaceutical, and automotive supply chains, for example, blockchain 
technology has exhibited excellent performance. 
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Due to technical limitations, traditional supply chain management has always experienced 
some managerial drawbacks. For example, in traditional supply chain management, the data 
streams are more dispersed. Supply chains often employ enterprise resource planning (ERP) sys-
tems that are usually only used for submitting orders and completing transactions; they cannot 
be extended to other functions such as data collection, induction, and analysis. The non-circulation 
of information on the supply chain affects the fluency of supply chain operations. 

Supply chain information collaboration refers to the integration of information between mem-
bers of the supply chain with Internet technology. Its goal is to achieve the real-time sharing and 
transmission of operational and market data [5]. However, the degree of information coordination 
in traditional supply chains is low and the compatibility of information technology between vari-
ous enterprises is weak. Furthermore, differences in enterprise size and financial strength nega-
tively impact technological compatibility. Another important factor that influences supply chain 
information collaboration is the existence of weak trust relationships between members of the 
supply chain. Blockchain technology can effectively alleviate these problems and promote more 
efficient supply chain information collaboration. 

However, there are important issues to address concerning the use of blockchain technology 
with supply chains. First, what are the boundaries of supply chain information-sharing? Although 
the blockchain can guarantee information privacy, complete information transparency might not 
be conducive to an enterprise’s strategic decisions. Secondly, what impact does a company’s in-
formation sensitivity have on supply chain operations? Will information sensitivity hinder the 
broad application of blockchain technology? Finally, the application of blockchain technology re-
quires capital investment, but will this technology ultimately reduce supply chain operating costs? 

Motivated by observing supply chain operations with blockchain technology and clarifying the 
general supply chain operating rules, in this paper, we analytically explore the effect of blockchain 
technology on supply chain collaboration considering the operation costs, information-sensitivity 
level, and optimal supply chain price strategy. We develop a supply chain profit model and a sup-
ply chain cost model to investigate the effect of the blockchain on information coordination along 
supply chains. To capture the characteristics of supply chain operation based on blockchain tech-
nology, we consider the information-sensitivity level of, and supply chain information-sharing 
quality among, supply chain members. Finally, we examine the impact of blockchain technology 
on supply chain costs. Having analysed the model, we derive some critical results on various is-
sues regarding blockchain-based supply chain operation and formulate managerial insights 
drawn from our findings. 

This original study makes two crucial contributions. First, to the best of our knowledge, this is 
the first analytical study that presents the impact of platform operation on supply chain operation 
costs when blockchain technology is employed. Second, we enlarged the current literature on the 
blockchain and supply chains by capturing the features of information sensitivity. The information 
sensitivity of supply chain members will affect the investment in blockchain technology for the 
supply chain.  

We organize the paper as follows. Section 2 provides an overall review of the related studies 
to recognized gaps in the research and appropriately position our work. In Section 3, we draw the 
problem, develop the model, and make its assumptions. In Section 4, we explore different supply 
chain models considering blockchain technology. In Section 5, we provide the results of simulation 
analysis to examine the impact of blockchain technology. Finally, in Section 6, we conclude the 
results and give some essential suggested topics for future relevant research. 

2. Literature review 
Blockchain technology has transformed supply chain management. Many articles have discussed 
these changes [6, 7]. The management of information flows in the supply chain is essential to 
achieve supply chain coordination [8-10]. In general, modern information technologies are 
required to achieve information synergy in supply chains [10, 11]. In modern supply chain 
management, many firms use advanced technologies to increase the transparency and improve 
the efficiency of supply chain information transfer [12, 13]. Blockchain, as an effective 
technological tool, can help supply chains achieve synergy goals. 
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2.1 The impact of blockchain on a supply chain 

Our research involves the changes brought about by the application of blockchain technology in 
supply chain operations management. First, blockchain technology has significantly changed ag-
ricultural product supply chains [7]. Figorilli [14] examined the application of blockchain technol-
ogy in the lumber supply chain. They considered integrating traceable information related to 
product quality into an online information system and using blockchain technology to record 
transactional data. Kamble et al. [15] analysed the strategy of implementing blockchain technol-
ogy in the agricultural supply chain to ensure food safety and sustainability. Salah et al. [10] be-
lieved that blockchain technology can provide creative solutions for improved traceability of ag-
ricultural and other food products. The author proposed using smart contracts to trace the soy-
bean transactional process. Behnke et al. [16] supposed that, before implementing blockchain 
technology, the organizational structure of the supply chain must be changed and information-
sharing among members must be voluntary. Kumar and Iyengar [18] constructed a rice supply 
chain system based on the blockchain to ensure its safety during the supply chain management 
process. The above research has performed a sufficient analysis of the means for ensuring the 
safety of agricultural product supply chains and information traceability. This is necessary for an-
alysing the combination of blockchain technology and supply chain operation management from 
a macro perspective. 

2.2 Operation of a supply chain with blockchain 

Many articles have previously investigated how to use blockchain technology in the supply chain. 
Perboli et al. [19] proposed that the blockchain be regarded as a distributed ledger database that 
can permanently record transactional information and ensure its security. Dolgui et al. [20] de-
signed a new model of smart contracts using dynamic control theory. Tseng et al. [21] investigated 
medical supply chain governance based on blockchain technology. Verhoeven et al. [22] explored 
a supply chain management case based on the blockchain. The authors emphasized that the prem-
ise of the application of blockchain technology is to fully understand it. Abeyratne and Monfared 
[23] reviewed the development status and application of blockchain technology and then ex-
plained the value of blockchain technology in the manufacturing supply chain and detailed its use 
in global supply chain governance. The above research fully explains, from a technical point of 
view, that blockchain technology ensures the information security of the supply chain. Our re-
search is also related to supply chain information. However, we explore how blockchain technol-
ogy enhances supply chain collaboration from the perspective of supply chain operating costs. 

2.3 Information collaboration in a supply chain with blockchain 

Blockchain technology can improve information security on the supply chain, reduce supply chain 
risk, and increase supply chain flexibility [24-27]. Zhu and Kouhizadeh [28] discussed the fact that 
blockchain technology effectively prevents the deletion of product information. The blockchain 
also enhances rational decision-making for product information management. Francisco and 
Swanson [29] developed a conceptual model to determine how the blockchain increases supply 
chain transparency. Toyoda et al. [30] designed a product trading platform based on blockchain 
technology by using research on radio frequency identification (RFID) technology. Choi et al. [31] 
explored how blockchain technology reduces the risk of aviation logistics. Fu and Zhu [32] ana-
lysed how blockchain technology decreases the supply chain risk of large production enterprises. 
Min [33] discussed ways to use blockchain technology to enhance supply chain resilience when 
risk and uncertainty increases. Saberi et al. [34] explored how blockchain technology and smart 
contracts can promote supply chain flexibility and proposed four obstacles to the implementation 
of blockchain technology. Hu et al. [35] designed a blockchain-based smart contract to collaborate 
in supply chains. 

In this article, unlike previous research, we focus on how blockchain technology can reduce 
supply chain operating costs and methods to achieve supply chain information collaboration. At 
the same time, we also consider supply chain pricing decisions when blockchain technology is 
introduced. 
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3. Problem statement 
Consider a supply chain consisting of two suppliers, a manufacturer, and a group of retailers. The 
number of information-sensitive retailers is 𝜇𝜇 , where 0 ≤ 𝜇𝜇 ≤ 1 , and all other actors are 
information-insensitive. If blockchain technology is introduced into supply chain operations, 
manufacturers will decide to share 𝛼𝛼  quantity of information to retailers through blockchain 
technology at cost 𝑐𝑐𝐵𝐵 , where 𝑐𝑐𝐵𝐵 = 𝑘𝑘𝑘𝑘 and 𝑘𝑘  is the cost coefficient of information-sharing [25]. If 
blockchain technology is not introduced, the manufacturer incurs a fixed cost, 𝑐𝑐𝑇𝑇 . The manufacturer 
purchases raw materials from the two suppliers. The retailer’s wholesale price is 𝑤𝑤𝑖𝑖  and 
manufacturer demand is 𝐷𝐷𝑖𝑖. Note that 𝑖𝑖 = 𝐵𝐵,𝑇𝑇, where 𝐵𝐵 represents a supply chain using blockchain 
technology and 𝑇𝑇  represents a traditional supply chain. The structure of the supply chain using 
blockchain technology is illustrated in Fig. 1. 

To capture the impact of blockchain technology on supply chain costs, we later consider more 
complex cost components in Section 4.2. We summarize the notations used throughout this paper 
in Table 1. Specifically, we consider a monopoly market in which the manufacturer provides a 
product to retailers and manufacturers can fully meet the needs of all retailers. Without any loss 
of generality, we assume that retailers are rational actors who make decisions with the goal of 
achieving the maximum level of profit. In addition, we assume that all members of the supply chain 
are risk-neutral, which means that the optimal decision of the entire supply chain will not be 
affected by the risk preferences of suppliers, manufacturers or retailers. These assumptions are 
not only reasonable, but also help us simplify the problem and get general management 
enlightenment.  
 

 
Fig. 1 The structure of a supply chain using blockchain technology 

 
Table 1 Symbols throughout this paper 

                   Symbols Explanation 
𝐷𝐷𝐵𝐵 The manufacturer’s demand with blockchain technology 
𝐷𝐷𝑇𝑇 The manufacturer’s demand without blockchain technology 
𝑑𝑑 Basic demand 
𝜇𝜇 The proportion of information-sensitive retailers 
1 − 𝜇𝜇 The proportion of information-insensitive retailers 
𝛼𝛼 The amount of manufacturer information 
𝑤𝑤𝐵𝐵 The manufacturer’s wholesale price with blockchain technology 
𝑤𝑤𝑇𝑇 The manufacturer’s wholesale price without blockchain technology 
𝑘𝑘 The cost coefficient of information-sharing 
𝑐𝑐𝐵𝐵  The manufacturer’s cost with blockchain technology, 𝑐𝑐𝐵𝐵 = 𝑘𝑘𝑘𝑘 
𝑐𝑐𝑇𝑇 The manufacturer’s cost without blockchain technology 
𝛽𝛽 Price-sensitive coefficient 
𝜋𝜋𝐵𝐵  The manufacturer’s profit with blockchain technology 
𝜋𝜋𝑇𝑇 The manufacturer’s profit without blockchain technology 
𝑠𝑠𝑗𝑗  The quality of raw materials provided by supplier 𝑗𝑗 
𝑡𝑡𝑗𝑗 The arrival time of raw materials  
𝑐𝑐𝑗𝑗  The storage cost  
𝑛𝑛 The unit production delay cost  
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4. The model 
In this section, we first develop profit models for two types of supply chains—the traditional sup-
ply chain and the blockchain-based supply chain. We first analyse the optimal pricing strategy, the 
optimal information-sharing quantity, and the optimal profit of the manufacturer under those two 
conditions and then determine the impact of information-insensitivity on supply chain operation 
strategy. Next, we compare the operation costs of the two types of supply chains.  

We denote manufacturer demand with a blockchain-based supply chain as Eq. 1 shown: 

𝐷𝐷𝐵𝐵 = 𝜇𝜇𝜇𝜇 + (1− 𝜇𝜇)𝑑𝑑𝑑𝑑 − 𝛽𝛽𝑤𝑤𝐵𝐵 (1) 
Total demand comes from all retailers, including both information-sensitive and information-

insensitive retailers. However, it will be negatively affected by rising wholesale prices. 
We denote manufacturer demand with a traditional supply chain as: 

𝐷𝐷𝑇𝑇 = 𝑑𝑑 − 𝛽𝛽𝑤𝑤𝑇𝑇 (2) 
These linear demand functions are used extensively in operations management research [36-

38]. To simplify the analysis, we consider only the case in which manufacturer demand with the 
traditional supply chain is negatively affected by an increase in wholesale prices. 

To study the impact of blockchain technology on manufacturers’ profits, we obtain the profit 
function of the manufacturer with different supply chains as: 

𝜋𝜋𝐵𝐵 = (𝑤𝑤𝐵𝐵 − 𝑘𝑘𝑘𝑘)𝐷𝐷𝐵𝐵 (3) 

𝜋𝜋𝑇𝑇 = 𝑤𝑤𝑇𝑇𝐷𝐷𝑇𝑇 (4) 
Differentiating Eq. 3 once with respect to 𝑤𝑤𝐵𝐵 and 𝛼𝛼, respectively, and then considering the first-

order condition yields: 

𝑤𝑤𝐵𝐵 =
𝜇𝜇𝜇𝜇 + (1− 𝜇𝜇)𝑑𝑑𝑑𝑑 + 𝛽𝛽𝛽𝛽𝛽𝛽

2𝛽𝛽
 (5) 

𝛼𝛼 =
(1 − 𝜇𝜇)𝑤𝑤𝐵𝐵 − 𝜇𝜇𝜇𝜇

2(1− 𝜇𝜇)𝑘𝑘
 (6) 

Obviously, it is easy to derive the results of the optimal wholesale price 𝑤𝑤𝐵𝐵∗ and the optimal 
amount of manufacturer’s information 𝛼𝛼∗ by combining Eqs. 5 and 6. 

Differentiating Eq. 4 once with respect to 𝑤𝑤𝑇𝑇 and considering the first-order condition yields 
the optimal wholesale price of the traditional supply chain, as follows: 

𝜋𝜋𝑇𝑇∗ =
𝑑𝑑2

4 𝛽𝛽
 (7) 

 Next, we substitute 𝑤𝑤𝐵𝐵∗ and 𝛼𝛼∗ and into Eq. 3, substitute Eq. 7 into Eq. 4, yielding the following 
result.  
Lemma 1: The manufacturer’s optimal wholesale price with blockchain technology is 𝑤𝑤𝐵𝐵∗ =
𝑘𝑘𝑘𝑘[𝑑𝑑(1−𝜇𝜇)+𝛽𝛽𝛽𝛽]

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]
 and the manufacturer’s optimal profit with blockchain technology is 𝜋𝜋𝐵𝐵∗ =

𝑘𝑘𝑘𝑘𝑘𝑘(2(1−𝜇𝜇)−𝛽𝛽𝛽𝛽)
(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]

. 
Lemma 2: The manufacturer’s optimal wholesale price without blockchain technology is 𝑤𝑤𝑇𝑇

∗ =
𝑑𝑑
2 𝛽𝛽

 and the manufacturer’s optimal profit without blockchain technology is 𝜋𝜋𝑇𝑇∗ = 𝑑𝑑2

4 𝛽𝛽
. 

Lemma 3: The optimal amount of manufacturer information 𝛼𝛼∗ = 𝜇𝜇[𝑑𝑑(1−𝜇𝜇)−𝛽𝛽𝛽𝛽]
(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]

. 

By analysing the equilibrium solutions of the profit functions of the manufacturers with the 
different supply chains, we obtain the optimal price decisions of manufacturers and the optimal 
amounts of manufacturer information. 

4.1 The effect of information sensitivity 

To investigate how blockchain technology affects supply chain operation, we consider the rela-
tionship between information-sensitivity and the manufacturer’s optimal equilibrium strategy. 
The purpose of the introduction of blockchain technology is to achieve supply chain information 
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collaboration. Therefore, on the supply chain, the number of information-sensitive retailers has a 
meaningful and important influence on a manufacturer’s decision to implement blockchain tech-
nology. 

Analysing the above equilibrium solution yields the following proposition. 

Proposition 1: When blockchain technology is employed in a supply chain, the proportion of in-
formation-insensitive retailers should be satisfied by 1

𝑑𝑑
< 1 − 𝜇𝜇 < 3

𝑑𝑑
. 

Proposition 1 demonstrates that the quantity of information-sensitive retailers ensures the 
best information-sharing results within a certain range. In addition, the number of information-
sensitive suppliers is related to the basic demand of the manufacturer. 
Proposition 2: The manufacturer’s optimal wholesale price 𝑤𝑤𝐵𝐵∗ increases with the proportion of 
information-sensitive retailers 𝜇𝜇  when 𝑘𝑘(𝑑𝑑𝑑𝑑 − �𝛽𝛽(𝑑𝑑 + 3)) < 𝑡𝑡 < 𝑘𝑘(𝑑𝑑𝑑𝑑 + �𝛽𝛽(𝑑𝑑 + 3)) , other-
wise, it decreases with 𝜇𝜇. 

Proposition 2 illustrates that the manufacturers’ wholesale price is non-monotonically related 
to the quantity of information-sensitive retailers. When the number of information-insensitive re-
tailers is within a certain range, the more sensitive the retailer is to information, the more pricing 
power the manufacturer wields. This is because blockchain technology increases the possibility 
and security of information-sharing. If the retailer is sensitive to information, the more likely he 
or she is to accept the introduction of blockchain technology into the supply chain. Currently, the 
manufacturer has strong bargaining power. 
Proposition 3: The manufacturer’s optimal profit 𝜋𝜋𝐵𝐵∗  increases with the proportion of infor-
mation-sensitive retailers 𝜇𝜇 when 𝑡𝑡 < 2𝑑𝑑+3𝑘𝑘2𝛽𝛽

2𝛽𝛽𝛽𝛽
, otherwise, it decreases with 𝜇𝜇. 

Proposition 3 illustrates that the manufacturers’ profits are affected non-monotonically by the 
quantity of information-sensitive retailers. When the number of information-insensitive supply 
chains is small, the more sensitive retailers are, the more profitable the manufacturer is. If a man-
ufacturer wants to increase profits by using blockchain technology, it is necessary to consider not 
only the retailer’s information sensitivity, but also the number of downstream information-sensi-
tive retailers. 
4.2 The effect on cost 
In Section 4.1, we intentionally ignored the manufacturer’s cost because the impact of blockchain 
technology on supply chain cost is comprehensive. In this section, we specifically discuss manu-
facturer cost. 

In a traditional supply chain, we consider a case in which there are two suppliers that provide 
raw materials 𝑠𝑠𝑗𝑗 (where 𝑗𝑗 = 1, 2) to the manufacturer. However, because of delayed supply and 
undisclosed information, the manufacturer cannot receive those two suppliers’ raw materials at 
the same time, which leads to production delays. The arrival time of each raw material is 𝑡𝑡𝑗𝑗 (where 
𝑗𝑗 = 1, 2). Moreover, the manufacturer will incur storage cost 𝑐𝑐𝑗𝑗 (where 𝑖𝑖 = 1, 2) for the raw mate-
rial arriving first and unit production delay cost 𝑛𝑛 for the raw material arriving second. 

Consequently, we obtain the total cost 𝑐𝑐𝑇𝑇 to the manufacturer under the condition of using a 
supply chain without blockchain technology, as follows. 

𝑐𝑐𝑇𝑇 =

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧

 𝑛𝑛𝑡𝑡1,                                            𝑖𝑖𝑖𝑖 𝑡𝑡1 > 𝑡𝑡2.
𝑛𝑛𝑛𝑛2,                                             𝑖𝑖𝑖𝑖 𝑡𝑡1 < 𝑡𝑡2.
𝑛𝑛(𝐷𝐷𝑇𝑇 − 𝑠𝑠1)+,                            𝑖𝑖𝑖𝑖 𝑠𝑠1 < 𝑠𝑠2.
𝑛𝑛(𝐷𝐷𝑇𝑇 − 𝑠𝑠2)+,                            𝑖𝑖𝑖𝑖 𝑠𝑠1 > 𝑠𝑠2.

(𝑠𝑠𝑖𝑖 − min(𝑠𝑠𝑖𝑖 ,𝐷𝐷𝑇𝑇))+�𝑐𝑐𝑖𝑖

2

𝑖𝑖=1

,                        

(𝑡𝑡1 − 𝑡𝑡2)+�𝑐𝑐𝑖𝑖𝑠𝑠𝑖𝑖

2

𝑖𝑖=1

,                                      

𝑠𝑠𝑖𝑖 , 𝑡𝑡𝑖𝑖, 𝑐𝑐𝑖𝑖 > 0.                                                   

 (8) 
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In Eq. 8, the first and second items represent the production delay costs. The third and fourth 
items denote the out-of-stock costs. Note that the above two kinds of costs are caused by the dif-
ferential between the arrival times of the two suppliers’ raw materials. The fifth item is the cost 
of storing surplus materials. The sixth item is the total storage cost for the raw materials that ar-
rive first. The last item is the constraint to ensure that the model has practical meaning. 

Next, we investigate a supply chain using blockchain technology. When the blockchain technol-
ogy is employed by the supply chain, the manufacturer and supplier can each obtain complete 
information. The two suppliers can then supply the manufacturer at the same time, thus eliminat-
ing the storage cost for the material that arrives first and the cost of storing surplus materials.  

Consequently, we obtain the total cost 𝑐𝑐𝐵𝐵 to the manufacturer under the condition of using the 
blockchain-based supply chain, as follows. 

 

𝑐𝑐𝐵𝐵 =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧

 𝑛𝑛𝑡𝑡1,                                        𝑖𝑖𝑖𝑖 𝑡𝑡1 > 𝑡𝑡2.
𝑛𝑛𝑛𝑛2,                                        𝑖𝑖𝑖𝑖 𝑡𝑡1 < 𝑡𝑡2.
𝑛𝑛(𝐷𝐷𝑇𝑇 − 𝑠𝑠1)+,                       𝑖𝑖𝑖𝑖 𝑠𝑠1 < 𝑠𝑠2.
𝑛𝑛(𝐷𝐷𝑇𝑇 − 𝑠𝑠2)+,                      𝑖𝑖𝑖𝑖 𝑠𝑠1 > 𝑠𝑠2.

(min 𝑠𝑠𝑖𝑖 − 𝐷𝐷𝑇𝑇)+�𝑐𝑐𝑖𝑖

2

𝑖𝑖=1

,                       

𝑠𝑠𝑖𝑖 , 𝑡𝑡𝑖𝑖 , 𝑐𝑐𝑖𝑖 > 0.                                            

 (9) 

In Eq. 9, the first four items are same as Eq. 8. Since the two suppliers have achieved a coordi-
nated supply, the fifth item represents the storage cost for surplus materials. The last item is the 
constraint to ensure that the model has practical meaning.  

After analysing the total costs of the two supply chains, Lemma 4 is provided, as follows. 

Lemma 4: Blockchain technology has a great impact on supply chain costs. The cost of the tradi-
tional supply chain is 𝑐𝑐𝑇𝑇 and the cost of the blockchain-based supply chain is 𝑐𝑐𝐵𝐵 . 

To explore the impact of blockchain technology on supply chain costs in detail, we use the 
Monte Carlo (MC) method to simulate the costs of the different supply chains. 

5. Simulation 
We assume that the quality of the raw materials provided by suppliers is denoted as 𝑠𝑠𝑗𝑗, which is 
uniformly distributed in [0, 0.3], i.e., 𝑠𝑠1~𝑈𝑈[0, 0.3] and 𝑠𝑠2~𝑈𝑈[0, 3]. The arrival time of the two dif-
ferent raw materials is denoted as 𝑡𝑡𝑗𝑗, which is uniformly distributed in [0,0.4], 𝑡𝑡1~𝑈𝑈[0, 0.4] and 
𝑡𝑡2~𝑈𝑈[0, 4]. Using the MC method, we randomly generate 1000 sets 𝑠𝑠𝑗𝑗 and 𝑡𝑡2. In addition, let 𝐷𝐷𝑇𝑇 =
1000, 𝑐𝑐1 = 100, and 𝑐𝑐2 = 150. We consider 𝑛𝑛 ranges from 100 to 180, with an interval of 20. After 
the simulation, the manufacturer’s cost changes are obtained, as shown in Figs. 2 and 3. 
 

 
Fig. 2 Changes in manufacturers’ costs with traditional supply chains 
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Fig. 3 Changes in manufacturers’ costs with blockchain-based supply chains 

 

By simulating the cost models of traditional supply chains and blockchain supply chains, we 
discover that there is a minimum cost for both types of supply chains under the aversion cost. 
Moreover, the cost of supply chain changes with delay costs is not monotonous. 

The simulation results in Fig. 2 and Fig. 4 show that regardless of the type of supply chain (tra-
ditional or blockchain-enabled), an increase in the per unit cost of delay has the potential to in-
crease the total cost of both supply chains. Therefore, manufacturers need to keep a tight rein on 
the per unit cost of delay. The use of blockchain, on the other hand, increases the transparency of 
the supply chain and allows the manufacturer to have information on the availability of raw ma-
terials. This further illustrates the value of blockchain in collaborating on supply chain infor-
mation. To better determine how blockchain helps supply chains to achieve information collabo-
ration, we need to compare the total costs of the two supply chains (as shown in Fig. 4). 

To study the impact of blockchain technology on supply chain costs, we compared the simula-
tion data of the minimum costs of two supply chains under different delay costs, as illustrated in 
Fig. 4. The results demonstrate that under any delay cost, the minimum cost of the blockchain 
supply chain is lower than the minimum cost of the traditional supply chain, which indicates that 
blockchain technology can effectively reduce supply chain operating costs. 

As a whole, the implementation of blockchain has significant value for information collabora-
tion in the supply chain. Our simulation results confirm this value numerically. For blockchain-
enabled supply chains, the increased transparency of the supply chain means that manufacturers 
can produce on demand, order on demand, and do not need higher safety stock levels. Thus, block-
chain implementation has practical implications for the efficient collaborative supply chain man-
agement. 
 

 
Fig. 4 Comparison of manufacturers’ minimum costs with different types of supply chains 
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6. Conclusion 
In traditional supply chains, various entities independently maintain their own supply chain in-
formation and the lack of transparency results in higher temporal and informational costs. Block-
chain technology has been proven to provide a transparent and reliable unified information plat-
form that is able to reduce logistical costs and trace the entire production and delivery process, 
thereby improving supply chain management efficiency. In this paper, we considered a three-level 
supply chain using blockchain technology to analyse the impact of information sensitivity on sup-
ply chain operations when blockchain technology was introduced into supply chain management. 
Our research reached the following conclusions. 

• Although the introduction of blockchain technology into the supply chain allows supply 
chain information to be more effectively shared, it is not the case that the more information 
is shared, the more beneficial it is to the supply chain. The optimal quality of information-
sharing is directly related to the information sensitivity of the supply chain members. 

• In the supply chain, there is a non-monotonic relationship between manufacturers’ whole-
sale prices and profits and the number of information-sensitive retailers. Therefore, manu-
facturers’ pricing decisions should consider the cost of information-sharing. 

• Simulation research found that blockchain technology could effectively reduce the supply 
chain operating costs. Therefore, blockchain technology is better used for improving the 
supply chain governance level. 

This study generates insightful guidelines regarding the optimal operational strategies of a 
supply chain considering blockchain technology, especially when the blockchain technology is in-
troduced into the supply chain, how can the supply chain maintain a reduced operating cost? For 
further research, it would be interesting to explore a case in which supply chains have different 
channel structures and determine how blockchain technology affects channel structures. In addi-
tion, further research should also consider the impact of information traceability from a manage-
ment perspective. Another topic we are more interested in is when the members of the supply 
chain have inconsistent risk appetites for information disclosure, (that is, some members of the 
supply chain are risk-averse), what should be the optimal decision of the supply chain? In future 
studies, we will conduct in-depth research on this interesting problem. In addition, future re-
search can consider supply chain risks [38, 39] with blockchain adoption. 
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Appendix A 
Proof of lemmas: we have 𝜋𝜋𝐵𝐵 = 𝑤𝑤𝐵𝐵(𝜇𝜇𝜇𝜇 + (1 − 𝜇𝜇)𝑑𝑑𝑑𝑑 + 𝛽𝛽𝛽𝛽𝛽𝛽) − 𝛽𝛽𝑤𝑤𝐵𝐵2 − 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇 − (1 − 𝜇𝜇)𝑑𝑑𝑑𝑑𝛼𝛼2, dif-
ferentiating Eq. 3 once with respect to 𝑤𝑤𝐵𝐵 and 𝛼𝛼, respectively, and then considering the first-order 
condition yields: 𝜕𝜕𝜋𝜋𝐵𝐵

𝜕𝜕𝑤𝑤𝐵𝐵
=  𝜇𝜇𝜇𝜇 + (1 − 𝜇𝜇)𝑑𝑑𝑑𝑑 + 𝛽𝛽𝛽𝛽𝛽𝛽 − 2𝛽𝛽𝑤𝑤𝐵𝐵 = 0  and 𝜕𝜕𝜋𝜋𝐵𝐵

𝜕𝜕𝜕𝜕
= (1 − 𝜇𝜇)𝑑𝑑𝑤𝑤𝐵𝐵 − 𝜇𝜇𝜇𝜇𝜇𝜇 −

2(1 − 𝜇𝜇)𝑑𝑑𝑑𝑑𝑑𝑑 = 0 . Solving this system of equations, the optimal wholesale price as 𝑤𝑤𝐵𝐵∗ =
𝑘𝑘𝑘𝑘[𝑑𝑑(1−𝜇𝜇)+𝛽𝛽𝛽𝛽]

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]
 and the optimal amount of manufacturer’s information as 𝛼𝛼∗ = 𝜇𝜇[𝑑𝑑(1−𝜇𝜇)−𝛽𝛽𝛽𝛽]

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]
 

are obtained. Thus, the manufacturer’s optimal profit with blockchain technology as 𝜋𝜋𝐵𝐵∗ =
� 2𝜇𝜇𝜇𝜇𝑘𝑘2

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−(1−𝜇𝜇)𝑑𝑑]
� �𝜇𝜇𝜇𝜇(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]
+ 𝑑𝑑𝑑𝑑(1−𝜇𝜇)[𝑑𝑑(1−𝜇𝜇)−𝑘𝑘𝑘𝑘]

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]
− 𝑘𝑘𝑘𝑘𝑘𝑘[𝑑𝑑(1−𝜇𝜇)+𝛽𝛽𝛽𝛽]

(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−(1−𝜇𝜇)𝑑𝑑]
� =

𝑘𝑘𝑘𝑘𝑘𝑘(2(1−𝜇𝜇)−𝛽𝛽𝛽𝛽)
(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]

. Similarly, we have 𝜋𝜋𝑇𝑇 = 𝑤𝑤𝑇𝑇(𝑑𝑑 − 𝛽𝛽𝑤𝑤𝑇𝑇) = 𝑤𝑤𝑇𝑇𝑑𝑑 − 𝛽𝛽𝑤𝑤𝑇𝑇
2, differentiating Eq. 4 once 

with respect to 𝑤𝑤𝐵𝐵  and 𝛼𝛼 , respectively, and then considering the first-order condition yields: 
𝜕𝜕𝜋𝜋𝐵𝐵
𝜕𝜕𝑤𝑤𝑇𝑇

= 𝑑𝑑 − 2 𝛽𝛽𝑤𝑤𝑇𝑇 = 0, then we have the manufacturer’s optimal wholesale price without block-

chain technology as 𝑤𝑤𝑇𝑇
∗ = 𝑑𝑑

2 𝛽𝛽
. Thus, the manufacturer’s optimal profit without blockchain tech-

nology as 𝜋𝜋𝑇𝑇∗ = �2𝑑𝑑
2

4 𝛽𝛽
− 𝑑𝑑2

4 𝛽𝛽
� = 𝑑𝑑2

4 𝛽𝛽
. 

Proof of Proposition 1: We have 𝛼𝛼∗ = 𝜇𝜇[𝑑𝑑(1−𝜇𝜇)−𝛽𝛽𝛽𝛽]
(1−𝜇𝜇)[3𝑘𝑘𝑘𝑘−𝑑𝑑(1−𝜇𝜇)]

> 0 , thus, there must be 3𝑘𝑘𝑘𝑘 −
𝑑𝑑(1 − 𝜇𝜇) > 0 and 𝑑𝑑(1 − 𝜇𝜇) − 𝛽𝛽𝛽𝛽 > 0 or 3𝑘𝑘𝑘𝑘 − 𝑑𝑑(1 − 𝜇𝜇) < 0 and 𝑑𝑑(1 − 𝜇𝜇) − 𝛽𝛽𝛽𝛽 < 0. Solving this 
inequality, we obtain 1

𝑑𝑑
< 1 − 𝜇𝜇 < 3

𝑑𝑑
.  

Proof of Proposition 2: Let 𝜕𝜕𝑤𝑤𝐵𝐵
∗

𝜕𝜕𝜕𝜕
= 𝑘𝑘𝑘𝑘�3𝑘𝑘2𝛽𝛽−2𝑑𝑑𝑑𝑑𝑑𝑑(1−𝜇𝜇)−𝑑𝑑2(𝜇𝜇−1)2�

(3𝑘𝑘𝑘𝑘+𝑑𝑑(𝜇𝜇−1))2(𝜇𝜇−1)2 > 0, yielding 3𝑘𝑘2𝛽𝛽 − 2𝑑𝑑𝑑𝑑𝑑𝑑(1 −

𝜇𝜇) − 𝑑𝑑2(𝜇𝜇 − 1)2 > 0 . Then, let 𝑑𝑑(1 − 𝜇𝜇) = 𝑡𝑡.  We thus obtain 𝑘𝑘(𝑑𝑑𝑑𝑑 − �𝛽𝛽(𝑑𝑑 + 3)) < 𝑡𝑡 < 𝑘𝑘(𝑑𝑑𝑑𝑑 +
�𝛽𝛽(𝑑𝑑 + 3)). Note that 𝑡𝑡 represents the quantity of information-insensitive retailers. 

Proof of Proposition 3: Let 𝜕𝜕𝜋𝜋𝐵𝐵
∗

𝜕𝜕𝜕𝜕
= −𝑘𝑘𝑘𝑘𝑘𝑘�3𝑘𝑘2𝛽𝛽−2𝑑𝑑(1−𝜇𝜇)(𝜇𝜇−1+𝛽𝛽𝛽𝛽)�

(3𝑘𝑘𝑘𝑘+𝑑𝑑(𝜇𝜇−1))2(𝜇𝜇−1)2 > 0 , yielding 3𝑘𝑘2𝛽𝛽 − 2𝑑𝑑(1 −

𝜇𝜇)(𝜇𝜇 − 1 + 𝛽𝛽𝛽𝛽) < 0. Then, let 𝑑𝑑(1 − 𝜇𝜇) = 𝑡𝑡. We thus obtain 𝑡𝑡 < 2𝑑𝑑+3𝑘𝑘2𝛽𝛽
2𝛽𝛽𝛽𝛽

.  
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quenching steel parts  
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A B S T R A C T A R T I C L E   I N F O 
The paper presents the numerical simulation of quenching cylindrical steel 
sample immersed in three different quenchants: water, 5 % aquatensid solu-
tion, and isorapid oil. The quenching process starts from the initial tempera-
ture of the cylinder at 850 °C and moves through the air until it reaches the 
quenching bath. The quenchant is held at constant temperature of 40 °C. The 
cylinder is made of carefully selected steel which does not change its structure 
during quenching and heating. Cylindrical samples were manufactured in three 
different dimensions (R, H), (mm): (12.5 × 100), (25 × 150) and (37.5 × 225), 
so that four measuring points were installed in each sample. Each measuring 
point consists of thermocouple installed beneath the cylinder surface, capable 
of measuring the temperature every half second. Based on the experiment, the 
numerical simulation is recognized as transient and nonlinear two-dimen-
sional heat conduction problem consisting of the two main tasks: direct heat 
transfer problem (DHTP) and inverse heat transfer problem (IHTP). The paper 
proposes a new multi-objective optimization approach for the estimation of 
heat transfer coefficients during the numerical simulation of quenching cylin-
drical steel sample. The proposed approach gained better results and less con-
vergence time compared to the results from the literature. The paper includes 
methods, algorithms and the source code for the calculation of the temperature 
fields in time and heat transfer coefficient estimation of the IHTP. The simula-
tion software has been implemented in C# programming language and can be 
found at http://github.com/bhrnjica/quenching_simulation. 
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1. Introduction
Quenching is the key of the heat treatment process which improves the material properties. How-
ever, when not controlled, the quenching can significantly damage the material in form of cracks 
and distortions. For this reason, the quenching process should be carefully controlled to gain op-
timal quenching process with expected material properties [1]. These two consequences of the 
quenching process are opposite to each other which means that the higher quenching intensity 
achieves greater depth of hardening but also increases possibilities of the deformation and size 
change [2]. This demonstrates the complexity of the quenching process and indicates the need for 
the optimization of process parameters to control the quenching intensity. From the mathematical 
point of view, the quenching is transient nonlinear process where all variables could be changed 
in time. The quenching temperature field 𝜗𝜗 is a function of the coordinates and time as well as the 
material properties, e.g. density of material 𝜌𝜌, thermal capacity 𝑐𝑐, and conductivity coefficient 𝜆𝜆. 

http://github.com/bhrnjica/quenching_simulation
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During quenching, the temperature change cannot be measured at the surface of the workpiece 
which indicates inability to calculate the heat transfer coefficient needed for the boundary condi-
tions for the partial differential equation of the heat transfer. This limits the formulation of the 
quenching process and the optimization of the quenching parameters [3, 4]. To successfully per-
form numerical simulation, the determination of the heat transfer coefficients on the workpiece 
surface must be known at any time of the quenching process. There are many approaches to the 
estimation of the heat transfer coefficient in the literature, and almost all are based on the princi-
ple to measure the temperature inside the computational domain [5, 6].  

Once the temperature in the computational domain is known, the parameters calculation can 
be estimated by using the IHTP procedure [7]. Since 
the quenching process goes through three different 
phases: film boiling, nucleate boiling and convec-
tion [8], the heat transfer coefficient passes through 
three different value ranges [9]. In case of the first 
and the third phase of the quenching process, the 
heat transfer coefficient can be identified with sta-
ble value range, while the second phase indicates 
very unstable value ranges with high gradients up 
to 20000 W/cm (Fig. 1). 
      Most of the available literature estimate the heat 
transfer coefficient only for the side of the cylinder, 
while the heat transfer coefficients of the bases are 
neglected. This state is assumed when height of the 
cylinder is much greater than the cylinder radius (H 
>> R). This paper considers heat transfer coefficient 
for all three cylinder’s surfaces which increased the 
complexity of the quenching numerical model. The 
heat transfer coefficients at all sides show different 
behaviour since they pass different quenching con-
ditions at the same time. Moreover, the heat trans-
fer coefficient at the side of the cylinder is not con-
stant, and depends of the height of the cylinder.  
 

Fig. 1 Heat transfer coefficient around the cylinder 
when all quenching phases are presented 
 
This is obvious because the immersion of the cylinder goes vertically (Fig. 1). However, the heat 
transfer of the cylinder bases can be considered constant at the time since the area of the base 
surface is affected with the same boundary condition. 

2. Methods 
2.1 Mathematical description of DHTP 

Quenching process is a typical transient problem, thus the temperature field of any point in the 
body can be expressed as a function of coordinates and time [10]: 

𝜗𝜗 = 𝑓𝑓(𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡) (1) 

In general form, Fourier’s heat transfer differential equation describes a nonlinear three-dimen-
sional nonstationary conduction of heat through an orthotropic solid in space and time: 

𝜌𝜌 𝑐𝑐
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=
𝜕𝜕
𝜕𝜕𝜕𝜕

� 𝜆𝜆𝑥𝑥 ∙
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
� +

𝜕𝜕
𝜕𝜕𝜕𝜕

� 𝜆𝜆𝑦𝑦 ∙  
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
� +

𝜕𝜕
𝜕𝜕𝜕𝜕
� 𝜆𝜆𝑧𝑧 ∙  

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
� + Φ𝑣𝑣 (2) 



Hrnjica, Behrem 
 

18 Advances in Production Engineering & Management 17(1) 2022 
 

The computational domain of the presented work is the cylinder, so the temperature field is better 
expressed in the cylindrical coordinates. The previous expression can be transformed into cylin-
drical coordinates by involving transformation matrix, hence it assumes the following trans-
formed expression [11]: 

𝜌𝜌 𝑐𝑐
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=
1
𝑟𝑟

 ∙  
𝜕𝜕
𝜕𝜕𝜕𝜕
�𝑟𝑟 𝜆𝜆𝑟𝑟 ∙

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
� +

1
𝑟𝑟2

 ∙  
𝜕𝜕
𝜕𝜕𝜕𝜕

�𝑟𝑟 𝜆𝜆𝜑𝜑 ∙  
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

� +
𝜕𝜕
𝜕𝜕𝜕𝜕
� 𝜆𝜆𝑧𝑧 ∙  

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
� + Φ𝑣𝑣  (3) 

in which 𝜌𝜌, 𝑐𝑐, 𝜆𝜆𝑟𝑟, 𝜆𝜆𝜑𝜑,𝜆𝜆𝑧𝑧 are material properties: density, thermal coefficient and thermal conduc-
tivity in 𝑟𝑟, 𝜑𝜑 and 𝑧𝑧 directions of the cylindrical coordinates respectively, 𝜗𝜗 temperature of a point, 
𝑡𝑡 time and 𝛷𝛷𝑣𝑣  – volumetric heat source. 

For isotropic solid (𝜆𝜆 = 𝜆𝜆𝑟𝑟 = 𝜆𝜆𝜑𝜑 = 𝜆𝜆𝑧𝑧) without internal source (𝛷𝛷𝑣𝑣 = 0), the temperature 
gradient in circular direction is neglected (𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 = 0), and the final equation of axisym-
metric problem becomes: 

𝜌𝜌 𝑐𝑐
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= �𝜆𝜆𝑟𝑟
𝜕𝜕2𝜗𝜗
𝜕𝜕𝜕𝜕

+ 𝜆𝜆𝑟𝑟
1
𝑟𝑟
∙
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜆𝜆𝑧𝑧
𝜕𝜕2𝜗𝜗
𝜕𝜕𝜕𝜕

� (4) 

Due to high temperature of the quenching process, the variables 𝜆𝜆(𝜗𝜗) and 𝑐𝑐(𝜗𝜗) are dependent of 
the current temperature 𝜗𝜗 which makes the 
quenching process nonlinear transient prob-
lem. Due to the geometrical beauty of the cyl-
inder, computational domain of the partial 
differential Eq. 4 can be reduced to the rec-
tangle (𝑅𝑅 × 𝐻𝐻) (Fig. 2).  

Fig. 2 shows discretisation of the computa-
tional domain and transition from the 3D into 
2D axisymmetric problem. The new computa-
tional domain is the rectangle consisting of 4 
edges. The first three edges (boundaries) (𝛤𝛤1, 
𝛤𝛤2 and 𝛤𝛤3) are involved in heat transfer with 
specific heat transfer coefficient (HTC), while 
the fourth boundary (𝛤𝛤4) is symmetric axis 
where the heat flux is equal to zero. Heat 
transfer across boundaries 𝛤𝛤1, 𝛤𝛤2, and 𝛤𝛤3 is de-
fined by the balance of Fourier’s and New-
ton’s laws of conduction and heat transfer.  
 

Fig. 2 Computational domain of the cylinder as  
axisymmetric domain rectangle 

2.2 Initial and boundary conditions of the axisymmetric heat transfer  

Due to the second order of the partial differential Eq. 4, the initial and the boundary conditions 
must be defined to completely define the equation. 

The initial condition defines the initial temperature on any points in the computational domain: 
𝜗𝜗(𝑟𝑟,𝜑𝜑, 𝑧𝑧) = 𝜗𝜗0, for 𝑡𝑡 =  0 (5) 

The boundary conditions are defined on each edge of the rectangle. They are boundary conditions 
of third kind. The bottom edge 𝛤𝛤1, where 𝑧𝑧 =  0 and 0 ≤  𝑟𝑟 ≤  𝑅𝑅, the boundary conditions can be 
expressed as: 

−𝜆𝜆(𝜗𝜗) 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝛼𝛼Γ1(𝜗𝜗 − 𝜗𝜗∞) (6) 

where 𝛼𝛼Γ1 is the HTC at the bottom edge, 𝜗𝜗 is the temperature at the edge, and 𝜗𝜗∞ is the ambient 
temperature. 

The upper edge 𝛤𝛤3, where 𝑧𝑧 = 𝐻𝐻 and 0 ≤  𝑟𝑟 ≤  𝑅𝑅, the boundary conditions are expressed as: 
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−𝜆𝜆(𝜗𝜗) 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝛼𝛼Γ3(𝜗𝜗 − 𝜗𝜗∞) (7) 

in which 𝛼𝛼Γ3 is the HTC at the upper edge. Along the bottom and top edges, the HTCs are constant 
at time 𝑡𝑡𝑖𝑖. 

The boundary conditions at the right edge 𝛤𝛤2, where 𝑟𝑟 = 𝑅𝑅 and 0 ≤  𝑧𝑧 ≤ 𝐻𝐻, can be expressed as: 

−𝜆𝜆(𝜗𝜗) 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝛼𝛼Γ2  (𝜗𝜗 − 𝜗𝜗∞) (8) 

in which 𝛼𝛼𝛤𝛤2 is the HTC at the right edge. Note that the 𝛼𝛼Γ2 is not constant, but rather a function of 
𝑧𝑧 coordinate (𝛼𝛼Γ2 = 𝑓𝑓(𝑧𝑧)). 

At the left edge 𝛤𝛤4 where 𝑟𝑟 = 0 and 0 ≤ 𝑧𝑧 ≤ 𝐻𝐻, the boundary represents the adiabatic border 
(𝑞𝑞(𝑟𝑟=0) = 0) where the temperature gradient is equal to zero (Fig. 2): 

�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�

(𝑟𝑟=0)
= 0 (9) 

2.3 HTC calculation of the computational domain  

By defining the boundary conditions (Eqs. 6 to 9), the HTCs of the three edges are unknown and 
must be resolved to compute DHTP. The computation of the HTCs is usually performed experi-
mentally. To compute the HTC, the ambient and the tempera-
ture at the edges of the rectangle domain must be measured. 
However, measurement of the temperature at the edge cannot 
be performed because the measuring thermo-couples would be 
directly exposed to the heat source during heating phase. In-
stead of measuring the temperature at the edges, the thermo-
couples can be installed beneath the cylindrical surfaces, so that 
they can measure the temperatures at some points in the com-
putational domain. One such layout of installed thermo-couples 
is depicted in Fig. 3.  

The three thermo-couples are installed 1.5 mm beneath the 
right edge Γ2, spreading equally along the height. The fourth 
thermo-couple is installed at the midpoint of the symmetry 
axes. With such layout of the measuring points, the HTCs still 
cannot be computed directly, and the boundary conditions can-
not be resolved. However, the inverse form of the problem can 
be stated, so that instead of calculating the HTC at edges, the 
values are computed by minimizing the value of the objective 
function which is usually squared error between measured and 
calculated temperatures. In this paper, the calculation of the 
HTCs at edges is performed by using three measuring points, 
and bilinear interpolation. 

 

Fig. 3 Approximated HTC distributions along  
edges of the computational domain 

 
In case of the bilinear interpolation the HTC value is expressed as (Fig. 3): 

𝛼𝛼(𝑧𝑧) =

⎩
⎪
⎨

⎪
⎧ 𝛼𝛼(1) +

�𝛼𝛼(2) − 𝛼𝛼(1)�
𝑧𝑧2 − 𝑧𝑧1

, 0 ≤ 𝑧𝑧 ≤
𝐻𝐻
2

𝛼𝛼(2) +
�𝛼𝛼(3) − 𝛼𝛼(2)�
𝑧𝑧3 − 𝑧𝑧2

,
𝐻𝐻
2

<  𝑧𝑧 ≤ 𝐻𝐻
 (10) 
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The HTC values at the bottom and top edges 𝛼𝛼Γ1 and 𝛼𝛼Γ2 are calculated by using Eq. 10 for 𝑧𝑧 =
0 and 𝑧𝑧 = 𝐻𝐻, respectively. The HTC value at the right edge 𝛼𝛼Γ3(𝑧𝑧) directly depends on the 𝑧𝑧 coor-
dinate. 

2.4 Variational form and finite element method of the heat transfer differential equation 

The presented problem is completely defined 
with the Eq. system 4 to 9. In order to solve the 
differential Eq. 4 using finite element method 
(FEM) the variational form of the Eq. 4 must be 
derived. Variational form can be derived by us-
ing procedure described in three steps [13]. The 
first step is performed by taking the scalar prod-
uct of the weighted function and the Eq. 4, and 
taking the integral over the computational do-
main. In the next step, the partial integration 
and Green Theorem are used in order to evalu-
ate the integral over the boundary. In the last 
step, the weighted function is replaced with the 
variation of the temperature field function, and 
the integrals are evaluated over the boundary. 
After performing all three steps, the final ex-
pression of the variational form of the Eq. 4, in-
cluding the boundary conditions (Eqs. 6 to 9), is 
shown as:  

Fig. 4 Discretization of the cylinder profile (right) 
 

𝐼𝐼 =
1
2
��𝜆𝜆 𝑟𝑟 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
2

+ 𝜆𝜆 𝑟𝑟 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
2

+ 2 �𝜌𝜌𝜌𝜌𝜌𝜌 ∙
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜗𝜗� 𝑑𝑑Ω +

1
2
�𝑟𝑟 𝛼𝛼Γ1  (𝜗𝜗 − 𝜗𝜗∞)2 𝑑𝑑Γ1 
Γ1Ω

+
1
2
�𝑟𝑟 𝛼𝛼Γ2  (𝜗𝜗 − 𝜗𝜗∞)2 𝑑𝑑Γ2 +

1
2
�𝑟𝑟 𝛼𝛼Γ3  (𝜗𝜗 − 𝜗𝜗∞)2 𝑑𝑑Γ3 
Γ3

 
Γ2

 

(11) 

The FEM procedure starts by dividing the computation domain Ω into 𝑁𝑁 nodes which define 𝐸𝐸 
finite elements and minimize the functional of the Eq. 11 for each finite element. Discretization of 
the computational domain is performed by using triangle finite elements with three nodes 𝑖𝑖, 𝑗𝑗 and 
𝑘𝑘 (Fig. 4). 

The spatial approximation of the temperature field 𝜗𝜗(𝑒𝑒) above a triangle 𝑒𝑒 is defined as matrix 
product of the shape functions [N] and the nodal temperatures {𝜗𝜗} of a triangular finite element 
𝑒𝑒(𝑖𝑖, 𝑗𝑗,𝑘𝑘): 

𝜗𝜗(𝑒𝑒) = [𝑁𝑁𝑖𝑖 𝑁𝑁𝑗𝑗 𝑁𝑁𝑘𝑘]�
𝜗𝜗𝑖𝑖 
𝜗𝜗𝑗𝑗
𝜗𝜗𝑘𝑘
� = [𝑁𝑁]{𝜗𝜗} (12) 

The shape functions for the 3-node triangle finite element are: 

𝑁𝑁𝑖𝑖 =
1

2𝐴𝐴
(𝑎𝑎𝑖𝑖 + 𝑏𝑏𝑖𝑖𝑟𝑟 + 𝑐𝑐𝑖𝑖𝑧𝑧),𝑁𝑁𝑗𝑗 =

1
2𝐴𝐴

�𝑎𝑎𝑗𝑗 + 𝑏𝑏𝑗𝑗𝑟𝑟 + 𝑐𝑐𝑗𝑗𝑧𝑧�,𝑁𝑁𝑘𝑘 =
1

2𝐴𝐴
(𝑎𝑎𝑘𝑘 + 𝑏𝑏𝑘𝑘𝑟𝑟 + 𝑐𝑐𝑘𝑘𝑧𝑧) (13) 

where 𝐴𝐴 is area of the triangle, and 𝑎𝑎, 𝑏𝑏 and 𝑐𝑐 are coefficients [12]. 
Combining the Eqs. 11 and 12, the variational form of any finite element in the computation 

domain (Fig. 4) can be expressed as: 
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𝐼𝐼(𝑒𝑒) =
1
2
��𝜆𝜆 𝑟𝑟 �

𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕 �
2

+ 𝜆𝜆 𝑟𝑟 �
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕 �
2

+ 2�𝜌𝜌𝜌𝜌𝜌𝜌 ∙
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕 �𝜗𝜗(𝑒𝑒)� 𝑑𝑑Ω
Ω(𝑒𝑒)

+
1
2
�𝑟𝑟 𝛼𝛼Γ1 �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞�

2
 𝑑𝑑Γ1 

Γ1(𝑒𝑒)

+
1
2
�𝑟𝑟 𝛼𝛼Γ2 �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞�

2
 𝑑𝑑Γ2 +

1
2
�𝑟𝑟 𝛼𝛼Γ3  �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞�

2
 𝑑𝑑Γ3 

Γ3(𝑒𝑒)

 
Γ2(𝑒𝑒)

 

(14) 

The minimization process starts by taking the derivative of the Eq. 14 by nodal temperature 𝜗𝜗𝑖𝑖, 𝜗𝜗𝑗𝑗 
and 𝜗𝜗𝑘𝑘 of every finite element. 

 
𝜕𝜕𝐼𝐼(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
= 0 (15) 

Combining the Eqs. 15 and 14 the minimization of the functional 𝐼𝐼(𝑒𝑒) for a particular node tem-
perature 𝜗𝜗𝑖𝑖 of the finite element 𝑒𝑒 is expressed as: 

𝜕𝜕𝐼𝐼(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
= � �𝜆𝜆 ∙ 𝑟𝑟 ∙

𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕
𝜕𝜕
𝜕𝜕𝜗𝜗𝑖𝑖

�
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕 �+ 𝜆𝜆 ∙ 𝑟𝑟 ∙
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕
𝜕𝜕
𝜕𝜕𝜗𝜗𝑖𝑖

�
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕 �
Ω(𝑒𝑒)

+ 2�𝜌𝜌 ∙ 𝑐𝑐 ∙ 𝑟𝑟 ∙
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜕𝜕 �
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
� 𝑑𝑑Ω

+ � 𝑟𝑟 ⋅ 𝛼𝛼Γ1  �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞�
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
 𝑑𝑑Γ1

Γ1(𝑒𝑒)

+ � 𝑟𝑟 ⋅ 𝛼𝛼Γ2  �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞�  
𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
𝑑𝑑Γ2 + � 𝑟𝑟 ⋅ 𝛼𝛼Γ2  �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞�

𝜕𝜕𝜗𝜗(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
 𝑑𝑑Γ3

Γ3(𝑒𝑒)

 
Γ2(𝑒𝑒)

 

(16) 

Line integrals in the Eq. 16 are equal to zero for nodes that do not lie on surfaces 𝛤𝛤1
(𝑒𝑒), 𝛤𝛤2

(𝑒𝑒), 𝛤𝛤3
(𝑒𝑒) 

(Fig. 4).  
The Eq. 16 can be further simplified into: 

𝜕𝜕𝐼𝐼(𝑒𝑒)

𝜕𝜕𝜗𝜗𝑖𝑖
= � �

𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕

∙ 𝜆𝜆 ∙ 𝑟𝑟 ∙
𝜕𝜕
𝜕𝜕𝜕𝜕

([𝑁𝑁]) ∙ {𝜗𝜗}𝑒𝑒 +
𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕

∙ 𝜆𝜆 ∙ 𝑟𝑟 ∙
𝜕𝜕
𝜕𝜕𝜕𝜕

(𝑁𝑁) ∙ {𝜗𝜗}𝑒𝑒 ∙ +2 ∙ 𝜌𝜌 ∙ 𝑐𝑐 ∙ 𝑟𝑟 ∙ 𝑁𝑁𝑖𝑖 ∙ [𝑁𝑁]
Ω(𝑒𝑒)

∙
𝜕𝜕 
𝜕𝜕𝜕𝜕

{𝜗𝜗}𝑒𝑒� 𝑑𝑑Ω(𝑒𝑒)

+ � 𝑁𝑁𝑖𝑖 ∙ 𝑟𝑟 ∙ 𝛼𝛼Γ1  �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞� 𝑑𝑑Γ1
Γ1

+ � 𝑁𝑁𝑖𝑖 ∙ 𝑟𝑟 ∙ 𝛼𝛼Γ2  �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞� 𝑑𝑑Γ2 + � 𝑁𝑁𝑖𝑖 ∙ 𝑟𝑟 ∙ 𝛼𝛼Γ3 �𝜗𝜗(𝑒𝑒) − 𝜗𝜗∞� 𝑑𝑑Γ3
Γ3

 
Γ2

 

(16a) 

Similar expression is obtained when using 𝑗𝑗 and 𝑘𝑘 nodes of the triangle finite element 𝑒𝑒. By group-
ing nodes 𝑖𝑖, 𝑗𝑗 and 𝑘𝑘 into the finite element 𝑒𝑒, the expressions can be transformed into final matrix 
equation: 

𝜕𝜕𝐼𝐼(𝑒𝑒)

𝜕𝜕{𝜗𝜗}(𝑒𝑒) = ��𝐾𝐾1
(𝑒𝑒)� + �𝐾𝐾2

(𝑒𝑒)�� {𝜗𝜗} + �𝐾𝐾3
(𝑒𝑒)�

𝜕𝜕
𝜕𝜕𝜕𝜕

{𝜗𝜗}(𝑒𝑒) − �𝑓𝑓(𝑒𝑒)� = 0 (17) 
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The Eq. 17 is defined with stiffens matrix �𝐾𝐾1
(𝑒𝑒)�, convective matrix �𝐾𝐾2

(𝑒𝑒)�, the capacitance matrix 

�𝐾𝐾3
(𝑒𝑒)� and the vector of nodal loads �𝑓𝑓(𝑒𝑒)� which have the following forms: 

Ω(𝑒𝑒) = 2𝑟𝑟𝑟𝑟 ⋅ A(𝑒𝑒) = 𝑟𝑟 ⋅ 𝜋𝜋�𝑟𝑟𝑖𝑖 ∙ �𝑧𝑧𝑗𝑗 − 𝑧𝑧𝑘𝑘� + 𝑟𝑟𝑗𝑗 ∙ (𝑧𝑧𝑘𝑘 − 𝑧𝑧𝑖𝑖) + 𝑟𝑟𝑘𝑘 ∙ �𝑧𝑧𝑖𝑖 − 𝑧𝑧𝑗𝑗��, 
 

�𝐾𝐾1
(𝑒𝑒)� =  �

⎣
⎢
⎢
⎢
⎢
⎡
𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑗𝑗
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑗𝑗
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑘𝑘
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑘𝑘
𝜕𝜕𝜕𝜕 ⎦

⎥
⎥
⎥
⎥
⎤

⋅ 𝜆𝜆 ∙ 𝑟𝑟 �1 0
0 1� ⋅ �

𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑗𝑗
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑘𝑘
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑗𝑗
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁𝑘𝑘
𝜕𝜕𝜕𝜕

� ⋅ 𝑑𝑑Ω(𝑒𝑒)

Ω(𝑒𝑒)

,  

�𝐾𝐾2
(𝑒𝑒)� = � � αΓ1 ∙ [𝑁𝑁]𝑇𝑇[𝑁𝑁] ∙ �

𝑟𝑟𝑖𝑖
𝑟𝑟𝑗𝑗
𝑟𝑟𝑘𝑘
� 𝑑𝑑Γ1 + � αΓ2 ∙ [𝑁𝑁]𝑇𝑇 ∙ [𝑁𝑁] ∙ �

𝑟𝑟𝑖𝑖
𝑟𝑟𝑗𝑗
𝑟𝑟𝑘𝑘
�𝑑𝑑Γ2

Γ2Γ1

+ � αΓ3 ∙ [𝑁𝑁]𝑇𝑇 ∙ [𝑁𝑁] ∙ �
𝑟𝑟𝑖𝑖
𝑟𝑟𝑗𝑗
𝑟𝑟𝑘𝑘
� 𝑑𝑑Γ3

Γ3

�, 

�𝐾𝐾3
(𝑒𝑒)� = � �2 ∙ 𝜌𝜌 ∙ 𝑐𝑐 ∙ 𝑟𝑟 ∙ �

𝑁𝑁𝑖𝑖
𝑁𝑁𝑗𝑗
𝑁𝑁𝑘𝑘
� ∙ [𝑁𝑁𝑖𝑖 𝑁𝑁𝑗𝑗 𝑁𝑁𝑘𝑘]� ∙

Ω(𝑒𝑒)

𝑑𝑑Ω(𝑒𝑒)

= � � 2 ∙ 𝜌𝜌 ∙ 𝑐𝑐 ∙ 𝑟𝑟 ∙ [𝑁𝑁]𝑇𝑇 ∙ [𝑁𝑁] ∙
Ω(𝑒𝑒)

𝑑𝑑Ω(𝑒𝑒)�, 

�𝑓𝑓(𝑒𝑒)� = � � 𝑟𝑟 ⋅  αΓ1 ∙ 𝜗𝜗∞ ∙ �
𝑁𝑁𝑖𝑖
𝑁𝑁𝑗𝑗
𝑁𝑁𝑘𝑘
� ∙ 𝑑𝑑Γ1

Γ1

+ � 𝑟𝑟 ⋅ αΓ2 ∙ 𝜗𝜗∞ ∙ �
𝑁𝑁𝑖𝑖
𝑁𝑁𝑗𝑗
𝑁𝑁𝑘𝑘
� ∙ dΓ2

Γ2

+ � 𝑟𝑟 ⋅ αΓ3 ∙ 𝜗𝜗∞ ∙ �
𝑁𝑁𝑖𝑖
𝑁𝑁𝑗𝑗
𝑁𝑁𝑘𝑘
� ∙ 𝑑𝑑Γ3

Γ3

� 

 
 

(18) 

The final form of the finite element equation is given when the first two matrices are combined 
and the third is renamed as �𝐾𝐾3

(𝑒𝑒)� = 𝑀𝑀(𝑒𝑒), so that: 

𝑀𝑀(𝑒𝑒) 𝜕𝜕
𝜕𝜕𝜕𝜕

{𝜗𝜗}(𝑒𝑒) +  𝐾𝐾(𝑒𝑒){𝜗𝜗} = 𝑓𝑓(𝑒𝑒) (19) 

Final form of the matrices in terms of shape functions with coordinates of the triangle centroid 
are given in the literature [12]  

By assembling all finite elements back into the domain, the global matrix equation is expressed 
as: 

��𝑀𝑀(𝑒𝑒) 𝜕𝜕
𝜕𝜕𝜕𝜕

{𝜗𝜗} + 𝐾𝐾(𝑒𝑒){𝜗𝜗} − 𝑓𝑓(𝑒𝑒)� = 0
𝐸𝐸

𝑒𝑒

 (20) 

To numerically solve the system of matrix Eq. 20, the time derivative has to be discretized by using 
finite difference method (FDM). The discretization starts by defining the variation of the temper-
ature in time. Using the Taylor series, the temperature at the 𝑛𝑛 + 1 time step can be expressed by 
using the previous time steps [10]:  
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𝜗𝜗𝑛𝑛+1 = 𝜗𝜗𝑛𝑛 + ∆𝑡𝑡
𝜕𝜕𝜗𝜗𝑛𝑛

𝜕𝜕𝜕𝜕
+
∆𝑡𝑡2

2
∙
𝜕𝜕2𝜗𝜗𝑛𝑛

𝜕𝜕𝑡𝑡2
+ ⋯ , (21) 

Assuming the second and higher order terms of the series (21) are neglected, the final form of the 
time discretization is shown as: 

([𝑀𝑀] + ∆𝑡𝑡[𝐾𝐾]){𝜗𝜗}𝑛𝑛+1 = [𝑀𝑀]{𝜗𝜗}𝑛𝑛 + ∆𝑡𝑡 {𝑓𝑓}𝑛𝑛+1 (22) 

The matrix Eq. 22 is complete set of equations used to solve the unknow nodal temperatures in 
time 𝑛𝑛 + 1. To calculate the nodal temperatures {𝜗𝜗}𝑛𝑛+1 previous nodal temperatures must be 
known. The procedure goes to the initial temperature field which is defined by the Ex. 5, so that 
the nodal temperatures of the time step 1 can be calculated: 

([𝑀𝑀] + ∆𝑡𝑡[𝐾𝐾]){𝜗𝜗}1 = [𝑀𝑀]{𝜗𝜗}0 +  ∆𝑡𝑡 {𝑓𝑓}1 (23) 

At any time step, the nodal temperatures can be estimated using the Eq. 23 and the initial condi-
tions (Eq. 5). The Eq. 23 represents the implicit method of the time discretization, which is much 
better for the computer implementation than explicit approach [4]. Unlike implicit, the time can 
be discretized by using different methods described in the literature [4]. Convergence criteria for 
both FEM and FDM is beyond the scope of the paper but can be found in the referenced literature 
[4-6]. 

2.5 Inverse heat transfer calculation using Levenberg-Marquardt approach 

Typically, the heat transfer problem is defined as the calculation of the temperature field for 
known boundary and initial conditions. Often the boundary conditions are not known and cannot 
be resolved due to practical reasons [24]. In such cases, the problem of the calculation of the 
boundary conditions is part of the integrated problem such that the temperature field is solved 
based on prior estimation of the boundary conditions. A possible way of estimating the boundary 
conditions is to have measuring points inside the computational domain. For every estimated 
value of the boundary conditions the calculated and measured temperature field are compared at 
the measuring points. Once the residual is computed and the squared error is calculated, the val-
ues of the boundary conditions are corrected for certain amount and the calculation process con-
tinue until the result reaches the satisfied accuracy. This process is known as Inverse Heat Trans-
fer Problem [5, 7, 15-17]. Since the solutions of the IHTP are unstable, the problem is recognized 
as ill-posed. The existence and uniqueness of the solution for IHTP can be proved only for specific 
cases, since it is very sensitive to random errors. This leads to the use of specific approaches in 
order to minimize the error influence and satisfy the stability of the solution. In general, the IHTP 
can be defined as the optimization problem, but there are some critical differences that distinguish 
these two methods from each other [14, 18, 19].  

Every inverse problem starts by defining the objective function 𝐶𝐶. Usually, the objective func-
tion is square error (SE) between actual (measured) and calculated field variable. The field varia-
ble for this paper is the temperature, so the objective function is expressed: 

𝐶𝐶 = (𝑌𝑌 − 𝜗𝜗)2 (24) 
where 𝑌𝑌 is the vector of the measured temperatures, and 𝜗𝜗 the vector of the calculated tempera-
tures.  

The measured temperatures are obtained during the experimental phase and the calculated 
temperatures are obtained by using the DHTP. The objective function 𝐶𝐶𝑡𝑡 at any time 𝑡𝑡 of the 
quenching process presented in the paper can be defined as modified version of the Eq. 23 as: 

𝐶𝐶𝑡𝑡(𝛼𝛼Γ) = ��𝑌𝑌𝑡𝑡
𝑗𝑗 − 𝜗𝜗𝑡𝑡

𝑗𝑗(𝛼𝛼Γ)�
2

𝑚𝑚

𝑗𝑗=1

 (25) 

where 𝑚𝑚 is number of measuring points, 𝑌𝑌𝑡𝑡
𝑗𝑗- measured temperature in point 𝑗𝑗 at time 𝑡𝑡, 𝜗𝜗𝑡𝑡

𝑗𝑗 calcu-
lated temperature in point 𝑗𝑗 at time 𝑡𝑡. The calculated temperature field is the solution of Eq. 4. The 
temperature field 𝜗𝜗 (𝑟𝑟, 𝑧𝑧, 𝑡𝑡) satisfies the boundary and initial conditions given by Eqs. 5 to 9 for 
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every point in the computational domain (R, H). To solve the Eq. 4, the boundary conditions must 
be resolved at any time. To resolve the boundary conditions, the heat transfer coefficients 𝛼𝛼Γ1 , 
𝛼𝛼Γ2 , 𝛼𝛼Γ3  from the Eqs. 5 to 9 must be known. In fact, the heat transfer coefficients become the 
unknown parameters of the IHTP. The Eq. 25 can be defined so that at any time 𝑡𝑡 the objective 
function 𝐶𝐶𝑡𝑡 depends on the current calculation of the vector of unknown parameters 𝛼𝛼Γ. 

The procedure of the unknown parameters’ optimization starts by minimizing the least square 
norm of the Eq. 25. The minimization of the expression can be estimated by equating the partial 
derivatives of the objective function to zero by every unknown parameter. 

At any time 𝑡𝑡, the gradient ∇ of the objective function 𝐶𝐶𝑡𝑡 in terms of the unknown vector 𝛼𝛼Γ can 
be expressed as: 

∇𝐶𝐶𝑡𝑡 = 2��−
𝜕𝜕𝜗𝜗𝑗𝑗

𝜕𝜕𝛼𝛼𝛤𝛤
� �𝑌𝑌𝑡𝑡

𝑗𝑗 − 𝜗𝜗𝑡𝑡
𝑗𝑗� = 0

𝑚𝑚

𝑗𝑗=1

 (26) 

Assuming there are 𝑚𝑚 measuring points, the sensitivity matrix 𝐽𝐽 of unknown parameters 𝛼𝛼Γ at 
time 𝑡𝑡 is expressed as: 

𝐽𝐽�𝛼𝛼Γ� =  

⎣
⎢
⎢
⎢
⎢
⎢
⎡ 𝜕𝜕𝜗𝜗

1

𝜕𝜕𝛼𝛼Γ1
𝜕𝜕𝜗𝜗1

𝜕𝜕𝛼𝛼Γ2
𝜕𝜕𝜗𝜗1

𝜕𝜕𝛼𝛼Γ3
𝜕𝜕𝜗𝜗2

𝛼𝛼Γ1
𝜕𝜕𝜗𝜗2

𝜕𝜕𝛼𝛼Γ2
𝜕𝜕𝜗𝜗2

𝜕𝜕𝛼𝛼Γ3
⋮ ⋮ ⋮

𝜕𝜕𝜗𝜗𝑚𝑚

𝛼𝛼Γ1
𝜕𝜕𝜗𝜗𝑚𝑚

𝜕𝜕𝛼𝛼Γ2
𝜕𝜕𝜗𝜗𝑚𝑚

𝜕𝜕𝛼𝛼Γ3⎦
⎥
⎥
⎥
⎥
⎥
⎤

 (27) 

By using Eqs. 27 and 25 the procedure of finding the unknown parameters is described in the 
literature [7, 14-20]. Since the quenching process is transient and nonlinear, the solution of the 
system equations derived from Eq. 26 can be obtained by iterative process based on the parame-
ter values from the previous step 𝛼𝛼𝑘𝑘Γ : 

𝛼𝛼𝑘𝑘+1Γ =  𝛼𝛼𝑘𝑘Γ + ∆𝛼𝛼𝑘𝑘Γ (28) 

The value ∆𝛼𝛼𝑘𝑘𝛤𝛤 is given as [20]: 

∆𝛼𝛼𝑘𝑘𝛤𝛤 = [[𝐽𝐽𝑘𝑘]𝑇𝑇 ∙  𝐽𝐽𝑘𝑘 +  𝜇𝜇𝑘𝑘  Ω𝑘𝑘]−1 [𝐽𝐽𝑘𝑘]𝑇𝑇 �𝑌𝑌 − 𝜗𝜗𝑘𝑘�𝛼𝛼𝑘𝑘Γ�� (29) 

where 𝜇𝜇𝑘𝑘 is positive real number called dumping parameter, and Ω𝑘𝑘 is the diagonal matrix of real 
numbers. They called Levenberg-Marquardt stability parameters. 

The parameters (𝜇𝜇𝑘𝑘 , Ω𝑘𝑘) dump the oscillations and instabilities due to ill-conditioned behav-
iour of the problem, so that they become large at the beginning of the iteration process, after which 
they decrease as the matrix [𝐽𝐽𝑇𝑇 ∙ 𝐽𝐽 ] becomes larger. Different initial values are proposed for the 
stability parameters. Usually, the matrix Ω𝑘𝑘 is initialized with Ω𝑘𝑘 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[[𝐽𝐽𝑘𝑘]𝑇𝑇 ∙  𝐽𝐽𝑘𝑘], while the 
dumping parameter is initialized at the beginning of the iteration process as 𝜇𝜇𝑘𝑘 = 10−3, and then 
gradually increased or decreased by factor 10 or 0.1 respectively [7]. The calculation of the sensi-
tivity matrix (Eq. 27) and stopping criteria of the Levenberg-Marquardt algorithm are described 
in the literature [7]. 

3. Application 
3.1 Experimental setup 

The experiment setup consists of a cylindrical probe made of the steel AISI 304. The main property 
of the material is no crystal conversion during the heating and quenching. The probe is heated at 
850 °C using electric furnace. Once the probe reached the temperature, it moved down toward the 
quenching bath with constant velocity until immersed in cooling fluid completely. Throughout the 
entire quenching process, the temperature of the cooling fluid is 40 °C. To maintain the constant 
temperature, the cooling fluid is constantly flowing upwards. The main aim of such kind of an 
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experiment is to provide axisymmetric heating and quenching, so that the mathematical descrip-
tion of the process would be as simplified as possible. There are 5 mayor components of the ex-
periment [21, 22, 24], (Fig. 5). 

During quenching process, temperature values are continuously measured in four points (1, 2, 
3, 4) by using thermocouples described in Fig. 3. Due to their many advantages, the thermocouples 
have long been used successfully in temperature metrology [2, 9]. They are practically composed 
of only two wires of different metals, joined together at one end, which produce a small voltage, 
depending on the temperature. Therefore, they are very easy to use, cheap, small in size, carefully 
designed, and can be used to measure a wide range of temperatures (–270-3000 °C) in different 
environmental conditions. An important property is that many combinations of thermocouples 
give an almost linear voltage output in a wide range of temperatures, which is important in cali-
bration and measurement process. The number of potential combinations of thermocouples is 
practically infinite because any two different metals can be used. The positions of the measured 
points in the cylindrical probe are depicted in Fig. 5 [21, 24]. Once the thermocouples are installed 
in the probe, the process of collection the data is controlled from the datalogger. The datalogger 
sends the data to the PC for further clean-up and preparation of the experimental results. The 
process of heating a probe took up to 4 hours. However, the process of quenching was completed 
in 100 to 700 seconds depending of the quenchant. 
 

 
Fig. 5 Schematic view of the experiment with the main components. The details show the layout of the measuring points 
 

3.2 Numerical simulation of the quenching process 

Once the experimental results are collected, the computer simulation starts by preparing the nu-
merical model for the IHTP. The computational domain is the cylinder of three different radii 12.5, 
25 and 37.5 mm and heights 100, 150 and 220 mm respectively, with 4 temperature sensors re-
cording at every half second. Three sensors are directly used in the IHTP, while the thermocouple 
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located at the symmetry axis was used as control point. As previously stated, the IHTP is defined 
as the estimation of the heat transfer coefficients at cylinder surfaces: 𝛼𝛼𝛤𝛤1 – bottom base, 𝛼𝛼𝛤𝛤2 – 
cylinder shell around bases, and 𝛼𝛼𝛤𝛤3 – top base. 

Previously, the IHTP of the cylinder quenching was solved by using Levenberg-Marquart 
method (LMM) and NSGA II [21, 24], where the DHTP was solved using COMSOL Multiphysics®. 
The reason of using NSGA II in combination with LMM is due to ill-conditioned problem and ina-
bility to solve the multi-objective optimization problem by using LMM only. Some of the disad-
vantages of this approach is slow convergence time and the complexity of the method as well as 
the nature of the NSGA II [24]. 

This paper presents a new approach for parameter optimization by using modified version of 
the LMM and implemented 1D and 2D axisymmetric solver for DHTP by using FEM (line and tri-
angle finite elements). To overcome ill-conditioned nature of the presented quenching process, 
the paper proposes two improvements of the LMM: 

1. Estimation of the initial values of the HTC by using 1D LMM, and 
2. Modified version of the calculation of the sensitivity matrix. 

3.3 Estimation of the initial values of the unknown parameters 
As can be seen throughout the literature, the initial parameter values of the LMM optimization are 
very important. The closer the initial values of the HTC parameter to the exact solution, the faster 
the convergence achieved [7, 19, 18, 14]. In order to estimate the initial HTC values (𝛼𝛼(1), 𝛼𝛼(2) and 
𝛼𝛼(3)), 1D LMM is performed for the three points in the computational domain separately, which is 
depicted in Fig. 3. Each of the 1D optimization process was performed for time 𝑡𝑡 =  1 to 𝑇𝑇, so that 
every time step has it own initial values. 

Once the initial values of the HTC were estimated, the main multi-objective LMM optimization 
is performed. As can be seen in Fig.1, the HTC values along the cylinder shell have nonlinear dis-
tribution. By knowing HTC values at three points along the cylinder height, one can interpolate 
the HTC values by using a known interpolation function. In order to interpolate the distribution 
of the HTC along the cylinder, bi-linear function through three points was used. Regarding the HTC 
distribution along the cylinder bases, the constant value is assumed. By using the interpolation 
function, the IHTP can be reduced to the estimation of the HTC parameters 𝛼𝛼(1), 𝛼𝛼(2) and 𝛼𝛼(3) (see 
Fig. 4). 
3.4 Calculation of the sensitivity matrix 
Since the HTC parameters are not independent of each other, the calculation of the sensitivity 
matrix (27) in the multi-objective LMM optimization produces the unstable equation system such 
that the iteration process falls into the local optimum. To overcome this problem, the sensitivity 
matrix (27) is calculated only for parameter which produces the highest error. The rest of param-
eters are not changed for the current iteration. In order words, inter-dependency of the unknown 
parameters in the sensitivity matrix is avoided by considering the most dominant parameter only, 
while the other parameters are not changed for the current iteration.  

The calculation of the most dominant HTC is expressed as: 

𝛼𝛼𝑚𝑚𝑚𝑚 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴(𝑌𝑌𝑡𝑡 − 𝜗𝜗𝑡𝑡(𝛼𝛼Γ )) (29) 

where Argmax function returns the HTC parameter 𝛼𝛼𝑚𝑚𝑚𝑚 which produces the maximum squared 
error.  

Once the most dominant parameter is determined, the sensitivity matrix (27) becomes:  

𝐽𝐽(𝛼𝛼𝑚𝑚𝑚𝑚) = �
𝜕𝜕𝜗𝜗𝑗𝑗

𝜕𝜕𝛼𝛼𝑚𝑚𝑚𝑚
� = �

𝜕𝜕𝜗𝜗1

𝜕𝜕𝛼𝛼𝑚𝑚𝑚𝑚
…

𝜕𝜕𝜗𝜗𝑚𝑚

𝜕𝜕𝛼𝛼𝑚𝑚𝑚𝑚
�
𝑇𝑇

 (29) 

The rest of the LMM procedure remains as originally proposed [7]. 
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3.5 The algorithm for the estimation of the unknown parameters 

The classic Levenberg-Marquart method (LMM) and related computational algorithm can be 
found in many books [7]. The difference of the algorithm variations can be identified in determi-
nation of the stability parameters, and the calculation of the sensitivity matrix. The paper presents 
the modified LMM version in the estimation of the initial parameter values, the determination of 
the most dominant parameters in the objective function, and the calculation of the sensitivity ma-
trix. 

The following listing present 1D LMM algorithm for the estimation of the initial parameter values: 
 

 
 

Three executions of the 1D LMM algorithm are performed in order to estimate three HTC param-
eters (𝛼𝛼(1), 𝛼𝛼(2) and 𝛼𝛼(3)) depicted in Fig. 3. 

The multi objective LMM starts by accepting the initial values of 𝛼𝛼(1), 𝛼𝛼(2) and 𝛼𝛼(3) for every 
time step: 
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The computer implementation of both algorithms as well as direct solver has been implemented 
in C# programming language and can be found at http://github.com/bhrnjica/quenching_simula-
tion. The Daany – DAta ANalYtics on .NET [23] library was used for the HTC interpolations, matrix 
algebra, and system of equations solver.  

The simplified flowchart of the computer implementation is shown in Fig 6. 

 
Fig. 6 Flowchart of the computer implementation of the numerical simulation 

4. Results of the numerical simulation 
With the modified implementation of the LMM, the numerical simulation of quenching process 
was performed on different cylinder geometries and different quenching fluids. In total, nine dif-
ferent numerical simulations were performed and compared with the experimental results. Table 
1 shows different cylinder geometries and related statistics of the finite element model. 

Table 2 shows combination of the cylinder dimension and quenchants used in the numerical 
simulation. Nine different numerical simulations were performed with different cylinder geome-
try and quenchant types. Each numerical simulation included estimation of the HTC parameters 
by solving IHTP of multi-objective function.  
Table 3 shows the overview of the error summary of each numerical simulation at every measured 
point. In total, 36 different error measures were performed by calculating minimum, maximum 
and average of the absolute and relative errors respectively. 

The nine different numerical simulations were performed to estimate the HTC at three cylin-
drical edges (𝛤𝛤1, 𝛤𝛤2 and 𝛤𝛤3). The HTC at 𝛤𝛤2 was changing along the cylinder height, hence it is inter-
polated by using bi-linear interpolation (Fig. 3). 
 

Table 1 Cylinder probe dimensions and corresponding FEM mesh used in the numerical simulation 
Cylinder (R, H), (mm) # of nodes # finite elements finite element type 

(25, 100) 660 1164 triangle 
(50, 150) 1213 2195 triangle 
(75, 225) 1949 3560 triangle 

 

http://github.com/bhrnjica/quenching_simulation
http://github.com/bhrnjica/quenching_simulation
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Table 2 Overview of the numerical simulations 
Numerical simulation Id Cylinder dim. (Φ, H), (mm) Quenchant type 

NS1 (25, 100) Water 
NS2 (50, 150) Water 
NS3 (75, 225) Water 
NS4 (25, 100) Aquatensid solution 5 % 
NS5 (50, 150) Aquatensid solution 5 % 
NS6 (75, 225) Aquatensid solution 5 % 
NS7 (25, 100) Isorapid oil 
NS8 (50, 150) Isorapid oil 
NS9 (75, 225) Isorapid oil 

 
Table 3 Overview of absolute and relative errors at measuring points 

Id MP      AEmax     AEavg     AEmin REmax (%) REavg (%) Remin (%) 

NS1 Tm1 1.8 0.8 0.0 3.2 0.9 0.0 
 Tm2 2.0 0.5 0.0 2.2 0.4 0.0 
 Tm3 9.2 3.8 0.2 11.0 1.7 0.0 
 Tm4 2.1 0.9 0.0 3.7 0.6 0.0 

NS2 Tm1 2.0 0.8 0.0 2.5 0.7 0.0 
 Tm2 1.9 0.5 0.0 3.2 0.3 0.0 
 Tm3 50.6 11.5 0.1 14.8 3.3 0.0 
 Tm4 1.6 0.6 0.0 1.7 0.3 0.0 

NS3 Tm1 2.0 0.6 0.0 2.9 0.5 0.0 
 Tm2 2.1 0.7 0.0 3.4 0.5 0.0 
 Tm3 33.6 6.2 0.1 5.4 1.6 0.1 
 Tm4 1.9 0.6 0.0 3.5 0.4 0.0 

NS4 Tm1 2.1 0.7 0.0 4.3 0.8 0.0 
 Tm2 2.1 0.6 0.0 3.6 0.5 0.0 
 Tm3 21.8 7.5 0.5 14.3 3.4 0.1 
 Tm4 2.0 0.6 0.0 3.9 0.4 0.0 

NS5 Tm1 4.4 0.8 0.0 4.9 0.8 0.0 
 Tm2 1.9 0.5 0.0 1.8 0.4 0.0 
 Tm3 37.7 8.5 0.4 14.8 3.6 0.0 
 Tm4 4.1 0.7 0.0 3.0 0.3 0.0 

NS6 Tm1 4.4 0.8 0.0 4.6 0.6 0.0 
 Tm2 2.0 0.9 0.0 2.8 0.4 0.0 
 Tm3 22.1 6.3 0.3 6.3 2.1 0.0 
 Tm4 3.8 0.7 0.0 3.7 0.4 0.0 

NS7 Tm1 2.1 0.8 0.0 4.0 0.7 0.0 
 Tm2 2.0 0.8 0.0 1.8 0.5 0.0 
 Tm3 27.3 7.7 0.1 11.1 2.5 0.0 
 Tm4 2.1 0.8 0.0 1.5 0.3 0.0 

NS8 Tm1 34.6 1.5 0.0 4.5 1.0 0.0 
 Tm2 8.9 0.7 0.0 1.4 0.4 0.0 
 Tm3 21.8 6.7 0.4 9.2 2.0 0.0 
 Tm4 10.4 0.8 0.0 1.2 0.3 0.0 

NS9 Tm1 12.8 0.7 0.0 1.5 0.2 0.0 
 Tm2 2.1 0.8 0.0 0.4 0.2 0.0 
 Tm3 23.4 8.0 0.3 6.5 1.7 0.0 
 Tm4 8.5 0.7 0.0 1.0 0.2 0.0 

 
The following 3 figures show the results of the numerical simulations for NS1, NS2 and NS3. 

Each figure consists of 4 images: a) comparison between experimental and numerical tempera-
tures at four measured points, b) residual plots of the measured and calculated temperatures, c) 
optimized values of the HTC parameters α1, α2, α3, and d) temperature filed calculated at five 
different times of quenching. 
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Fig. 7 Numerical results for cylinder 25 × 100 mm immersed in water 

 

 
Fig. 8 Numerical results for cylinder 25 × 100 mm immersed in 5 % aquatensid solution 

 
The greatest local deviations between measured and calculated temperatures can be identified at 
the location of the Tm3 thermocouple at the time when boiling phase of the quenching process is 
presented. The presented results in Table 3 are in all cases closer than the results in the cited 
literature [21, 24]. When comparing the results for the control point Tm3, the results show incon-
sistency e.g., NS2 has 50 °C deviation, while the results from the [24] has 40 °C. Other results of 
the control points are approximately the same.  

Regarding the optimization algorithms, the presented algorithms reduced the optimization 
time significantly and showed superiority to the algorithms cited in the literature [21, 24]. The 
whole optimization process at regular PC took less than 25 minutes for all 9 simulations, while 
compared algorithms took several hours only for one simulation [21, 24]. 
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Fig. 8 Numerical results for cylinder 25 × 100 mm immersed in Isorapid oil 

5. Conclusion 
The paper presents methods, algorithms, and results of the numerical simulation of quenching 
cylindrical steel probe. In the first part the derivation of partial differential equation of the heat 
transfer in cylindrical coordinates for axisymmetric problem domain was presented. In addition, 
the variational form of the partial differential equation was derived as the starting point of deri-
vation of the finite element procedure for DHTP. Subsequently, the IHTP was introduced and ap-
plied for the quenching of the cylinder which is immersed in three different quenchant. Since the 
multi-objective optimization of the HTC parameters is required, the paper present the modified 
version of the LMM in terms of parameter initial value calculation and determination of the most 
dominant parameter for sensitivity matrix calculation. To test the numerical simulation, three 
measuring points are installed beneath the cylinder surface and one measuring point in the centre 
of the cylinder. As the results show, in all cases of the measuring points beneath the cylinder sur-
face (Tm1, Tm2 and Tm4), the absolute and relative error are minimal and show great accuracy. 

However, for some cases at the measuring location Tm3, the results deviate up to 50 °C or 
14.8 % of the relative error. Analysis shows that the deviation of the results appeared in the “bub-
ble boiling” phase of the quenching where the gradients are very large and the applied approxi-
mation of the HTC was not good enough to estimate the temperature field. This can also be recog-
nized in Fig. 1 where the real HTC distribution along the cylinder height differs from the interpo-
lation function used in the numerical simulation.  

By comparing the presented results with the results from the literatures [21, 24], it can be con-
cluded that the calculated results are closer to measured results. The presented optimization al-
gorithm has significantly reduced the optimization process up to 25 minutes in comparison to the 
several hours in the literature [21, 24]. 
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A B S T R A C T A R T I C L E   I N F O 
The study of eccentricity minimization in cylindrical products helps to reduce 
the mechanical vibrations and wear of related mechanical parts such as bear-
ings, columns and gears which positively affects in maintenance costs savings 
and increasing production quality reliability. The main purpose of this paper 
is to investigate the effect of the eccentricity between the billet material and 
the die parts on the quality of the final product in the direct extrusion process. 
The input parameters to produce a cylindrical product shape are optimized in 
MINITAB based on Taguchi method and ANOVA. The selected material of the 
billet is the aluminium alloy AA2024, and the die material is Steel H13. The 
inputs parameters are the temperature, the die angle, the ram speed, and the 
presumed eccentricity. The finite element model of the process is simulated in 
DFORM-3D for providing the extrusion information such as the pressure, the 
effective stress and strain, the final product eccentricity, and the roundness 
error. The study is carried out on two cases of the presumed eccentricity in 
addition to a case of zero eccentricity. The single and multi-response optimi-
zations are executed to obtain the optimum parameters for the minimum 
product eccentricity and roundness error.  
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1. Introduction
Extrusion process is used to create different and complex cross-sectional areas with a good sur-
face finish. It is utilized in multiple shapes production such as strips, bars, tubes, hollow and sol-
id profiles, and it could achieve the energy and material savings [1]. Aluminium alloys (Al-alloy) 
are the most popular materials that provide a lot of valuable properties such as light metal 
weight, high process ability, rust resistance, eco-friendly and high strength with good ductility 
and toughness [2]. Al-extrusion is a widespread metal forming process for producing long and 
durable parts. Hot Al-extrusion process depends on forcing a preheated billet into a steel die 
with a specific design. Proper selection of the extrusion initial parameters such as billet temper-
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ature, ram pressure, die angle and ram pressure is the main aid to obtain a right extruded prod-
uct. However, during hot Al-extrusion process, various defects may happen and are responsible 
for reducing the quality of the final product and rising the scrap percentage and the product cost. 
These defects such as internal cracking, Pipe Formation, subsurface defects, Funnel formation, 
centre burst and the eccentricity whereas it is a common defect in the extrusion process [3]. 
Studying and optimizing the Al-extrusion parameters may help in improving the product quality, 
minimizing the defects, and decreasing the cost.  

In the past, extrusion parameters were selected according to the experience and consequent-
ly, the researchers tried to investigate the process parameters to obtain the optimum setting of 
the initial conditions. Yanran et al. [4] used the Finite-Element (FE) method to analyse the de-
formation stage of extrusion process according to the principle of minimum deformation force 
for optimizing the angle of the die. Jang et al. [5] aimed to study the numerical analysis of radial 
extrusion process combined with direct extrusion to investigate the forming properties of an AA 
2024 alloy in terms of material flow into the direct can and radial flange sections. Jurković et al. 
[6] determined the optimal direct extrusion parameters to minimize the extrusion load using 
Taguchi approach. Many researchers studied the effects of Al-extrusion parameters (billet tem-
perature, ram speed, die angle, etc.) that simulated through different finite element analysis 
solvers on the output responses. Zhang et al. [7] simulated the Al-extrusion process using 
HYPERXTRUDE to optimize the symmetry of the metal flow and the extrusion force using 
Taguchi and ANOVA. Jajimoggala [8] studied the effect of the extrusion parameters of AL6061 on 
the extrusion load and the effective stress using DOE and the analysis of variance. Bressan et al. 
[9] modelled the hot direct extrusion process of AL6060 through FVM and compared the results 
with the experimental results. Mai et al. [10] determined the ram speed and billet temperature 
in bars of Al-alloy to obtain the optimum of the surface roughness and the extrusion pressure. 
Francy et al. [11] dealt with the input parameters of the extrusion process such as half die angle, 
coefficient of friction, logarithmic strain and ram velocity using DEFORM-3D software and 
Taguchi approach to minimize the power consumption. Fernández et al. [12] studied the influ-
ence of the extrusion parameters on the manufacturing of Bimetallic cylinders combining of Ti-
Alloy sleeve and Mg-Alloy core using DOE by Taguchi Method. Medvedev et al. [13] developed an 
approach to increase productivity rate of the Al-extrusion by optimizing of extrusion dies design 
coupled with subsequent optimizing of extrusion parameters such as extrusion ratio, ram speed, 
lubrication using FM simulation. Few researchers have dealt with the defects of the aluminium 
extrusion process such as centre burst, surface cracking, eccentricity, and product roundness. 
Parghazeh and Haghighat [14] investigated the prediction of the central bursting defects in the 
extrusion process through Conical-Die. Ngernbamrung et al. [15] determined the extrudability of 
Aluminium alloy is by tearing appearance under extrusion parameters (temperature and speed). 
Yang et al. [16] used the velocity-transformed central-flow model for analysing the centre-
shifted of punch of the backward-extrusion for eccentric tubes from circular billets. The work 
hardening is considered, and the extrusion pressure is computed.  

Most of the pre-existing works carried on developing the optimized design with some varia-
tions in the input process parameters under different optimization techniques. There have been 
no reports on the attempts in the numerical studying of the effects of main input parameters 
including the misalignment between the billet and the extrusion on the eccentricity and the 
roundness of an extruded aluminium tubes. 

In this work, a combination of Finite Element Modelling (FEM) and Design of Experiments 
(DOE) is employed to study the effects of main extrusion process inputs on the eccentricity of a 
cylindrical product and its roundness. As a FEM for Hot-Direct-Extrusion process of AA2024 by 
DEFORM-3D software is applied to simulate the input parameters such as the billet temperature, 
the ram speed, the die angle, and the pre-eccentricity between the billet and the die. The outputs 
of the process such as the extrusion pressure, the stress and strain distribution, the eccentricity 
of the produced cylinder and its roundness are investigated. Taguchi Method is employed for 
DOE and an orthogonal array L9 is constructed by using a statistical software MINITAB 18. The 
multi-response of the outputs is discussed as the objectives are to minimize the extrusion pres-
sure, the product eccentricity and the roundness error and obtain the effective stress and strain. 
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Also, the ANOVA is adopted to verify and identify the sequence of importance of input parame-
ters on the final product quality. 

2. Materials and method 
Optimization of production parameters is a desirable research field in the recent eras [17]. To 
perform the modelling and simulation in this study for the experimental design of the certain 
cases of the hot extrusion process, the Taguchi-technique [18] using the statistical program 
MINITAB 18 is applied, the process elements (billet and die) are modelled in SolidWorks plat-
form and the Finite Element Analysis (FEA) for the process in each experiment is simulated in 
DEFORM-3D software. Finally, the ANOVA is adopted to identify and verify the importance of ex-
trusion parameters that affected on the eccentricity and the roundness error of the final product.  

2.1 Materials selection 

In this work, AA2024 alloy is selected as the billet-material. AA2024 has a high strength, light-
weight, a good fatigue and corrosion resistance and it is ranked as one of an optimal selected 
material for the aircraft and vehicle applications. The billet has a dimension with 64 mm Dia. and 
100 mm long. While H13 tool steel that offers High hardenability, excellent wear resistance and 
high toughness is selected as the die-material. Tables 1, 2 and Table 3 illustrate the chemical 
composition and the mechanical properties of the billet and the die materials, respectively. Fig. 1 
represents the SolidWorks 2018 modelling of the billet, the container, the ram, and the die with 
its proposed dimensions. 
 

Table 1 Chemical composition of AA2024 [19] 
Element Cu Mg Mn Fe Zn Si 

Wt.% 4.45 1.57 0.56 0.17 0.16 0.06 
 

Table 2 Chemical composition of H13 steel [20] 
Element C Si Mn Cr Mo V P S 

Wt.% 0.32-0.45 0.80-1.20 0.20-0.50 4.74-5.50 1.10-1.75 0.80-1.20 ≤ 0.030 ≤ 0.03 
 

Table 3 Mechanical and physical properties of AA2024 and H13 [21] 

 
 

    
                     a) Billet           b) Container          c) Ram     d) Die 

Fig. 1 SolidWorks geometrical models of the Billet, Container, Ram, and the Die with dimensions in mm (±0.05) 

2.2 Methodology 

For studying the effect of presumed eccentricity Epre in the hot extrusion process of AA2024, four 
input parameters namely, the billet temperature T, ram speed Rs, die angle α and the presumed 
eccentricity are considered in an optimization problem whereas the coveted responses will be 
the pressure p, stress σ, strain ɛ, the extruded product eccentricity Ec, and its roundness Ro. The 
levels of parameters are shown in Table 4. A L9 Taguchi orthogonal array for the selected pa-
rameters is constructed in MINITAB 18 and it is illustrated in Table 5.  

Mechanical 
properties 

Density 
(g/cm3) 

Melting point 
(ᵒC) 

Modulus of 
elasticity (GPa) 

 Poisson ratio UTS 
(MPa) 

AA2024 2.78 538-602 73.1  0.33 437 
H13 steel 7.80 1427 215  0.27-0.30 446 
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To study the effect of the presumed eccentricity on the quality of the final product, two cases 
of presumed eccentricity are adopted, and the results are compared to a zero case (Epre = 0). The 
supposed two cases are (1) eccentricity between the ram and billet (the billet, container and die 
have the same enter line) (2) eccentricity between the container and the billet (the ram, con-
tainer and die have the same centreline) as shown in Fig. 2. So, Finite Element Models for each 
experiment in the designed cases are constructed to study the optimum parameters for mini-
mum pressure, stress, strain, eccentricity in the extrude and the roundness error. the FEA of the 
modelled process is carried through in DEFORM-3D software whereas the material properties 
are selected from the software database. The Boundary Conditions (BCs) and the Mesh Proce-
dures (MP) for the simulated problem are introduced in Table 6. The outputs (pressure, stress, 
strain, the product eccentricity, and its roundness) for each experiment are exported to 
MINITAB to optimize the input parameters for the multi-responses in each case of eccentricity. 
Fig. 3 illustrates the simulation of extrusion steps in DEFORMTM-3D. The flowchart in Fig. 4 dis-
plays the procedures of the applied methodology and the steps sequence that are performed 
throughout the research. 
 

Table 4 Hot extrusion process input parameters and its levels 
Process parameter Level 1 Level 2 Level 3 

T (℃) 300 350 400 
Rs (mm/s) 1 2 3 
α (°) 12 16 18 
Epre (mm) 0.3 0.5 0.7 

 
Table 5 Taguchi orthogonal array L9 

No. of experiments T (℃) Rs (mm/s) α (°) Epre (mm) 
1 300 1 12 0.3 
2 300 2 16 0.5 
3 300 3 18 0.7 
4 350 3 12 0.3 
5 350 1 16 0.5 
6 350 2 18 0.7 
7 400 2 12 0.3 
8 400 3 16 0.5 
9 400 1 18 0.7 

 

  

(a) Case 1: Epre between ram and billet (b) Case 2: Epre between container and billet 
Fig. 2 Presumed eccentricity (Epre) cases in the simulated extrusion process 
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                    (a)                               (b)                             (c)                              (d)                              (e)                              (f) 

Fig. 3 Schematic demonstration of the extrusion simulation at different steps during the process 
 

Table 6 Boundary conditions of the simulated problem 
 Meshing element type  Tetrahedral  Starting step number  -1  Step increment   5 
 Mesh elements  8000 (elements)  No. of simulation steps  500, 250, 1000  
 Coefficient of friction  0.4  Room temperature  20 ᵒC 

2.3 Product eccentricity calculation 

The axis eccentricity of any cylindrical part may have much influence on the measurement re-
sults and the quality of its performance. Because of this came the importance of detecting the 
eccentricity of the final extruded product in this work. So, the eccentricity of the extruded prod-
uct is calculated by taking an image of each model from the DEFORM-3D platform and exporting 
it into SolidWorks platform. The tracking setting is used to identify the model and its dimen-
sions. Then, the billet axis is determined, as well as the axis of the extruded product. The axial 
eccentricity is computed by detecting the horizontal distance between the billet-centre and the 
product-centre as shown in Fig. 5. 

 

 
Fig. 5 Extruded Product Eccentricity 

 

Fig. 4 The flowchart of the procedures of the applied methodology 
and the steps sequence 

Fig. 6 Roundness Error using MZC method 
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2.4 Roundness error calculation 

Roundness means to how tightly an object's shape resembles that of an accurately ideal circle. It 
is generally measured by rotational techniques by calculating radial deviations from a rotating 
fixed axis that becomes the main reference for all measurements. Roundness error can measure 
by four methods: Least Squares Circles, Maximum Inscribed Circle, Minimum Circumscribed 
Circle and Minimum Zone circle [22]. In this work, a Minimum Zone circle (MZC) is used to 
measure the roundness error by utilizing two circles as references. One circle (C1) is depicted 
outside the rounded product profile just to contain the whole of it and the second circle (C2) is 
drawn inside so that it only addresses the profile of the product. The roundness error (Ro) here 
is the difference between the radius of the two circles outside and inside as shown in Fig. 6. 

3. Results and discussion 
As earlier mention, the input parameters in the simulated extrusion process problem include 
(T, Rs, α and Epre) and the output responses are (P, σ, ɛ, Ec and Ro). In this work, the single and 
multi-response optimization using Taguchi approach are applied for catching the optimum 
parameters to minimize the normal pressure, the product eccentricity, and the roundness-
error in the suggested cases of eccentricity. ANOVA analysis is also applied to study the effect 
of inputs on the required responses. 

As known, the statistical optimization has three types for optimizing data, they are (1) Nom-
inal-the-best “N-type” (2) Larger-the better “L-type” and (3) Smaller-the-better “S-type”. The 
objectives of “S-type & L-type” attempts are to identify the level of the optimal parameters to 
reach the smallest or greatest value of quality-characteristics. So, the smaller-the-better “S-
type” is planned to use in this optimization problem. 

3.1 Ideal case of eccentricity (No-presumed eccentricity) 

In this step of the research, the problem has no-presumed eccentricity (Epre = 0) while the billet 
and die parts are coaxial. After completion the simulation process in DEFORM-3D of nine exper-
iments (L9) of input parameters and the implementation of the statistical optimization in 
Minitab platform, it found that the optimum parameters are 400 ℃ as the temperature, 2 mm/s 
as the ram speed, and 16ᵒ as the die angle while the outputs are 59.9 MPa as the normal pres-
sure, 22.7 MPa as the stress and 10.8 as the strain. It was noted that the values of the product 
eccentricity Ec and the roundness error Ro were constant in all experiments. Their values are 
0.02 mm as the product eccentricity and 0.03 mm as the roundness. And this is logical while 
there is no presumed eccentricity between the die parts and the billet. Fig. 7 illustrates the main 
effects of means of the process parameters and Fig. 8 represents the simulation of the process 
and the values of the optimum outputs (pressure, stress and strain). 
 

 
Fig. 7 Main effects plot for means of process parameters in Ideal Case of Eccentricity 
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3.2 Presumed eccentricity cases 

The proposed eccentricity cases in this research are: 
Case (1): The presumed eccentricity Epre is between the billet and the ram while the billet, the 
container and the die have the same centreline. 
Case (2): The presumed eccentricity Epre is between the billet and the container while the ram, 
the container and the die have the same centreline. 
3.3 Single response optimization and ANOVA technique 
In this step, a single response optimization using MINITAB 18 is performed for both suggested 
eccentricity cases to realize the effect of the presumed eccentricity on the responses for each 
experiment. Then, ANOVA technique is applied to assess the competences of the input process 
parameters while extruding the AA2024. 

In the case (1), and by observing the results of the optimization problem, it was found that 
the increasing in Epre has an active impact on all outputs as the responses (P, Ec) are increased 
while σ, ɛ, and Ro decreases. In the case (2), it was observed that the increase in Epre was accom-
panied by a decrease in P, σ, and ɛ, and an increase in Ec and Ro. 

In the case (1), and by studying the one-way ANOVA results for each parameter, it was no-
ticed that the most effective parameter on the final product eccentricity Ec is the ram speed Rs 
with the contribution percentage about 37.81 % then the die angle α with the contribution per-
centage about 26.09 %. The results also showed that the most influential parameter on the 
roundness error Ro is the temperature T with the contribution percentage about 51.48 % then 
the ram speed Rs with the contribution percentage about 38.59 %. 

In the case (2), it was noted that the most effective parameter on Ec is the Rs with the contri-
bution percentage about 44.63 % then the presumed eccentricity Epre with the contribution per-
centage about 41.51 %. For the roundness error Ro response, the most influential parameter is T 
with the contribution percentage about 40.82 % then the die angle α with the contribution per-
centage about 27.79 %. 
3.4 Multi response optimization 
Under the situations of the single pattern of process parameters that may be optimal for certain 
specific characteristic however the same settings may have negative consequences for other 
quality aspects, the multi-characteristics-response-optimization may be the key. Since the multi-
response in Taguchi method is a common technique that can deal with multi-data at the same 
time, it will be used in this work. and it will be followed by ANOVA technique to get the contribu-
tion percentage of the input parameters as it reveals the influence of each parameter on the re-
sponses.  

In this statistical optimization problem, and for the nine proposed experiments (L9), the Sig-
nal to Noise ratio (S/N) plots are studied to determine the optimal parameters values for mini-
mizing the objectives. 

 

 
 

Fig. 8 Simulation of the process and the values of optimum responses in Ideal case of Eccentricity 



Elplacy, Samuel, Mostafa 
 

40 Advances in Production Engineering & Management 17(1) 2022 
 

In the case (1), by using the responses data that is represented in Table 7, and by applying the 
multi response technique, it was found that the experiment No. 3 has the optimum process pa-
rameters that lead to obtaining the desired objectives of optimizing the responses P, Ec, σ, ɛ, and 
Ro. The parameters are the temperature T = 300 ℃, the ram speed Rs = 3 mm/s, presumed ec-
centricity Epre = 0.7 mm, and the die angle α = 18°. The optimal values of output responses are the 
pressure P = 376 MPa, the effective stress σ = 85.6 MPa, the effective strain ɛ = 6.75, the product 
eccentricity Ec = 0.46 mm and the roundness Ro = 2.61 mm. Fig. 9 shows the main effects of 
means for the input process parameters and Fig. 10 represents the DEFORM-3D simulation of 
the extrusion process of the experiment No. 3 for the optimum responses P, σ, and ɛ. 
 

Table 7 Input parameters and output responses data of L9 Taguchi array for case (1) 

 

 
Fig. 9 Main effects plot for means of process parameters in Case (1) 

 

                                                                      
Fig. 10 Simulation of the Extrusion process of the optimal responses in Case (1) using multi-response optimization 
 
In the case (2), by using the responses data that is represented in Table 8, and by applying the 
multi- response optimization, it was noticed that the experiment No. 4 has the optimum process 
parameters that get the objective. The optimum responses are found at T = 350 ℃, Rs = 1 mm/s, 
Epre = 0.5 mm, and α = 18°. The optimal values of output responses are the pressure p = 575 MPa, 
the effective stress σ = 90.6 MPa, the effective strain ɛ = 8.74, the product eccentricity Ec = 0.92 
mm, and the roundness Ro = 6.42 mm. Fig. 11 shows the main effects of means for the input pro-

No. T 
(°C) 

Rs 
(mm/s) 

Epre 
(mm) 

α 
(°) 

P 
(MPa) 

σ 
(MPa) 

ɛ Ec 
(mm) 

Ro 
(mm) 

1 300 1 0.3 12 937 89.9 7.43 7.71 3.09 
2 300 2 0.5 16 757 122.0 6.78 0.76 1.84 
3 300 3 0.7 18 376 85.6 6.75 0.46 2.61 
4 350 1 0.5 18 1260 91.0 7.75 8.77 5.13 
5 350 2 0.7 12 621 88.0 8.19 3.55 4.49 
6 350 3 0.3 16 586 96.0 6.45 2.51 3.07 
7 400 1 0.7 16 1170 79.5 6.66 2.74 2.38 
8 400 2 0.3 18 759 83.0 5.30 3.96 2.74 
9 400 3 0.5 12 499 72.6 6.06 8.35 2.96 
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cess parameters of case (2), and Fig. 12 represents the DEFORM-3D simulation of the extrusion 
process of the optimum experiment No. 4 for the optimum responses (P, σ, ɛ) and that obtains 
the minimum product eccentricity Ec. 
 

Table 8 Input parameters and output responses data of L9 Taguchi array for case (2) 

 

 
Fig. 11 Main effects plot for means of process parameters in case (2) 

 

  

 

Fig. 12 Simulation of the Extrusion process of the optimal responses in case (2) using multi-response optimization 

3.5 Study the effect of process parameters on the responses 
It is important to study the cause-effect relationships among inputs to understand the multivari-
ate nature of the simulated extrusion process. Frequently in the extrusion process, the tempera-
ture, the ram speed, and the die angle are the vital and basic process parameters that have a 
great influence on the product quality and the amount of the energy consumption. Additionally, 
the extruded product and the process productivity often depend on the die parts accuracy and 
the coaxially between these parts and the billet material. So, the study of the eccentricity effect 
must be inserted in the crib of the effective extrusion parameters. In this section the impact of 
input parameters on the responses that lead to high productivity and performance is discussed. 

In the case (1): The optimum experiment (Exp. No. 3) shows that the highest value of Ram 
Speed (Rs = 3 mm/s) has a significant effect in reducing the pressure response which means 
savings in the energy consumption. Consequently, the extrusion rate increases with increase in 
the value of the ram speed. This happens due to the work hardening of the billet material during 

No. T 
(°C) 

Rs 
(mm/s) 

Epre 
(mm) 

α 
(°) 

P 
(MPa) 

σ 
(MPa) 

ɛ Ec 
(mm) 

Ro 
(mm) 

1 300 1 0.3 12 284 70.9 10.20 11.24 2.96 
2 300 2 0.5 16 536 89.9 9.76 23.94 1.10 
3 300 3 0.7 18 291 76.8 6.55 47.59 7.18 
4 350 1 0.5 18 575 90.6 8.74 0.92 6.42 
5 350 2 0.7 12 358 83.2 9.22 51.01 13.92 
6 350 3 0.3 16 519 73.4 11.80 10.06 3.17 
7 400 1 0.7 16 325 90.9 6.53 12.89 1.81 
8 400 2 0.3 18 308 81.9 9.14 35.84 4.81 
9 400 3 0.5 12 526 88.4 14.80 5.25 1.30 
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the process. The selected value of ram speed leads to an appropriate effective stress and strain 
for the deformation occurrence. The Higher the ram speed also obtains the minimum the prod-
uct eccentricity and an acceptable value of roundness error while comparing with its values in 
the other experiments. 

Die Angle plays a central role in the hot extrusion. In Exp. No. 3, Die angle recorded the max-
imum (α = 18°). Concurrently, the higher the die angle produces more metal flow. It is expected 
that while a die angle increases, the extrusion pressure will increase, but here it is combined 
with other parameters and a multi response optimization is executed, and the result is to obtain 
the lowest value of the pressure. The maximum value of the die angle also helps to obtain the 
minimum product eccentricity and an acceptable roundness error. 

It is known that the high billet temperatures will reduce the extrusion pressure and the pro-
ducer must decrease the ram speed to avoid the press and die parts deterioration. In this case of 
research, the lowest value of Temperature (T = 300 ℃) is selected in the optimum group of input 
parameters. It successfully leads to obtain the lowest pressure and product eccentricity and a 
suitable effective stress and strain to deform the billet material.  

The Presumed Eccentricity achieves its highest value (Epre = 0.7 mm) in the optimum experi-
ment. This parameter is combined with other optimum inputs to obtain the minimum pressure, 
product eccentricity, an acceptable roundness and a suitable stress and strain to produce the 
plastic deformation. So, this means that it has slight effect on the output responses while com-
paring with other parameters in the optimum experiment. 

In the case (2): By studying the values of input parameters that represent the optimum exper-
iment (Exp. No. 4), it is found that the Ram Speed achieves the lowest level (Rs = 1 mm/s) which 
will occur a larger torque. This is exhibited in the corresponding value of pressure response as it 
reaches the maximum whenever compared to the other values of pressure. The effective stress 
is also reached the highest which is desirable especially in the start of the forming region. Con-
currently, the effective strain increases drastically, which helps to cause more billet deformation. 
As while the product eccentricity may achieve the lowest value with the selected optimum pa-
rameters the roundness error yields a relatively large value. The increase in the Temperature (T 
= 350 ℃) and the achievement of the die angle to its highest level (α = 18°) helped in obtaining 
these responses value. The effect of the Presumed eccentricity appears here effectively on the 
quality of the final product and its ability to negatively affect the outputs if its value increases. 
This is evident by comparing the value of the product eccentricity and roundness error at the 
optimum experiment with its other values. 
3.6 Comparison between ideal and eccentricity cases  
The main target of this research is to study the presence of the presumed eccentricity whether 
between the die parts or with the billet and its effect on the extrusion product quality (product 
eccentricity and roundness error). And based on the idea that there must be an initial eccentrici-
ty, even if it is very small, between the extrusion process parts, the basis of the comparison be-
tween cases is to obtain the optimum value of product eccentricity. By observing the optimum 
experiment in the ideal and both eccentricity cases, it is found that the global minimum product 
eccentricity is (Ec = 0.46 mm). It occurs while the eccentricity is between the billet and the ram, 
case (1). Table 9 illustrates the responses values for the three cases of eccentricity at the opti-
mum parameters of case (1), as T = 300 ℃, Rs = 3 mm/s, Epre = 0.7 mm and α = 18°. Table 10 
shows the increase and decrease in the responses where the optimal parameters are used while 
comparing each two cases separately. Also, by noticing the results of comparison in the Table 10 
and, it is found that the run time of simulated process under a selected optimum parameter of 
the case (1) is suitable and acceptable for achieving the simulation. 

Table 9 Responses Data and Run Time consuming of DEFORM-3D simulation at the selected input parameters 
        (T = 300, Rs = 3, Epre = 0.7, α = 18°) for all Eccentricity Cases 

Eccentricity Case P (MPa)  σ (MPa) ɛ Ec (mm) Ro (mm) Time (min) 
Ideal Case (Epre = 0) 106  29.7 7.34 0.02 0.03 50 

Case (1) 376  85.6 6.75 0.46 2.61 25 
Case (2) 291  76.8 6.55 47.59 7.18 15 
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Table 10 Status of Responses while comparing between Ideal case and Eccentricity cases (1 and 2) 

3.7 ANOVA analysis of extrusion process parameters 

ANOVA is a statistical technique for detecting the process parameters that notably affected the 
product quality. In this section, the ANOVA results of product eccentricity Ec and roundness er-
ror Ro responses are analysed for the optimum parameters in both cases of eccentricity. The 
Degree of Freedom (DF), the Sum of Squares (SS), the Mean Square (MS), F-value, P-value and 
the Contribution percentage are calculated and tabulated.  

In the case (1), by noticing the results of ANOVA, it found that the most effective parameter on 
the product eccentricity Ec is the presumed eccentricity Epre with 37.8 % contribution percent-
age. The ram speed Rs with the contribution of 26.09 % is ranked the second most influential 
parameter and it is. followed by the die angle α with 11.27 %. The least affecting parameter is 
the temperature T with the contribution percentage 9.84 %.  

Moreover, the most effective parameter on the roundness Ro is the temperature T with 51.48 
% contribution percentage. The presumed eccentricity Epre with the contribution of 5.13 % is 
ranked the second most influential parameter and it is followed by the ram speed Rs with 4.77 %. 
The least affecting parameter is the die angle α with the contribution percentage 0.024 %. 

In the case (2), by observing the ANOVA results, it found that the most effective parameter on 
Ec is the Rs with 44.62 % contribution percentage. The Epre with the contribution of 41.52 % is 
the second most influential parameter and it is followed by the T with 5.33 %. The least affecting 
parameter is the α with the contribution percentage 0.63 %.  

Additionally, the most effective parameter on the roundness Ro is the temperature T with 
40.82 % contribution percentage. The presumed eccentricity Epre with the contribution of 22.55 % 
is the second most influential parameter and it is followed by the ram speed Rs with 8.83 % then 
the α is come with the minimum contribution percentage 0.056 %. 

4. Conclusion 
This research addresses the input parameters in a hot direct extrusion process of AA2024 to 
explore the minimization of the final product eccentricity and its roundness error.  

The statistical and numerical study is successfully executed by using MINITAB 18 and 
DFORM-3D software. The single and the multi-response optimizations based on Taguchi method 
and the Analysis of Variance are applied effectively to obtain the optimum parameters for mini-
mum objectives in both suggested cases of eccentricity in addition to the case of zero eccentricity.  

In the first case of eccentricity (the eccentricity between the billet and the ram), the multi-
response results displayed that the optimal input parameters are T = 300 ℃, a = 18°, Epre = 0.7 
mm and Rs = 3 mm/s to obtain the minimum final product eccentricity Ec that equal to 0.46 mm 
and while the roundness Ro is equal to 2.61 mm. 

In the second case of eccentricity (the eccentricity between the billet and the container), the 
multi response results showed that the optimal input parameters are T = 350 ℃, a=18°, Epre = 0.5 
mm and Rs = 1 mm/s to obtain the minimum final product eccentricity Ec that equal to 0.92 mm 
and while the roundness Ro is equal to 6.42 mm. 

In the case (1), the results of the ANOVA analysis exhibited that the most effective input pa-
rameter on Ec is Epre with 37.8 % contribution percentage, then Rs with 26.09 %, then α with 
11.27 % and T with 9.84 %. The most effective parameter on the roundness Ro is T with 51.48 % 
contribution percentage, then Epre with 5.13 %,  Rs with 4.77 %, and α with 0.024 %. 

In the case (2), the results of the ANOVA analysis demonstrated that the most effective pa-
rameter on Ec is Rs with 44.62 % contribution percentage, then Epre with 41.52 %, T with 5.33 %, 
and α with 0.63 %. The most effective parameter on the roundness Ro is T with 40.82 % contri-
bution percentage, then Epre with 22.55 %, Rs with 8.83 % and α with 0.056 %. 

No. Cases P σ ɛ Ec Ro Run Time 
1 Ideal-Case1 ↑ ↑ ↓ ↑ ↑ ↓ 
2 Ideal - Case2 ↑ ↑ ↓ ↑ ↑ ↓ 
3 Case1- Case2 ↓ ↓ ↓ ↑ ↑ ↓ 
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A B S T R A C T A R T I C L E   I N F O 
The aim of this paper is to investigate scheduling problems in manufacturing. 
After a brief introduction to the modelling approach to the scheduling prob-
lem, the study focuses on the optimization approach to the scheduling prob-
lem. Firstly, the different optimization approaches are categorised and their 
respective advantages and disadvantages are shown. This is followed by a 
detailed analysis of the characteristics and applicability of each of the com-
monly used optimization approaches. Finally, a case study is presented. A 
mathematical model is developed with the objective of minimising the maxi-
mum completion time for a mixed flow shop scheduling problem, and a genet-
ic algorithm is used to solve the problem. The validity of the model is verified 
through the case study, which can provide a reasonable scheduling solution 
for actual manufacturing. This provides a reference for the selection and use 
of methods for solving scheduling problems in practical production. 
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1. Introduction
In today's rapidly developing technology, manufacturing plays an important role in the devel-
opment of the national economy. How to reduce manufacturing costs is often the primary issue 
that manufacturing companies need to consider, and how to strengthen production management 
capabilities, improve production efficiency and reduce production and operating costs is attract-
ing increasing attention. These problems can be solved by optimising the production scheduling 
arrangements [1, 2]. Production scheduling is the efficient arrangement of production processes 
based on certain scheduling objectives to achieve job scheduling and optimal allocation of re-
sources within the constraints of time and other conditions [3]. The level of scheduling decisions 
often determines the ability of the business to achieve cost reductions and respond quickly to 
market demands. Scheduling optimisation on the manufacturing floor is therefore a key concern 
for modern manufacturing companies. 
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Scholars have used different algorithms to model and optimise different job shop scheduling 
problems such as single-machine scheduling and multi-machine scheduling. This paper firstly 
reviews and summarises the optimization approaches used by scholars for scheduling problems 
in the past, and analyses the advantages and disadvantages of different approaches and the ap-
plicable environment, which can provide reference for subsequent scholars in the selection of 
optimization approaches for production scheduling problems. The hybrid shop scheduling prob-
lem is more complex than the general shop scheduling problem. This is because there are paral-
lel machines for certain processes in the process and machine selection is required for the ma-
chining of the workpiece. Therefore, this paper chooses to conduct a case study for the hybrid 
flow shop scheduling problem. A mathematical model is developed and solved using a genetic 
algorithm, and the validity of the model is then verified.  

2. Literature review 
The problem of workshop scheduling has been studied by a very large number of national and 
international scholars. Song and Yang solved the scheduling problem with a real-time scheduling 
algorithm based on a branch-and-bound algorithm and an artificial neural network [4]. Yang 
proposed a multi-objective hybrid genetic algorithm that incorporates local search into evolu-
tionary computation to solve the scheduling problem for flow shops [5]. Zhoudesigned a genetic 
algorithm-based production scheduling optimization model for multiple processes and ma-
chines [6]. Zheng and Pan proposed an improved discrete firefly optimization algorithm com-
bined with a local search algorithm to solve the flexible job shop scheduling problem, and con-
ducted simulations to verify the effectiveness of the algorithm [7]. Li et al. solved the dual-
objective hybrid flow shop scheduling problem based on genetic algorithms, combining with 
small habitat techniques [8]. Wang et al. established a model for the single-machine scheduling 
problem considering equipment availability constraints with the optimization objective of min-
imizing the total delay time, and then solved it with a genetic algorithm, which can effectively 
cope with the impact of equipment availability on production scheduling [9]. 

There are always uncertainties in a system that cause project delays [10, 11]. Regarding the 
uncertainty condition constraint, Chen et al. established a fuzzy multi-objective scheduling mod-
el to effectively solve the replacement flow shop scheduling problem considering processing 
time and fuzzy lead time [12]. You et al. established a dynamic scheduling method based on 
game theory, considering machine failures in flexible job shop scheduling, and developed a mul-
ti-stage complete information static game model for the scheduling problem under failures [13]. 

In foreign research, Chen, Y.R. et al. developed two mixed integer programming models for 
the single-machine scheduling problem with flexible maintenance and non-recoverable opera-
tions [14]. Grznar et al. have developed a simulation model to simulate the logistics system, 
which can determine the state of the plant layout and effectively suggest solutions to problems 
in production and supply [15]. Wang et al. studied the disassembly of a product and applied an 
intelligent algorithm to solve the disassembly line balancing problem [16]. Liu et al. developed a 
mathematical model considering constraints such as variable machining times and intermittent 
machining with an objective of completion time and energy consumption, using a forging shop 
as a study [17]. Paternina-Arboleda et al. presented a heuristic algorithm based on bottleneck 
stage identification for the flow shop completion time minimization problem, rescheduling the 
sequence of workpieces on the bottleneck stage [18]. Yang and Wang proposed a novel hybrid 
method of adaptive neural networks and heuristics in solving the shop floor scheduling problem 
[19]. Torabi et al. presented a new mixed-integer nonlinear programming design for determin-
ing machine allocation, sorting, batching, and scheduling decisions, which was solved using an 
enumeration method [20]. Vincent et al. took constraints such as machine capacity and time lag 
into account and proposed a mixed integer linear programming and constrained programming 
model, which was solved using a meta-heuristic algorithm [21]. 
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3. A brief overview of methods for solving production scheduling problem 
The production scheduling problem can be described as the scheduling of materials, processing 
time and sequences of operations with the objective of optimising manufacturing time or costs, 
etc., subject to various conditions. In a shop floor production system, production scheduling 
problems can be classified into the following types depending on the processing method: single 
machine scheduling problems, parallel machine scheduling problems, flow shop scheduling 
problems, hybrid flow shop scheduling problems, job shop scheduling problems and open shop 
scheduling problems [22, 23]. There are several modelling methods for solving shop floor 
scheduling problems, comprising three main categories, mathematical programming method, 
graph and network method and simulation method [24]. The core of the mathematical planning 
method is that the relationships between variables in a system can be expressed by correspond-
ing mathematical relationships, the diagram and network method mainly includes activity cycle 
diagrams, critical path method, etc. The simulation method is based on the establishment of a 
system model to express the system behaviour, which is transformed into a computer simula-
tion program. Each of the three types of methods has its own advantages and disadvantages, and 
the one that is more frequently used is the mathematical planning method. Once a mathematical 
model has been built for the shop floor scheduling problem, the problem needs to be solved us-
ing the appropriate algorithms, which can be divided into two main categories: exact methods 
and approximate methods. 

Precision methods can be used to solve scheduling optimisation or sub-optimisation prob-
lems, with the advantage that the global optimum solution is guaranteed and is suitable for solv-
ing problems that require high precision. The precise methods commonly used include mathe-
matical programming method and branch and bound method. Mathematical planning methods 
can be divided into integer programming, mixed integer programming, Lagrangian relaxation 
method and decomposition method. However, the disadvantage is that it can only solve small-
scale problems and is slow, and its use is limited for complex problems. 

 

 
Fig. 1 Methods for solving scheduling problems 
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The opposite is true of the approximation method, which gives a quick solution to the prob-
lem, but has the disadvantage that there is no guarantee of an optimal solution. It is suitable for 
large-scale problems and better meets the needs of real-world problems. Approximation meth-
ods can be further divided into three main categories: construction method, artificial intelligence 
method and local search algorithm. The construction methods mainly include dispatching rule 
method, interpolation method and bottleneck-based heuristic method, etc. Artificial intelligence 
algorithms mainly include constraint satisfaction, expert systems, neural networks, multi-
intelligent body techniques, and meta-heuristics (e.g., genetic algorithms, ant colony algorithms, 
etc.) Finally local search algorithms, mainly represented by simulated annealing method and 
taboo search, etc. The main structure and some common algorithm features are shown in Figs. 1 
and 2. 

 
Fig. 2 Characteristics of scheduling problem solving methods 
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When using exact methods to solve scheduling problems, the optimal solution to the problem 
can be obtained. However, traditional optimisation methods such as linear programming, dy-
namic programming and branch-and-bound methods are slow and more suitable for solving 
small-scale shop floor scheduling problems, while complex shop floor scheduling problems are 
difficult or impossible to solve quickly. For large-scale scheduling problems, approximate meth-
ods are often a better choice. Approximation methods differ from exact methods in that they do 
not seek the optimal solution to a scheduling optimisation problem, but rather aim to find a 
more satisfactory solution in a given amount of time.  

Among the construction methods, the assignment rule method contains First Come First 
Served, Shortest Processing Time, Earliest Due Date and so on. They are based on information 
such as processing times, delivery deadlines, number of parts and workshop conditions, which 
determine which rules are used to optimise the scheduling solution. They are characterised by 
their simplicity of calculation and the possibility of obtaining a satisfactory solution, but only the 
current state is considered. In practice, it can be used in combination with a variety of rules or 
with other intelligent optimisation algorithms. In addition, the construction method also con-
tains a bottleneck-based heuristic method, which in turn includes the bottleneck shifting method 
and the shot-beam search method. The advantage of this method is the better quality of the solu-
tion, the disadvantage is the long computation time and the complexity of the implementation. 

The most popular and widely used algorithms are intelligent optimisation algorithms, which 
originate from the summary and simulation of certain unique natural phenomena and laws, and 
involve a wide range of disciplines, and have unique advantages for solving complex scheduling 
optimisation problems. These algorithms can be divided into artificial intelligence and local 
search algorithms according to their principles. Commonly used artificial intelligence methods 
are constraint satisfaction, multi-intelligence techniques, expert systems, neural networks, ge-
netic algorithms, ant colony algorithms and particle swarm optimisation. Constraint satisfaction 
methods can give guidance on scheduling problems to a certain extent. Multi-intelligent body 
techniques methods require experience and knowledge. The expert system approach has a long 
development cycle and is strictly domain specific. Neural network methods are less computa-
tionally efficient and more suitable for small-scale problems. Genetic algorithms have low math-
ematical requirements and are highly flexible in their application. Ant colony algorithms can be 
used to solve complex combinatorial optimisation but are slow to converge. Particle swarm op-
timisation methods were originally used for continuous problem optimisation. 

Finally, there are local search algorithms. The main local search algorithms commonly used 
are simulated annealing and taboo search. The simulated annealing method is not able to obtain 
a good solution very quickly and is suitable for use in combination with other algorithms. The 
taboo search method is faster and is also suitable for use in combination with other algorithms. 

As mentioned above, different types of job shops have different modes of operation, so differ-
ent models can be built to solve the production scheduling problem for different job shops using 
different algorithms. This paper selects the mixed flow shop scheduling problem as the research 
object, establishes the scheduling optimization mathematical model, and solves it by genetic 
algorithm. 

4. Problem statement and research methodology 
4.1 Production scheduling model for hybrid flow shop 

Hybrid flow shop scheduling, which is also called flexible flow shop scheduling, exists in a wide 
range of areas and is more complex than the normal flow shop [25]. Its machining structure is 
shown in Fig. 3. Workpieces are processed in several stages, each of which may have several 
optional machines, and the workpieces are processed in a fixed sequence. The hybrid flow shop 
scheduling problem is more closely related to actual manufacturing and is therefore the most 
used. In this paper, we aim to develop a mathematical model for production scheduling in a hy-
brid flow shop with the objective of minimising completion time. 
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Fig. 3 Processing diagram of the hybrid flow shop 

 
The scheduling problem in a mixed flow shop can be characterised as follows: there are n 

parts to be machined {N1, N2,..., Nn} on m machines {M1, M2,..., Mm}, where at least one machine 
exists for each process and parallel machines exist for at least one process, and any of the paral-
lel machines can be selected to process the process. The purpose of scheduling is to find the se-
quence of workpieces in the overall production plan and to select the most suitable equipment 
for each process so that the scheduling solution is optimal. 

Model hypothesis: 

1) Only a maximum of one workpiece can be machined on one machine at any one time. 
2) A workpiece can only be processed by one machine at any one time. 
3) Once the machine has started working on the workpiece, it cannot be interrupted and 

must complete the process. 
4) Each workpiece is processed strictly in its own sequence. 
5) Each workpiece is processed in each process in strict accordance with the optional equip-

ment. 
6) Equal machining priority between different workpieces. 

Model building: 

The objective function is as follows. 

 𝑚𝑚𝑚𝑚𝑚𝑚 𝑓𝑓 = 𝑚𝑚𝑚𝑚𝑚𝑚{𝑚𝑚𝑚𝑚𝑚𝑚 𝑇𝑇𝑘𝑘} , 1 ≤  𝑘𝑘 ≤ 𝑚𝑚 (1) 
The constraints are as follows. 

 
�𝑥𝑥𝑖𝑖𝑖𝑖 = 1, 𝑝𝑝 = 1,2, … , 𝑛𝑛
𝑛𝑛

𝑝𝑝=1

 
 

(2) 

 

 
�𝑥𝑥𝑖𝑖𝑖𝑖 = 1, 𝑖𝑖 = 1,2, … ,𝑛𝑛
𝑛𝑛

𝑖𝑖=1

 
 

(3) 
 

 
�𝑀𝑀𝑗𝑗 > 𝑚𝑚
𝑚𝑚

𝑗𝑗=1

 
(4) 

 

 
�𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖 = 1, 𝑗𝑗 = 1,2, … ,𝑚𝑚,𝑘𝑘 = 1,2, … ,𝑀𝑀𝑗𝑗

𝑀𝑀𝑗𝑗

𝑘𝑘=1

 
(5) 

 

 𝑇𝑇𝑖𝑖𝑖𝑖 − 𝑇𝑇𝑖𝑖(𝑗𝑗−1) ≥ 𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖  , 2 ≤ 𝑗𝑗 ≤ 𝑛𝑛 (6) 
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Where Tk is the time of completion of the k-th machine. xip indicates that the i-th workpiece is 
assigned to be processed at the p-th location. Mj indicates the number of machines available for 
the j-th process. Oijk is a 0/1 variable that takes the value of 1 when the j-th process of workpiece 
i is processed on the j-th machine and 0 otherwise. Tij indicates the completion time of the j-th 
process of workpiece i and tijk indicates the time spent by workpiece i on the k-th machine for 
the j-th process. 

Eq. 1 indicates the minimised maximum completion time, k = 1,2,..., m. Eqs. 2 and 3 show that 
a machine can only be used to machine one workpiece at a time and that a workpiece can only 
be machined by one machine at a time. Eq. 4 shows that there are concurrent machines for at 
least one process. Eq. 5 indicates that only one machine can process each process of the same 
workpiece. Eq. 6 means that the current process is completed before moving on to the next pro-
cess and cannot be interrupted. 
4.2 Algorithm design 

This paper applies a genetic algorithm to optimize the hybrid flow shop scheduling problem 
with the target of minimising the maximum completion time.  

Step 1: Coding design 

Considering the specificity of the hybrid flow shop model, in order to be able to describe both 
the processing sequence of the workpiece and the assigned machine information, this paper 
adopts a two-layer coding approach, containing both the process sequence and the machine se-
quence. The first layer is based on the workpiece process coding, and the other chromosome 
coding layer numbers the processing machines for each process. Each two-layer code then cor-
responds to a scheduling scheme based on the known set of available machines and their corre-
sponding processing schedules. 

Let M{a, b} denote the set of machines that process the b-th process of workpiece a, and let 
T{a, b} denote the set of time spent on the different machines that process the b-th process of 
workpiece a. Now suppose that a job shop has four machines to process three workpieces, each 
of which has to go through three processes, and that the corresponding M and T are shown in 
Tables 1 and 2. 

In the chromosome code shown, each gene in the process sequence represents a workpiece 
number, where the number of times it appears in the chromosome indicates the number of pro-
cesses it represents. As shown in the Fig. 4. 

The sequence of execution of each workpiece process and the arrangement of machines for 
the scheduling scheme corresponding to this chromosome is derived as shown in the Fig. 4. The 
Gantt chart of the processing corresponding to this chromosome code can be obtained as shown 
in Fig. 5. A chromosome can be obtained using the two-layer coding method as shown in Table 3. 
 

Table 1 Optional set of machines for machining workpieces 
Workpiece Working procedure 1 Working procedure 2 Working procedure 3 

N1 M4 M1, M3 M3 
N2 M2, M4 M1 M2, M3 

N3 M4 M1, M4 M2 

Table 2 Time set for machining of workpieces 
Workpiece Working procedure 1 Working procedure 2 Working procedure 3 

N1 3 [3,4] 5 
N2 [5,3] 4 [3,2] 
N3 4 [5,1] 2 

Table 3 Chromosome coding 
Process sequence 1 2 2 3 2 3 1 1 3 
Machine sequence 1 2 1 1 1 2 1 2 1 
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Fig. 4 Schematic representation of the double-layered chromosome code 

 
Fig. 5 Processing Gantt chart corresponding to chromosome codes 

Step 2: Select design 

In genetic algorithms, the higher the fitness level, the higher the probability of being selected. 
This algorithm design is based on ranked fitness selection. The probability of selection of indi-
viduals is determined by ranking individuals in order of fitness. Firstly, the individuals in the 
population are ranked linearly according to their fitness, and then the values of fitness in the 
population are selected proportionally using a 'roulette wheel' approach. 

Step 3: Crossover and variation 

Crossover is the process of replacing and recombining parts of the structure of two parents to 
create a new individual, and the search power of genetic algorithms can be greatly improved by 
crossover. The crossover operation starts by selecting two chromosomes at random from the 
population, crossing the chromosomes at random locations, and then adjusting the crossed 
chromosomes to match the number of expressions. 
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Variation is used to give the genetic algorithm the ability to search locally at random and to 
maintain the diversity of the population [26]. The basic element of the mutation operator is to 
make changes to gene values. First individuals determine whether or not to mutate based on a 
pre-determined mutation probability, and then mutations are made to randomly selected muta-
tion sites for those individuals making mutations. 

5. Simulation analysis: Results and discussion 
5.1 Results 

The production scheduling problem is a key issue in manufacturing and a proper scheduling 
solution can effectively improve the operational efficiency of a manufacturing company. In this 
case study, the objective is to minimise the completion time and to optimise the scheduling 
problem in a hybrid shop. There are six workpieces that need to be processed in six stages, and 
ten machines are responsible for processing them. Some of the workpieces have parallel ma-
chines for some of the processes and can be selected to be processed on different machines, with 
the specific information on the machines available in the Table 4. 

The different machine options correspond to different processing time, as shown in the Table 5. 
Table 4 Optional machine set for workpieces 

 Workpiece1 Workpiece2 Workpiece3 Workpiece4 Workpiece5 Workpiece6 
Working procedure 1 3 7 4 [2,8] [3,6] 5 
Working procedure 2 4 [2,8] 9 7 5 [1,10] 
Working procedure 3 5 [7,8] 6 [2,1] 10 5 
Working procedure 4 3 2 [4,6] 10 [2,5] [3,7] 
Working procedure 5 [4,3] 3 [8,10] 7 2 [3,9] 
Working procedure 6 [2,6] 4 [7,8] 6 9 [3,8] 

Table 5 Time setting for workpiece processing 
 Workpiece Workpiece 1 Workpiece 

2 
Workpiece 

3 
Workpiece 

4 
Workpiece 5 Workpiece 

6 
Working procedure 1 11 12 7 [4,2] [2,5] 8 
Working procedure 2 5 [3,4] 5 4 3 [4,4] 
Working procedure 3 7 [6,5] 4 [4,2] 7 6 
Working procedure 4 5 3 [3,3] 7 [7,6] [4,7] 
Working procedure 5 [6,6] 7 [5,2] 7 3 [8,5] 
Working procedure 6 [3,1] 5 [7,4] 5 8 [6,9] 

This paper uses Matlab software to program and solve the above production scheduling op-
timisation problem using a genetic algorithm, setting the initial population size to 40 and the 
maximum number of iterations to 50. The Gantt chart of the optimal scheduling solution ob-
tained after solving using Matlab software is shown in the Fig. 6. 

 
Fig. 6 Gantt chart of the optimal scheduling solution 
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As shown in Fig. 6, the x-axis shows the processing time of the workpiece and the y-axis 
shows the machine number corresponding to the workpiece processing. Based on the above 
Gantt chart, it is clear that in this case of a hybrid flow shop, the selection of machines for the 
different processes of the different workpieces and the time taken to process them can be seen. 
Where the number in the rectangle indicates the j-th process of the i-th workpiece, it can be seen 
that the final time taken to complete all processes is 49 minutes. In solving the above problem 
using Matlab, the resulting evolutionary iteration diagram is shown in the Fig. 7. 

 
Fig. 7 Evolutionary iteration diagram of the optimal solution 

The above images show the variation of the solution and the variation of the population mean 
in solving the production scheduling optimisation problem for a hybrid shop floor. The results 
show that the algorithm used in this paper can effectively find the optimal scheduling solution 
for the hybrid shop floor problem in a short time. 

5.2 Discussion  

The simulation results show that the genetic algorithm used in this paper can effectively solve 
the scheduling problem for a hybrid flow shop. Fig. 6 clearly shows the machine and sequence 
arrangement and the corresponding processing time for scheduling each workpiece process, 
while Fig. 7 shows the evolutionary iterative process of the optimal solution. 

Each algorithm for solving production scheduling problems often has its own advantages and 
disadvantages, such as global search, local search, speed of solution, accuracy of solution, scale of 
application, etc. It is usually necessary to choose the right algorithm according to the needs of 
the problem.  

The genetic algorithm used in this paper first encodes the variables to be decided upon, and 
then operates on their encoding. The sequence is manipulated directly, simulating the process of 
chromosome evolution. It is based on probabilistic rules that make the search more flexible, as 
well as its population search feature, which starts from the population and avoids some points 
that do not need to be searched, allowing for better global search, but at the same time has dis-
advantages in terms of local search. It can be used in combination with other algorithms when 
necessary to solve practical problems. And more research could be done in the future on retain-
ing good individuals while maintaining population diversity.  

6. Conclusion 
Based on the understanding and analysis of different types of job shop production scheduling 
problems, this paper provides an overview of modelling and solution methods for the optimisa-
tion of scheduling problems. The advantages, disadvantages and applicability characteristics of 
the different methods are analysed, and situations in which the different optimisation methods 
are applicable are derived. Where necessary, a reasonable combination of different solution 
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methods can be used to cope with complex scheduling problems. This can provide a reference 
for the choice of modelling and solution methods in the study of scheduling problems. Later, a 
case study is conducted on the hybrid flow shop scheduling problem. A production scheduling 
optimisation model with the objective of minimising the maximum completion time is con-
structed, and a genetic algorithm based on two-layer coding is applied to solve the problem, 
proving the validity of the model and the algorithm.  
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A B S T R A C T A R T I C L E   I N F O 
This research investigates the impact of external environment, cognitive 
factors, and behavioral dimensions in the context of implementing supply 
chain agility. It applies social cognitive theory to establish a link between 
various environments including business uncertainty and supply chain dis-
ruption risk, cognitive factors such as supply chain agility self-efficacy, trust, 
and supply chain cooperation, coordination, and communication attitude, and 
actions such as implementing supply chain agility as well as behavior to ex-
plain the decision-making process in implementation. Based on the survey 
data collected from 254 supply and purchasing managers in the Korean man-
ufacturing industry, AMOS software with structural equation method was 
used for data analysis Our results support the concept that business uncer-
tainty reduces self-efficacy in supply chain agility although both business 
uncertainty and supply chain disruption risk boosted trust in the supply chain 
as well as buyers’ positive attitude toward supply chain cooperation, coordi-
nation, and communication. The concept of supply chain agility, self-efficacy, 
trust, and supply chain cooperation, coordination, and communication atti-
tude have a positive impact on firm performance. Supply chain agility, self-
efficacy, and trust in suppliers positively affects implementation of supply 
chain agility as well as firms’ financial, operational, and supply chain perfor-
mance. This research provides meaningful insights for considering external 
environments and cognitive factors while making decisions in implementing 
supply chain agility. 
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1. Introduction
Competition has intensified in the market and business environments have become dynamic. As 
customer requirements for organizations have increased, the ability to adjust to shorter product 
lifecycles, longer lead times, higher supply volatility, and unpredictable demand has become 
essential [1]. Organizations must have agility to respond quickly to changes in the industry as 
well as markets. In managing a supply chain, agility has emerged as a solution for improving 
flexibility in the market. Organizations with supply chain agility provide higher service levels 
although their inventories are lower [2]. More importantly, due to increased complexity, busi-
ness uncertainty has been considered as one of the most important factors for managers to deal 
with and generate solutions. With increased levels of turbulence as well as unpredictability, or-
ganizations emphasize on the need to develop agility to offer superior value to customers in 
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managing flow of materials and services without any disruptions [3]. Therefore, supply chain 
agility has emerged as an important issue in the management and operation of supply chains in 
both academia and industry.  

The concept of supply chain agility has recently been discussed in supply chain and opera-
tions management from a different perspective. The concept of supply chain agility is considered 
as the capability of firms to respond to market changes [4]. Supply chain agility is defined as 
firms’ ability to determine and quickly respond to market changes in their supply chain from an 
internal supply chain perspective [3]. Gligor and Holcomb [1] provide a similar definition of 
supply chain agility recognizing it as the ability of the supply chain network to align its opera-
tions with the market quickly and proactively. Based on this definition, the research efforts of 
Gligor et al. [5] culminated in establishing five dimensions of supply chain agility: alertness, ac-
cessibility, decisiveness, swiftness, and flexibility. This research applies the definition of supply 
chain agility, namely firms’ ability to adjust supply chain operations quickly, based on the study 
of Gligor and Holcomb [1], Gligor et al. [5] Gligor et al. [6] and the approach that supply chain 
agility is closely tied to effectiveness in managing supply chains [6]. 

Social cognitive theory (SCT) has been applied to various fields, but mainly to explain indi-
vidual and group behavior by interacting with cognitive factors as well as external environ-
ments. The theory attempts to identify people’s behavior based on a framework of interactions 
between cognitive factors, environmental factors, and human behavior [7]. Thus, based on the 
interplay between these factors, this theory predicts that human behavior is influenced by cogni-
tive, affective, personal factors, and external environments [7]. By applying SCT, this research 
investigates the relationship between a firm’s cognitive decisions in implementing supply chain 
agility by reacting to external environments. As this study considers cognitive factors as the focal 
point of these relationships, it examines the role of supply chain agility, self-efficacy, trust, sup-
ply chain cooperation, coordination, and communication attitude in the implementation of sup-
ply chain agility as well as firm performance in response to business uncertainties and supply 
chain disruption risk.  

Applying social cognitive theory and definition of supply chain agility, firms’ ability to adjust 
supply chain operations quickly, this research established self-efficacy in the context of supply 
chain agility. Thus, supply chain agility self-efficacy is defined as a confidence on managing sup-
ply chain with agility. When supply chain managers deal with business uncertainty and risk, 
their confidence make a critical impact on their decision makings. Therefore, supply chain agility 
self-efficacy is considered as one of the most important cognitive factors in explain managerial 
behaviors. 

Based on SCT, this study identifies the antecedents of supply chain agility and explains how 
managers’ cognitive, affective, personal factors in events such as self-efficacy in supply chain 
agility, achieving trust in supply chain relationships, supply chain cooperation, coordination, and 
communication affect actual implementation of supply chain agility as well as firm performance. 
Although prior studies investigate the antecedents of supply chain agility as well as perfor-
mance, this research attempts to identify the cognitive aspects of the antecedents in the imple-
mentation of supply chain agility and investigates the relationships between cognitive factors 
and supply chain agility including the relationship between implementation of supply chain agil-
ity and firm performance. 
 

2. Theoretical background and literature review  
2.1 Theoretical background 

Social cognitive theory establishes a theoretical framework to understand the interactions be-
tween human behavior and personal and environmental factors [7, 8]. According to SCT, person-
al and environmental factors closely interact with each other and influence human behavior. 
Environmental factors modify and involve human beliefs, while cognitive and personal factors 
affect individual actions. Therefore, SCT can be used to explain human behavior depending on 
personal and environmental factors [7, 8]. This research applies SCT to explain the behavioral 



The role of agility in responding to uncertainty: A cognitive perspective 
 

Advances in Production Engineering & Management 17(1) 2022 59 
 

intention of supply managers and executives in implementing supply chain agility and improv-
ing firm performance. Thus, our study investigates how environmental and cognitive factors 
impact managerial decision making for supply chain agility.  

This research considered business uncertainty and supply chain disruption risk as the busi-
ness environmental factors affecting managers’ cognitive and personal factors [9, 10]. Supply 
chain self-efficacy, trust, and supply chain cooperation, coordination, and communication atti-
tude as cognitive and personal factors influencing managerial behavior. This study selected im-
plementation of supply chain agility as well as firm performance as actual behavior and out-
comes relating to personal factors.  

2.2 Literature review 

In a supply chain, firms need to establish a strategy to deal with unexpected disruptions as well 
as uncertainties. Supply chain disruption is defined as an event that disrupts flows of goods and 
services, information, and money in a supply chain [11]. Supply chain disruptions generate fi-
nancial difficulties for suppliers as well as downstream members of the supply chains [12]. 
Those disruptions are caused by various disturbances such as disease like COVID-19, environ-
mental disasters like tsunami, hurricane and earthquake, and international conflicts like the 
local wars. These disturbances contain the expectancy and lead to potential risk of disruptions in 
the supply chain. Since they are coming from outside of the supply chain, the risk of supply chain 
disruptions interacting with market and technology turbulence and unexpected events such as 
natural disasters inclines supply chain disruption risk to external environmental factors [13].  

Business uncertainty refers to environmental factors and may be interpreted as uncertainties 
of effect, condition, name, and response and generated by various sources [14]. Business uncer-
tainty is considered a critical factor because it forms the basis for making a cognitive decision 
[15]. Since this study considers business uncertainty as an environmental factor, it applies the 
measurement of level of unpredictability in business environments following the research of Ko-
cabasoglu et al. [16]. Further, their research established four dimensions of business uncertain-
ty: munificence, dynamism, hostility, and heterogeneity [17]. This research adopts business un-
certainty and supply chain disruption risk as external environmental factors because managers 
need to consider and deal with those two factors when making cognitive decisions based on SCT.  

Trust has been widely discussed in supply chain management literature and has been defined 
as willingness to rely on supply chain partners the organization is confident about [18]. In inter-
firm settings of the supply chain, trust is considered as an expected action that is desired by 
supply chain partners; therefore, trust plays a key role in firm behavior when there is uncertain-
ty in the supply chain [19]. Trust must be necessary for supply chain members to increase asset-
specific investments [20]. It also reduces minimal requirement and monitors and controls part-
ners’ actions, reduces conflict in supply chain relationships leading to successful supply chain 
management [18]. Thus, trust is considered an important antecedent for establishing good sup-
ply chain relationships as well as boosting collaboration in the supply chain [21].  

Supply chain cooperation generates various benefits in the supply chain, especially reducing 
stock holdings for retailers, manufacturers, and distributors [22]. Supply chain coordination has 
a positive impact on supply chain performance [23]. Communication within a supply chain 
boosts integration, thereby increasing collaboration in the supply chain [24]. These mechanisms 
(cooperation, coordination, and communication) are empirically validated to show that they 
have a positive impact on supply chain agility [1]. Although actual implementation of supply 
chain cooperation, coordination, and communication are examined in the context of supply 
chain agility, this research investigates the role of trust and attitude toward supply chain coop-
eration, coordination, and communication as cognitive, affective, and personal factors in the con-
text of SCT affecting actual implementation of supply chain agility as well as performance.  

Supply chain agility (SCA) is defined as a supply chain’s ability to respond quickly to changes 
in business environments [4]. However, since supply chain agility focuses on outcome measures, 
it applies to the focal firm’s capability. Therefore, a firm’s supply chain agility is its ability to 
work with suppliers and customers and adjust to and respond quickly to changing market dy-
namics by improving its supply chain capabilities [3]. Gligor and Holicomb [1] also emphasized 
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the importance of supply chain agility in the context of a firm’s ability to adjust its operations 
proactively. The research of Gligor et al. [25] summarized supply chain agility into six themes: 
ability to quickly change directions, ability to speed/accelerate operations, ability to scan the 
environment/anticipate, ability to empower the customer/customize, ability to adjust tactics 
and operations, and ability to integrate process and within across firms. More importantly, envi-
ronmental uncertainty also is closely linked to the concept of supply chain agility [25]. 
 While the definition of supply chain agility has been discussed from the perspective of quick 
response, the research of Gligor et al. [5] classified firms’ supply chain agility into two distinct 
dimensions: cognitive and physical. Notably, the concept of supply chain agility includes the 
cognitive ability to respond swiftly to changes as well as actions [6, 26]. Thus, this research in-
vestigates the impact of supply chain agility from the cognitive perspective as self-efficacy in 
supply chain agility, and the physical dimension as implementation of supply chain agility.  
 Based on the definition of supply chain agility, cognitive ability to make a quick respond 
quickly to market dynamics [3, 5], this research developed the concept of supply chain agility 
self-efficacy by reflecting Bandura’s social cognitive theory. Self-efficacy represents that it pro-
motes positive outcome due to more confidence in their skills [27]. Self-efficacy has been applied 
in various decision making contexts. Career decision-making self-efficacy means the level of in-
dividuals’ confidence of their ability to perform the tasks [28]. Computer self-efficacy indicates 
individuals' beliefs regarding using computers to solve problems [29]. By applying self-efficacy 
in supply chain agility, this research applied self-efficacy in supply chain agility to supply chain 
managers’ cognitive perspective. Therefore, our study defined supply chain agility self-efficacy 
as managers’ confidence level on managing supply chain with agility in a cognitive perspective. 
This research investigates the managers’ confidence level in supply chain agility in order to deal 
with supply disruption risk as well as business uncertainty.  

3. Research model and hypotheses 
Business uncertainty leads to the establishment of multiple communication channels among 
firms for the smooth flow of goods and information, resulting in more frequent interactions in 
the supply chain [30]. Additionally, supply chain managers quickly establish and implement 
supply chain strategies in response to environmental changes and to survive in highly competi-
tive markets [9]. Further, managers’ cognitive, affective, and personal factors in decision making 
are critical to business uncertainty. 
 A significant impact of business uncertainty is that it prevents managers from making risky 
investment decisions from the cognitive, affective, and personal perspectives [31]. Although 
previous research posits that business uncertainty encourages supply chain managers to imple-
ment supply chain practices such as integration [9], business uncertainty increases the risk pro-
pensity inherent in a supply chain [16]. This cognitive process has helped managers to avoid 
risks in their decisions and adopt new practices such as implementation of supply chain agility. 
 In SCT, external environmental factors such as business uncertainty influence managers’ be-
liefs or self-efficacy as well as cognitive competencies that require quick response in decision 
making like self-efficacy in supply chain agility [7]. Cognitive hesitation caused by business un-
certainty as well as lack of control reduces confidence in decision making. Thus, lack of control 
on the external environment is negatively related to self-efficacy in a start-up business [32]. 
Business uncertainty is negatively associated with changes in managers’ perceived self-efficacy 
[33]. Thus, this research proposes hypothesis 1 as negative association between business uncer-
tainty and managers’ supply chain agility self-efficacy as follows:  

H1. Business uncertainty is negatively associated with buyers’ supply chain agility self-efficacy. 

Firms encounter business uncertainty from demand variations and technology development. To 
ease business uncertainty, firms in a supply chain seek stable relationships with their partners 
[34]. Business uncertainty is considered an unpredictable factor in supply chain relationships. In 
a volatile business environment, buyers find it difficult to estimate the outcome of purchasing 
decisions and from maintaining healthy relationships so that good business exchanges generate 
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positive results with trust [35]. By fostering trust, supply chain relationships can build mutual 
commitment and shared values [36]. Increased business uncertainty strengthens trust between 
organizations [34]. When business uncertainty escalates in a supply chain, buyers strengthen 
trust with suppliers to maintain a close relationship in the supply chain. Therefore, this study 
posits the positive relationships between businesses uncertainty and buyers, and perceived 
trust in suppliers in hypothesis 2: 

H2. Business uncertainty positively affects buyers’ trust in suppliers. 

Business uncertainty generates an inherent situation where interactions among firms are caused 
due to the involvement of multi-channel communications. Further, higher business uncertainty 
forces supply chain members to increase collaboration and coordination with more information 
[30]. In the context of uncertainty in demand, supply, and technology, increasing business uncer-
tainty reinforces supply chain relationships, including cooperation and communications [37]. In 
supply chain environmental management, cooperation strengthens if business uncertainty in-
creases [38]. As business uncertainty emerges in supply chains, buyers’ efforts to improve sup-
plier involvement to increase supply chain cooperation, coordination, and communication, re-
sults in motivating a positive mindset and attitude for working with suppliers. Thus, to over-
come business uncertainty, this research proposes positive association between business uncer-
tainty and buyers’ attitude toward supply chain cooperation, coordination, and communication 
in hypothesis 3:  

H3. Business uncertainty has a positive impact on buyers’ attitude toward supply chain coopera-
tion, coordination, and communication. 

Firms use two dimensions to evaluate and measure supply chain disruption risk: probability and 
magnitude of risk, as perceived and judged by buyers [39]. To manage supply chain disruption 
risk, firms develop infrastructure and strategies for risk management and quick response [11]. 
However, perceived supply chain disruption risk interacts with supply and purchasing manag-
ers’ confidence for making quick decisions. Managers with high self-efficacy tend to take higher 
risks [33]. On the opposite direction between risk and confidence, managers with high risk-
tolerance levels tend to show greater confidence in their decision making, indicating that higher 
risk reduces confidence in decision making [40]. Meanwhile, Christopher and Lee [41] show that 
supply chain disruption risk reduces confidence in the supply chain, requiring responsive action. 
High supply chain disruption risk reduces the confidence in making a quick response action for 
supply chain agility. Thus, our study posits a negative relationship between supply chain disrup-
tion risk and buyers’ supply chain agility self-efficacy in hypothesis 4: 

H4. Supply chain disruption risk is negatively associated with buyers’ supply chain agility self-
efficacy. 

Adding to the negative impact on confidence in supply chain agility, perceived supply chain dis-
ruption risk affects the entire supply chain network. Supply chain disruption risk demonstrates 
that exposure to disruption affects the relationship between members of the supply chain [42]. 
However, in high-risk environments, firms attempt to use integration with suppliers to mitigate 
supply chain disruption risk and improve cost and innovation performance [43]. The foundation 
of this relationship is trust. If trust increases in supplier relationships, the effect of sharing risk 
information with suppliers will help in improving firms’ financial performance [44]. Perceived 
supply chain disruption risk leads to increased trust by generating many opportunities for 
strengthening relationships with supply chain members, as proposed in hypothesis 5  

H5. Supply chain disruption risk positively affects buyers’ trust in suppliers. 

In dealing with supply chain disruption risk, firms use risk management strategies and practices 
for mitigation. Juttner [42] pointed out that firms tend to increase open discussion, communica-
tion, as well as cooperation with supply chain members. Riche and Bradely [45] also emphasized 
close collaboration, effective communication, and strong relationships in mitigating supply chain 
disruption risk. The study of Blos et al. [46] mentioned the importance of better communications 
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as well as coordination of business processes in a supply chain. As a risk management solution, 
firms attempt to increase supply chain cooperation, coordination, and communication to deal 
with perceived supply chain disruption risk. Such trials help to generate positive attitude toward 
supply chain cooperation, coordination, and communication. Thus, this research proposes hy-
pothesis 6:  

H6. Supply chain disruption risk has a positive impact on buyers’ attitude toward supply chain 
cooperation, coordination, and communication. 

In management studies, many researchers investigate the relationship between self-efficacy and 
actions. Entrepreneurial self-efficacy is considered to be one of the most important antecedents 
in establishing the entrepreneurship process [47]. To facilitate entrepreneurship, developing 
entrepreneurial capabilities helps to improve self-efficacy and pursue it as a career choice [48]. 
In computer usage, self-efficacy plays a significant role as it leads to easy use of computers from 
a user perspective [49]. If managers have high confidence in supply chain agility, it leads to ac-
tion on implementing supply chain agility. Thus, firms with self-efficacy in supply chain agility 
tend to implement supply chain agility for better results, as proposed in hypothesis 7: 

H7. Self-efficacy in supply chain agility is positively associated with buyers’ implementation of 
supply chain agility. 

Self-efficacy is considered a predictor of future performance, especially in the context of task 
[50], and is applied to improve employees’ job performance. Job self-efficacy and creative self-
efficacy are key attributes associated with workplace performance [51]. In using computers, 
self-efficacy has a direct impact on both intentional behavior of computer usage and ease of use, 
thereby helping to use computers [52]. Self-efficacy in computers improves performance in 
learning and using computers and is positively associated with learning engagement [29]. Self-
efficacy in supply chain agility as managers’ cognitive factor positively affect firms’ comprehen-
sive performance like implementation of supply chain agility self-efficacy as an action. Thus, this 
research proposes hypothesis 8 to show that self-efficacy in supply chain agility improves firms’ 
performance including financial, operational, and supply chain:  

H8. Self-efficacy in supply chain agility positively affects buyers’ financial, operational, and sup-
ply chain performance. 

Trust plays a positive role in supply chain management. Although trust has a cognitive form, it is 
expressed as a behavioral dimension. Notably, in supply chain relationships, trust creates more 
frequent exchange of communication and motivates suppliers to receive royalty from buyers so 
that buyers’ trust in suppliers improves the responsiveness in a supply chain [53]. In the context 
of strategic sourcing, trust is considered a critical factor in improving supply chain agility [54]. 
Prior studies emphasized that trust is a strong driver in improving supply chain agility [55]. 
Thus, in hypothesis 9, our study proposes that buyers’ trust in suppliers leads to buyers’ deci-
sion in implementing supply chain agility: 

H9. Buyers’ trust in suppliers is positively associated with buyers’ implementation of supply 
chain agility. 

Trust has a positive impact on firms conducting various supply chain practices. Trust is positive-
ly associated with alliance performance due to the fact that it strengthens the relationship be-
tween allied companies [56]. Trust is also a very important mechanism in improving the per-
formance of joint research and development projects [57]. However, a few studies have at-
tempted to investigate the direct association between trust and firms’ performance including 
financial, operational, and supply chain aspects. Capaldo and Giaannoccaro [58] used a simula-
tion model to show that trust has a positive impact on supply chain performance and a moderat-
ing effect on the relationship between supply chain interdependence and supply chain perfor-
mance. Thus, buyers’ trust is positively associated with the total aspects of performance, as pro-
posed in hypothesis 10:  
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H10. Buyers’ trust in suppliers positively affects buyers’ financial, operational, and supply chain 
performance. 

Broadly, supply chain agility is positively affected by internal integration, and integration among 
suppliers including cooperation, coordination, and communication, and integration with suppli-
ers [3]. While cooperation in a supply chain is considered one of the most important antecedents 
for improving supply chain agility [59], communication and cooperation also improve agility in a 
supply chain [60]. Supply chain cooperation, coordination, and communication are positively 
associated with supply chain agility [1]. Thus, this study proposes in hypothesis 11 that buyers’ 
positive attitude toward supply chain cooperation, coordination, and communication leads to 
actual implementation of supply chain agility: 

H11. Buyers’ positive attitude toward supply chain cooperation, coordination, and communica-
tion are positively associated with implementation of supply chain agility. 

Prior studies mentioned the positive impact of supply chain cooperation, coordination, and 
communication on firm performance. In green supply chain management, supplier partnerships 
have a positive impact on the firm’s environmental and organizational performance [61]. In-
vestments in supply chain coordination improve a firm’s delivery performance [62]. Supply 
chain information exchange, coordination, and integration improve a firm’s financial and market 
performance [63]. Based on these discussions, this research attempts to establish a positive as-
sociation between buyers’ positive attitude toward supply chain cooperation, coordination, and 
communication and the various aspects of firm performance, as in hypothesis 12: 

H12. Buyers’ positive attitude toward supply chain cooperation, coordination, and communica-
tion positively affects buyers’ financial, operational, and supply chain performance. 

In the context of supply chain management, supply chain agility positively affects both opera-
tional and relational performance [1]. Besides, supply chain agility is positively associated with a 
firm’s financial performance and return on assets through cost efficiency and effective customer 
response, given the advantage of responding quickly to customers [6]. More importantly, supply 
chain agility generates positive outcomes in supply chain relationship as well as firms’ perfor-
mance. Our study proposes in hypothesis 13 that buyers’ implementation of supply chain agility 
improves firms’ financial, operational, and supply chain performance: 

H13. Buyers’ implementation of supply chain agility has a positive impact on their financial, op-
erational, and supply chain performance. 

Figure 1 describes our research model. 

 
Fig. 1 A research model 
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4. Methodology 
4.1 Instrument development 

For validating our research hypotheses with industry data, survey questionnaires were devel-
oped by reviewing prior literature. All questionnaires in the measurements were revised to re-
flect the context of supply chain management. Business uncertainty, representing the dynamics 
of business environments, is measured with 6 items [16, 30]. Supply chain disruption risk indi-
cating perceived risk of disruption in the supply chain is measured using 7 items [11, 39]. Supply 
chain agility self-efficacy, representing confidence levels regarding supply chain agility, is meas-
ured with 11 items [3, 4, 6]. This construct is based on supply chain agility combining self-
efficacy concept that measured degree of managers’ confidence toward supply chain agility in 
their cognitive perspective. In other words, all 11 items captured managers’ confidence level on 
11 items of definition of supply chain agility which are used in measuring implementation of 
supply chain agility in this survey questionnaires at the same time. Trust in suppliers, represent-
ing buyers’ trust in suppliers in a supply chain relationship, is measured with 6 items [19, 20]. 
Supply chain cooperation, coordination, and attitude to communication are measured by 6 items 
indicating buyers’ attitude and willingness to cooperate, coordinate, and communicate with 
suppliers [1, 64]. Implementation of supply chain agility as the actual behavioral dimension of 
implementing supply chain agility is measured using 11 items and these are consistent with 
supply chain agility self-efficacy items [3, 4, 6]. Finally, performance of three dimensions: finan-
cial, operational, and supply chain is measured in 12 items and compared with industry averag-
es [65, 66]. 

After completing the first version of the survey, based on the literature review of previous 
studies, this research conducted intensive interviews with five supply, purchasing, and supply 
chain managers, including supply and purchasing executives from manufacturing industries. 
During the interviews, we received feedbacks on the measurement items as well as the survey 
for content validation, helping the survey to use proper terms in the industry. Using the modified 
survey, we executed a pilot study with a group of 31 experts (supply, purchasing, supply chain 
managers, and supply and purchasing executives) to improve a level of reliability and validity in 
the contents of the survey. All the statistical results, Cronbach’s alpha, of the pilot study on 
measurement reliability were greater than 0.7, which was high enough to ensure that no meas-
urement items were necessary to be eliminated.  

After the pilot study, we finalized the survey such as scale, content, wording, and length. Our 
research utilized a 7-point Likert scale with response categories from 1 (strongly agree) to 7 
(strongly disagree). For measurement purification, confirmatory factor analysis (CFA) with the 
maximum likelihood estimation (MLE) method was conducted with AMOS 20. This research also 
evaluated unidimensionality, reliability, convergent validity, and discriminant validity. They are 
presented in Tables 1 and 2.  

4.2 Study sample 

The target subjects of this research were supply, purchasing, and supply chain managers, includ-
ing supply and purchasing executives who were capable of answering all questions properly in 
the survey designed for manufacturing firms in Korea. Firm level was the unit of analysis. We 
collected the surveys from various firms that manufactured automobiles, automobile compo-
nents, various electronic products, various electronic product components textiles, clothing and 
related products, heavy equipment as well as its components, chemicals, healthcare products 
and equipment, furniture, metal products, and numerous consumable goods.  

This research used firm size as a control variable since smaller firms need to deal with fewer 
resources for implementing supply chain management practices. A company’s annual sales were 
used to measure firm size [6]. 50 firms with annual sales of firms less than $500 million, 39 firms 
from $500 million to $1 billion, 41 firms with $1 billion to $2 billion, 39 firms from $2 billion to 
$3 billion, 43 firms with $3 billion to $4 billion and finally, 40 firms with more than $ 4 billion 
among 252 firms.  
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Further, 900 paper-based survey questionnaires were randomly distributed to supply, purchas-
ing, and supply chain managers, including supply and purchasing executives in Korean manufac-
turing firms on April, 2017. Nearly 260 responses were returned with a response rate of 28.88 % 
on May, 2017. However, 8 surveys were incomplete as they were marked with a single answer, 
resulting in 252 completed responses, which were used for data analysis. One respondent from 
each manufacturing company, a buyer in a supply chain as a focal firm did not complete one sur-
vey.  

This research assessed the non-response bias following the approach outlined in the study of 
Mentzer and Flint [67]. About 111 non-respondents were randomly contacted by email and sta-
tistically no significant differences were found between the answers given by respondents and 
non-respondents. Although we received responses for only two weeks, our study compared the 
answers of early and late respondents and found no statistical differences. We conducted the 
Harman’s single factor test to identify if the common method bias exists. By conducting an un-
rotated factor analysis, this research checked all the eigenvalues according to the research of 
Doty and Glick [68] and Podsakoff and Organ [69]. This result ensures that no single factor, in-
cluding no first factor, has a value greater than 20 % of the variances in our research data, which 
confirms the no common method bias. 

5. Results 
5.1 Measurement model 

Using AMOS, this research examined various aspects of unidimensionality, reliability, conver-
gent validity, and discriminant validity relatability in the measurement items. Cronbach’s alpha 
and composite relatability for our measurement items are greater than 0.7, which presents satis-
factory reliability in Table 1. For assessing both convergent validity and discriminant validity, 
we conducted confirmatory factor analysis with AMOS and checked the comparative fix index 
(CFI). Our research represents a goodness of fit model with a Chi-square of 411.66 and 194 de-
grees of freedom, CFI = 0.920, RMSEA = 0.052, and NFI = 0.936. If CFI is greater than 0.80 and 
the root mean square error of approximation (RMSEA) is less than 0.08, we can conclude that 
the model is satisfactory [70]. 

For examining convergent validity, our study checked the estimated parameters between the 
latent variables and their indicators and the values were above 0.50 in Table 1, indicating ac-
ceptable convergent validity [71]. For assessing discriminant validity, this research compared 
the square root values of the average variance extracted (AVE) with correlations of constructs 
and observed that the square root of AVEs were greater than the correlation values suggesting 
adequate discriminant validity in Table 2 [72]. 
 

Table 1 Reliability results 
 Item  

loadings 
Cronbach  
Alpha 

Composite 
reliability 

Item to total 
correlation 

Average vari-
ance extracted 

BU1 0.808 0.845 0.852 0.785 0.739 
BU2 0.789   0.766  
BU3 0.816   0.795  
BU4 0.863   0.843  
BU5 0.794   0.771  
BU6 0.799   0.759  
SCR1 0.798 0.823 0.861 0.769 0.675 
SCR2 0.863   0.844  
SCR3 0.883   0.862  
SCR4 0.818   0.800  
SCR5 0.805   0.784  
SCR6 0.817   0.792  
SCR7 0.748   0.722  
ASE1 0.848 0.851 0.880 0.801 0.702 
ASE2 0.879   0.855  
ASE3 0.813   0.802  
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Table 1 (Continuation) 
ASE4 0.881   0.861  
ASE5 0.739   0.715  
ASE6 0.794   0.773  
ASE7 0.877   0.856  
ASE8 0.859   0.836  
ASE9 0.772   0.758  
ASE10 0.797   0.756  
ASE11 0.890   0.881  
TRU1 0.913 0.820 0.869 0.900 0.729 
TRU2 0.894   0.880  
TRU3 0.743   0.722  
TRU4 0.888   0.889  
TRU5 0.897   0.845  
TRU6 0.826   0.811  
SCA1 0.890 0.880 0.910 0.877 0.830 
SCA2 0.861   0.856  
SCA3 0.821   0.809  
SCA4 0.782   0.777  
SCA5 0.735   0.736  
SCA6 0.747   0.750  
SCAI1 0.800 0.847 0.879 0.788 0.801 
SCAI2 0.821   0.807  
SCAI3 0.921   0.911  
SCAI4 0.837   0.824  
SCAI5 0.802   0.800  
SCAI6 0.778   0.764  
SCAI7 0.814   0.809  
SCAI8 0.816   0.811  
SCAI9 0.886   0.874  
SCAI10 0.882   0.852  
SCAI11 0.850   0.833  
FP1 0.779 0.828 0.860 0.766 0.852 
FP2 0.807   0.799  
FP3 0.818   0.805  
FP4 0.824   0.815  
OP1 0.918   0.910  
OP2 0.876   0.845  
OP3 0.881   0.877  
OP4 0.852   0.826  
SCP1 0.896   0.881  
SCP2 0.833   0.822  
SCP3 0.839   0.817  
SCP4 0.883   0.867  

Performance includes financial (FP), operational (OP) and supply chain (SCP) performance. 
 

Table 2 Correlation Matrix for constructs: Discriminant Validity 
Variables BU SCR ASE TRU SCA SCAI PERF 
BU 0.86       
SCR 0.06 0.82      
ASE 0.51 0.23 0.84     
TRU 0.45 0.32 0.55 0.85    
SCA 0.46 0.52 0.58 0.55 0.91   
SCAI 0.51 0.24 0.48 0.48 0.48 0.89  
PERF 0.59 0.09 0.59 0.43 0.54 0.52 0.92 
BU = business uncertainty; SCR = supply chain disruption risk; ASE = supply chain agility self-efficacy; TRU = trust; 
SCA = supply chain cooperation, coordination and communication attitude; SCAI = supply chain agility implementa-
tion; PERF = financial, operational and supply chain performance 

5.2 Structural model 

By employing structural equation modeling (SEM) to validate our research model, our results 
indicate a good fit for our research model with a Chi-square of 428.12 and 194 degrees of free-
dom, CFI of 0.927, RMSEA of 0.061, and NFI of 0.908 [73]. Hypothesis 1: Business uncertainty is 
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negatively associated with buyers’ supply chain agility self-efficacy, was supported (CR = 5.278, 
β1 = −0.496, p < 0.001). With increasing levels of business uncertainty, manufactures’ confidence 
toward supply chain agility declines. Our research results also support hypothesis 2: Business 
uncertainty positively affects buyers’ trust in suppliers, (CR = 5.087, β2 = 0.431, p < 0.001). As 
business environments become dynamic and competitive, manufacturers’ trust in suppliers 
would reduce. Our results provide empirical evidence for hypothesis 3: Business uncertainty 
makes a positive impact on buyers’ attitude toward supply chain cooperation, coordination, and 
communication (CR = 5.019, β3 = 0.417, p < 0.001). A high level of business uncertainty discour-
ages a proactive approach toward cooperation, coordination, and communication with suppliers. 
However, hypothesis 4: Supply chain disruption risk is negatively associated with buyers’ supply 
chain agility self-efficacy was not supported (CR = 1.165, β4 = 0.043, p = 0.392).  

Our research supports hypothesis 5: Supply chain disruption risk positively affects buyers’ 
trust on suppliers (CR = 3.103, β5 = 0.295, p < 0.005) and hypothecs 6: Supply chain disruption 
risk makes a positive impact on buyers’ attitude toward supply chain cooperation, coordination, 
and communication (CR = 4.165, β6 = 0.427, p < 0.001). As managers’ perceived disruption risk 
in supply chain increases, manufacturers’ trust as well as positive attitude toward cooperation, 
coordination, and communication with suppliers would diminish. Our research results also sup-
port Hypothesis 7: Supply chain agility self-efficacy is positively associated with buyers’ imple-
mentation of supply chain agility (CR = 6.095, β7 = 0.522, p < 0.001). Hypothesis 8: Supply chain 
agility self-efficacy positively affects buyers’ financial, operational, and supply chain perfor-
mance (CR = 4.528, β8 = 0.316, p < 0.001) is also supported. Confidence in supply chain agility is 
considered as a positive antecedent for implementing supply chain agility and improving the 
three dimensions of firm performance. Our research results empirically confirmed hypothesis 9: 
Buyers’ trust in suppliers is positively associated with buyers’ implementation of supply chain 
agility (CR = 3.786, β9 = 0.308, p < 0.001). Similarly, hypothesis 10: Buyers’ trust in suppliers 
positively affects buyers’ financial, operational, and supply chain performance (CR = 5.959, β10 
= 0.443, p < 0.001) is confirmed. Trust in supply chain relationships also plays a positive role in 
implementing supply chain agility and improving firm performance.  

On the other hand, hypothesis 11: Buyers’ attitude toward supply chain cooperation, coordi-
nation, and communication are positively associated with buyers’ implementation of supply 
chain agility was not supported (CR = 1.009, β11 = 0.0089, p = 0.240). Our research results sup-
ported hypothesis 12: Buyers’ attitude toward supply chain cooperation, coordination, and 
communication positively affects buyers’ financial, operational, and supply chain performance 
(CR = 4.236, β12 = 0.388, p < 0.001p = 0.240). Hypothesis 13: Buyers’ implementation of supply 
chain agility makes a positive impact on their financial, operational, and supply chain perfor-
mance (CR = 7.012, β13 = 0.558, p < 0.001) is also supported. Manufacturers’ willingness and 
positive attitude toward supply chain cooperation, coordination, and communication as well as 
implementation of supply chain agility improves firms’ performance. 

Table 3 presents direct effects among factors from research results. 
 

Table 3 Direct effects testing results 
Hypothesis No. Path Relationship 

direction 
Standard 
weights 

Critical 
Ratios 

Supported 

H1 BU→ASE - 0.496 5.378 Yes: p < 0.01 
H2 BU→TRU - 0.431 5.087 Yes: p < 0.01 
H3 BU→SCA - 0.417 5.019 Yes: p < 0.01 
H4 SCR→ASE - 0.043 1.165 No: p = 0.392 
H5 SCR→TRU - 0.295 3.103 Yes: p < 0.05 
H6 SCR→SCA - 0.427 4.165 Yes: p < 0.01 
H7 ASE→SCAI + 0.522 6.095 Yes: p < 0.01 
H8 ASE→PERF + 0.316 4.528 Yes: p < 0.01 
H9 TRU→SCAI + 0.308 3.786 Yes: p < 0.01 
H10 TRU→PERF + 0.443 5.959 Yes: p < 0.01 
H11 SCA→SCAI + 0.089 1.009 No: p = 0.240 
H12 SCA→PERF + 0.388 4.236 Yes: p < 0.01 
H13 SCAI→PERF + 0.558 7.012 Yes: p < 0.01 
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6. Discussion and conclusion 
This research provides meaningful implications for the academic world and the practical indus-
try. It has filled a gap in the literature by identifying external environmental factors such as 
business uncertainty and supply chain risk as negative antecedents in the cognitive aspects in 
the context of supply chain agility. In supply chain risk management, uncertainty and risk have 
been discussed profoundly and prior studies provided various solutions. To mitigate business 
uncertainty and supply chain risk, information sharing, supply chain collaboration, and supply 
chain integration have been considered as appropriate solutions for supply chain management 
[74]. With an empirical approach, our study established an environmental-cognitive-behavioral 
framework for firms’ decision making in implementing supply chain agility. 

However, prior studies have not investigated the link between external environments that 
managers need to deal with such as business uncertainty and supply chain risk and cognitive 
factors in the context of supply chain agility. Thus, this study has addressed this gap in the litera-
ture and shows that business uncertainty reduces managers’ confidence in supply chain agility 
while it strengthens trust and attitude for supply chain collaboration with suppliers. Notably, as 
business environments become more dynamic and unpredictable, buyers’ trust in suppliers and 
their attitude toward cooperation, coordination, and communication with suppliers becomes 
more positive for boosting collaboration to overcome the uncertainty although business uncer-
tainty increases uncertainty in supply chain agility.  

Similar to business uncertainty, supply chain managers need to deal with supply chain dis-
ruption risk. Trust and supply chain collaboration consolidate supply chain relationships that 
play a positive role in mitigating supply chain risk [75]. Our research contributed to the litera-
ture envisaging that as perceived supply chain disruption risk increases, buyers’ trust in suppli-
ers and attitude for collaboration also increases as they want to overcome and mitigate disrup-
tion in supply chain risk. Thus, this research provides meaningful insights for supply chain dis-
ruption risk; managers rely on good supply chain relationships for strengthening trust and posi-
tive attitude for collaboration. However, supply chain disruption risk does not have significant 
relationships with efficacy in supply chain agility because managers’ perception of dealing with 
supply chain disruption risk does not have a direct impact on their confidence in supply chain 
agility. 

Like other applications of SCT in areas such as using computers, adopting innovation, and se-
lecting a career, this study applies self-efficacy in the context of supply chain agility and finds 
that efficacy in supply chain agility has a positive impact on implementing supply chain agility as 
well as firm performance. In order to implement supply chain agility, firms need to educate the 
significance and need for supply chain agility in managing supply chains more effectively. In ad-
dition, managers’ self-efficacy in supply chain agility is one of the success factors for implement-
ing supply chain agility as it boosts the confidence levels of firms that have the capacity to deal 
quickly with unexpected events in the supply chain. Just as self-efficacy has a positive influence 
on computer learning and performance [29, 52], our research results confirm that self-efficacy in 
supply chain agility improves firm performance. Cognitive aspects of production system would 
help to adopt new technology and new business approach in the supply chain. More importantly, 
it gives confidence leading to successful operations in the supply chain networks. Thus, manag-
ers need to consider that improving self-efficacy in a supply chain results in successful imple-
mentation of supply chain agility and improves performance.  

Trust has been receiving heightened attention in literature on supply chain relationships. Our 
results are consistent with most studies that provide empirical evidence on buyers’ trust in sup-
ply chain relationships that generate a positive impact on supply chain agility as well as perfor-
mance [54-58]. However, this study contributes that buyers’ trust in suppliers is considered a 
significant cognitive antecedent for making decisions on implementing supply chain agility. 
Trust in suppliers is validated as a driving factor in decision making as it leads to the action of 
implementing supply chain agility from the buyers’ perspective. In the context of trust and per-
formance, buyers’ trust in suppliers improves buyers’ financial, operational, and supply chain 
performance, or complete firm performance, differentiating from prior literature which posits 
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that trust has a positive impact on only one dimension of performance, either financial or opera-
tional.  

In supply chain management, trust is seen as a positive factor improving relationships, inte-
gration, agility, and performance. This research also provides consistent insights to supply chain 
managers suggesting that they need to find a way to establishing supply chain strategies to boost 
buyers’ trust in suppliers so that it can lead an action of implementing supply chain agility and 
improve the overall buyers’ performance. As a cognitive and affective factor, it is not easy to 
strengthen trust in suppliers. Frequent communication and information sharing can reinforce 
trust in suppliers. Supply chain managers’ efforts to collaborate with suppliers improve trust.  

Supply chain cooperation, coordination, and communication are empirically confirmed, and 
this illustrates the positive association between implementation of supply chain agility and 
firms’ performance [1]. Thus, this research empirically confirmed that a positive attitude toward 
supply chain cooperation, coordination, and communication improves firm performance. This 
study contributes to the literature that a positive attitude toward supply chain practices can also 
play a significant role in improving buyers’ performance instead of actual implementation. Firms 
need to consider educating managers about supply chain practices to boost the positive impact 
they can generate and provide managers clarity on such supply chain practices. Although infor-
mation sharing improves supply chain agility [74], the positive attitude of supply chain coopera-
tion, coordination, and communication is not a critical factor in decisions on implementing sup-
ply chain agility. With industry 4.0 technologies, decision making process will be improved [76]. 
In addition, supply chain collaboration would help to design product development process effec-
tively (77). 

Finally, supply chain agility implementation improves the firms’ performance [1,6]. This re-
search differentiates by measuring three dimensions: financial, operational, and supply chain 
performance. Implementation of supply chain agility is positively associated with the overall 
aspects of firm performance. Our study has some limitations due to the characteristics of empiri-
cal studies. First, this study applies the buyers’ perspective in supply chain management practic-
es. We collected the survey data from buyer firms by considering them as focal firms in a supply 
chain. This research targeted executives in supply and purchasing functions of buyer firms be-
cause they were knowledgeable and capable of answering all the survey questions to overcome 
this limitation. Second, our survey responses were collected from Korean manufacturing firms. 
Even though these companies have been doing business worldwide, geographical limitations 
continue to exist. In addition, future research can apply our research model in the context of 
service industries. Therefore, future studies could explore supply chain agility in the context of 
the U.S., China, or Europe or service industry by applying our research model to be tested. Final-
ly, the future study would apply our research model in the context of Covid 19 situation that 
could generate severe supply disruptions risk as well as business uncertainty. 
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Business uncertainty 
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strongly agree (7 Likert scale) 

 [16, 30] 

BU1 In your industry, growth in customer demand is dramatically increased. 
BU2 In your industry, rate at which products and service become outdated is very rapid. 
BU3 Market activities of your competitors have become more hostile. 
BU4 In your industry, success depends on providing a large range of consumer tastes. 
BU5 Our customers often change their order in a short period of time 
BU6 Our plant uses core production technologies that often change. 
Supply chain disruption risk 
Range: strongly disagree-
strongly agree (7 Likert scale)  

[11, 39]  

SCR1 It is highly likely that our company will experience an interruption in the supply from 
our suppliers. 
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SCR2 We worry that our supplier may not supply the products following our purchasing 
agreement. 

SCR3 Suppliers' inability to supply their products would jeopardize our business perfor-
mance. 

SCR4 An interruption of supplies from our suppliers would have severe negative financial 
consequences for our business.  

SCR5 We recognize that supply chain disruptions are always looming. 
SCR6 Supply chain disruptions show us where we can improve. 
SCR7 Supply chain disruptions show us where we can improve. 
Supply chain agility 
self-efficacy 

[3, 4, 6] 

Range: strongly disagree-
strongly agree (7 Likert scale) 

 

ASE1 We have a confidence on being able to changes in demand without overstocks or lost 
sales. 

ASE2 We have a confidence on our supply chain being capable of responding to real market 
demand. 

ASE3 We have a confidence on that our supply chain members recognize the importance of 
information integration. 

ASE4 We have a confidence on that our supply chain members recognize the importance of 
joint planning on purchasing and production. 

ASE5 We have a confidence on improving customer service as a high priority including 
delivery reliability 

ASE6 We have a confidence on improving responsiveness to changing market needs as a 
high priority. 

ASE7 We have a confidence that inventory and demand levels are visible through the supply 
chain. 

ASE8 We have a confidence on detecting and responding the changes quickly in our busi-
ness environments 

ASE9 We have a confidence on identifying and making a definite decision toward opportu-
nities in our business environments. 

ASE10 We have a confidence on recognizing and dealing with threats swiftly in our business 
environments 

ASE11 We have a confidence on adjusting our short-term capacity and orders whenever 
needed. 

Trust [19, 20]  
Range: strongly disagree-
strongly agree (7 Likert scale) 

 

TRU1 Our suppliers are trustworthy. 
TRU2 Our suppliers have always been evenhanded in their negotiations with us. 
TRU3 Our suppliers never use opportunities that arise to profits at our expense. 
TRU4 When sharing our problems with suppliers, we know that they will respond with 

understandings. 
TRU5 When it comes to things that are important to us, we can depend on our suppliers' 

supports. 
TRU6 Whenever our suppliers give us advice on our business operations, we know that they 

are sharing their best judgement 
Supply chain cooperation, 
coordination and 
communication attitude 

[1, 64] 

Range: strongly disagree-
strongly agree (7 Likert scale) 

 

SCA1 We have a positive attitude on jointly implementing plans with our key supply chain 
members 

SCA2 We have a positive attitude on coordinating our process and activities with our key 
supply chain members. 

SCA3 There is a cooperative attitude on the relationship between our firm and other key 
supply chain members. 

SCA4 Our supply chain members have a positive attitude on permitting each other to par-
ticipate in strategic decisions. 

SCA5 We have a positive attitude on exchanging information with our supply chain mem-
bers. 

SCA6 We have a positive attitude on exchanging information as soon as it becomes availa-
ble. 

Supply chain agility 
implementation 

[3, 4, 6] 
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Range: strongly disagree-
strongly agree (7 Likert scale) 

 

SCAI1 We are able to changes in demand without overstocks or lost sales. 
SCAI2 Our supply chain is capable of responding to real market demand. 
SCAI3 Our supply chain members recognize the importance of information integration. 
SCAI4 Our supply chain members recognize the importance of joint planning on purchasing 

and production. 
SCAI5 Improving customer service is our firm's high priority including delivery reliability. 
SCAI6 Improving responsiveness to changing market needs is our firm's high priority. 
SCAI7 Inventory and demand levels are visible through the supply chain. 
SCAI8 We detect and respond the changes quickly in our business environments. 
SCAI9 We identify and make a definite decision toward opportunities in our business envi-

ronments. 
SCAI10 We recognize and deal with threats swiftly in our business environments. 
SCAI11 We adjust our short-term capacity and orders whenever needed. 
Performance [65, 66]  
Rate your firm’s performance 
comparing with your industry 
average 

 

Range: very low–very high 
(7 Likert scale) 

 

FP1 Average return on investment 
FP2 Average return on assets 
FP3 Average income 
FP4 Growth on market shares 
OP1 Defect rate 
OP2 Delivery reliability  
OP3 Production and inventory cost 
OP4 Lead time 
SCP1 Ability to respond to and accommodate periods of poor supplier and delivery per-

formance 
SCP2 Ability to respond to and accommodate new products, new markets or new competi-

tors  
SCP3 Customer response time in supply chain 
SCP4 Total cost of distribution and manufacturing 
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A B S T R A C T	   A R T I C L E   I N F O 
This paper proposes and applies two different methodologies for modelling 
the roughness parameters in hard turning. The first method is based on the 
kinematical-geometrical copying of the cutting tool geometry onto the ma-
chined surface including a feedback loop through the parameter of statistic 
equality of sampling lengths in surface roughness measurements (SE). The 
other method employs the Design of Experiments	(DOE) principles expressing 
the roughness parameters as first order nonlinear function of the input varia-
bles: cutting speed v, feed f, depth of cut ap, and tool nose radius 𝑟ఌ. The re-
search includes the Ra and Rz roughness parameters which are commonly 
modelled throughout the research works, and additionally develops models 
for the Rp, Rv and Rmr(c) roughness parameters which are more challenging to 
model compared to Ra and Rz as they depend more on the shape of the rough-
ness profile and position of its mean line. Both methodologies for all rough-
ness parameters were verified using a CNC lathe and special rings made of 
steel EN C55 with hardness of 53±1 HRC. Considering that the roughness 
profile is just a part of the total geometric deviations of the processed surfac-
es, and it is obtained from the total profile using software filtration, the re-
search also considers the Wa parameter (waviness profile), as well as the 
deviations from the circularity (out-off-roundness) of the processed rings as 
indicators for the stability of the machining process. 
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1. Introduction  
The significance of surface roughness in the functioning of the mechanical parts is well known, 
irrespective of the method and the mechanical processing technique applied to obtain them. C.L. 
He et	al. in the research presented in [1] provide a detailed overview of the state-of-the-art of 
the influential factors and the methods applied in surface roughness modelling in turning, re-
gardless of whether the processed materials have normal or enhanced hardness. In addition, 
Trung and Thinh [2] propose a novel approach for determining the minimum surface roughness 
based on four multi-criteria decision-making methods including MAIRCA, EAMR, MARCOS and 
TOPSIS, however only the Ra parameter is considered. Kramar and Cica [3] employ a Response 
Surface Methodology (RSM) to obtain the models for the Ra and Rt roughness parameters. Inter-
estingly, they optimize the input parameters of the model for obtaining the lowest roughness 
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using a cuckoo search (CS) algorithm. The research studies [4-7] present a concurrent use of 
multiple methods (response surface methodology, artificial intelligence obtained through artifi-
cial neural networks, fuzzy logic, genetic algorithms, simulated annealing (SA) algorithm, goal-
attainment method, regression response optimization) for modelling the surface roughness at-
tained with milling and turning machining processes, as well as a comparison of the results. 
Mgwatu [8] develops and computes two machining optimization models to provide inclusive 
decisions of machining parameters, tool wear and surface quality while maximizing material 
rate and minimizing production costs. Kang et	 al. [9], using simulation study, investigate the 
influence of controlled vibration amplitudes and frequencies on the process of shaping the 
roughness profile and the subsequent values of the Ra and Rt parameters. 

On the other hand, it is worth noting that, when processing materials with enhanced hard-
ness, i.e., hardness greater than 45 HRC, increasing efforts are made to replace grinding with 
turning [10-12]. Therefore, there is considerable research referring to hard turning surface 
roughness modelling and predicting. Agrawal et	al. [13] provide a literature review of optimiza-
tion studies on hard turning. Thus, in [13-17] are described results of the impact of cutting pa-
rameters when optimizing and predicting the roughness of the surfaces. The impact of the tool 
geometry on the surface roughness estimation during hard turning, among other matters, is in-
vestigated in [18-20]. The influence of the cutting tool materials and workpiece hardness on the 
roughness profile formation during hard turning is analyzed in [12, 21-25], while information on 
the impact of different cooling mediums is provided in the research works in [26, 27].  

A detailed analysis suggests that, regardless of the input parameters considered in the re-
search (cutting parameters, tool geometry, cutting tool materials, workpiece hardness etc.), sur-
face roughness optimization and prediction during hard turning is performed for limited num-
ber of roughness parameters, typically the Ra and Rz	(Rt) parameters. Mite et	al. in [28, 29] con-
clude that even though considered surfaces can have nearly identical values of the Ra	and Rz	(Rt) 
parameters, their roughness profile forms can be different, leading to a dissimilar behavior dur-
ing the exploitation process. 

This means that, when optimizing and predicting surface roughness as a result of hard turn-
ing, multiple roughness parameters need to be considered in order to define the roughness pro-
file shape uniquely and accurately. Thus, unlike the previously referenced studies, this research, 
in addition to the Ra and Rz	parameters, also considers the Rp,	Rv and Rmr(c) parameters for the 
same measured roughness profile. The distinctiveness of these parameters is that their values 
are quite sensitive to the roughness profile shape and the position of the mean line of the profile 
and therefore, it is more cumbersome to model and predict their values. 

Another possible shortcoming of the previously referenced research refers to the fact that the 
roughness profile is considered as an independent variable, disregarding the fact that it derives 
from the total profile using software filtration, a procedure described in [30]. Research [31] con-
firms a tight correlation between the primary, waviness, and roughness profile in a stable hard 
turning process.  

In the presented study, two different methods will be conducted and presented for modelling 
and predicting multiple roughness profile parameters, i.e., the Ra,	Rz,	Rp, Rv and Rmr(c) parameters. 
The first method will employ Kinematical-Geometrical copying (K-G) of the cutting tool geome-
try onto the machined surface, whereas the second method will consider Design of Experiments 
(DOE) methodologies, more specifically a nonlinear first-order function. Furthermore, the wavi-
ness information of the profile (the Wa parameter) as well as the out-off-roundness of the inves-
tigated pieces will be applied as methods to control and verify that the roughness profiles are 
obtained from a stable hard turning process. The modelling based on kinematical-geometrical 
copying of the cutting tool geometry onto the machined surface includes a feedback loop de-
pendent on the condition of the processing. 
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2. Materials, methods, and experimental work	 
2.1 Kinematical‐geometrical (K‐G) copying method  
 

Mite et	al. [32] propose mathematical models for predicting the values of the roughness parame-
ters Ra,	Rz,	Rp,	Rv,	Rmr(c) as a function of the stability and the conditions of the turning process used 
to form the surface roughness. The mathematical models indicated in [32] are verified by turn-
ing of normal hardness materials (33±1 HRC). This research will use those models to predict the 
values of the roughness parameters during hard turning. The mathematical models are a func-
tion of the angles 𝜆௦, 𝛾௢, 𝜅௥, the radius 𝑟ఌ and the feed	 f.	The angles 𝜆௦, 𝛾௢ determine whether a 
circular part or an ellipse will be reflected onto the processed surface, where a circular part is 
defined when both angles are equal to zero. The angle 𝜅௥ additionally determines the position of 
the ellipse relative to the processed surface. The angles 𝜆௦, 𝛾௢ directly impact the process of chip 
formation. 

The maximum height of the roughness profile (Rz) will be calculated as follows [32]: 
 

𝑅𝑧 ൌ 𝑅𝑧௞ି௚ ⋅ 𝑒ଷௌா                                                                          (1) 
 where: 

 

𝑅𝑧௞ି௚ ൌ 𝑟ఌ√𝑡 െ ට𝑟ఌ
ଶ𝑡 െ ௙మ

ସ ୡ୭ୱమ ఠ
𝑡ଶ                                                           (2) 

 

𝜑 ൌ 𝜅௥ െ arctgሺ୲୥ఒೞ
୲୥ఊబ

)                                                                       (3) 
 

𝜔 ൌ arctg ቆ ୲୥ఊ೚

ୡ୭ୱሺୟ୰ୡ୲௚ቀ౪ౝഊೞ
౪ౝംబ

ቁሻ
ቇ                                                                (4) 

 

𝑡 ൌ 1 െ cosଶ 𝜑 ⋅ sinଶ 𝜔                                                                    (5) 
 

𝑟ఌ – nose radius of the inserts, 𝜅௥ – entering angle, f – feed rate, 𝜆௦ – inclination angle, 𝛾௢ – rake 
angle. The calculation of the parameter of statistic equality of sampling lengths in surface rough-
ness measurement (SE) requires the measuring of the primary surface profile and a determina-
tion of the z-coordinates of the primary profile points. Then, SE is calculated as follows [30]: 
 

𝑆𝐸 ൌ ௄ೞ೘
௄ೞ

                                                                                  (6) 
 where: 

  𝐾௦௠ ൌ ௦೘ೌೣ
మ ି௦೘೔೙

మ

௦೘ೌೣ
మ                                                                           (7) 

 

smax – the maximum standard deviation calculated for primary profile points (z-coordinates) 
within the sampling lengths,	smin – the minimum standard deviation calculated for primary pro-
file points (z-coordinates) within the sampling lengths, and: 
 

𝐾௦ ൌ ௦మ

௦೛
మ                                                                                   (8) 

 

𝑠̅ – the standard deviation calculated as the mean value of the individual standard deviations 
calculated for primary profile points (z-coordinates) within the sampling length,	sp – the stand-
ard deviation calculated for all points of primary profile (z-coordinates) within the evaluation 
lengths. 

The maximum profile peak height of the roughness profile (Rp) will be determined as follows 
[32]: 
 

𝑅𝑝 ൌ 𝑅𝑝௞ି௚ ⋅ 𝑒ଶௌா                                                                     (9) 
where: 

𝑅𝑝௞ି௚ ൌ ቤ௥ഄ
మ ୡ୭ୱ ఠ

ଶ௙
ቆቀarctg ௒మ

௑మୡ୭ୱఠ
ቁ െ ቀarctg ௒భ

௑భୡ୭ୱఠ
ቁቇቤ െ ቚ௑భ௒మି௑మ௒భ

ଶ௙
ቚ                            (10) 

𝑋ଵ ൌ sin 𝜑 ට௥ഄ
మ

௧
െ ௙మ
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ଶ
                                                        (11) 
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𝑋ଶ ൌ sin 𝜑 ට௥ഄ
మ

௧
െ ௙మ

ସ ୡ୭ୱమ ఠ
െ ௙ ୡ୭ୱ ఝ

ଶ
                                                       (12) 

 

𝑌ଵ ൌ ுିோ௭ೖష೒

ୡ୭ୱ ఝ
െ tg𝜑 ⋅ 𝑋ଵ                                                                (13) 

 

𝑌ଶ ൌ ுିோ௭ೖష೒

ୡ୭ୱ ఝ
െ tg𝜑 ⋅ 𝑋ଶ                                                                (14) 

 

𝐻 ൌ 𝑟ఌඥ1 െ cosଶ 𝜑 sinଶ 𝜔                                                            (15) 
 
The maximum profile valley depth Rv, according to [32], will be determined as follows: 
 

𝑅𝑣 ൌ 𝑅𝑣௞ି௚ ⋅ 𝑒ଷௌா                                                                   (16) 
where: 
 

𝑅𝑣௞ି௚ ൌ 𝑅𝑧௞ି௚ െ 𝑅𝑝௞ି௚                                                            (17) 
 

Arithmetical mean height of the roughness profile Ra will be determined as follows [32]: 
 

𝑅𝑎 ൌ 𝑅𝑎௞ି௚ ⋅ 𝑒ௌா                                                                     (18) 
where: 
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Load length ratio of the roughness profile Rmr(c) will be determined as follows [32]: 
 

𝑅𝑚𝑟ሺ𝑐ሻ ൌ ோ௠௥ሺ௖ሻೖష೒

௘ೄಶ                                                                     (24) 
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The limitations of the mathematical models developed on the basis of kinematical-geometrical 
copying, stipulated in [32], also apply to this research. 

2.2 Design of experiments 

This section presents the mathematical models for the Ra,	Rz,	Rp,	Rv,	Rmr(c), SE and Wa parameters, 
as nonlinear functions denoted with the Eq. 26. For acquiring the required data for empirical 
modelling, four-factorial plan experiment of first order was conducted, where the independent 
input variables comprised cutting speed v, feed f, tool nose radius 𝑟ఌ and depth of cut ap, with 
repetition in the middle point of the investigated hyperspace. Table 1 provides the values of the 
defined independent variables. The number of experiments is 24 = 16, with additional four ex-
periments for the repetitions in the middle points. Table 2 provides the detailed plan of experi-
ments. The verification of the adequacy of the obtained mathematical models employs the Fisher 
test with a significance level of 𝛼 ൌ 0.05. The accuracy of the mathematical models is defined at 
95 % confidence interval. 
 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 ൌ 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∙ 𝑣௔ ∙ 𝑓௕ ∙ 𝑎௖ ∙ 𝑟ఌ
ௗ                                               (26) 
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2.3. Defining of the investigated hyperspace (input independent variables) 

The mathematical models based on kinematical-geometrical copying are a function of the angles 
𝜆௦, 𝛾௢, 𝜅௥, the radius 𝑟ఌ and the feed f. The angles 𝜆௦, 𝛾௢, 𝜅௥ characterize the cutting tool and they 
will not change during the experiments, whereas the radius 𝑟ఌ and the feed f will change. To pro-
vide comparability and consistency of the results with the other model, the values of 𝑟ఌ and	f will 
be kept identical as in the DOE. As aforementioned, the independent variables in the first-order 
nonlinear mathematical model comprise of the cutting speed v, feed f, depth of cut ap, and tool 
nose radius (𝑟ఌ), and their values are summarized in Table 1. Considering the cutting tool (in-
sert) that the producer recommends (described in sub-chapter 2.5) for continuous cutting the 
following parameter ranges should be employed: cutting speed v from 80-250 m/min, depth of 
cut ap from 0.05-0.5 mm and feed (f from 0.03-0.2 mm). 
Starting from the conclusion stated in the introduction of this paper, that increasing efforts are 
made to replace grinding with turning, the authors of this paper were attentive to the selection 
of the values for	f and ap. 

In typical industrial applications, the lower limit of the Ra parameter during classical grinding 
is 0.2 μm. Considering the well-known theoretical equation for determining Ra	=	f2/32𝑟ఌ during 
turning, an insert radius 𝑟ఌ ൌ 1.2 mm and Ra	= 0.2 μm yields that the feed is f	= 0.087 mm/rev. 
Therefore, this research adopts a lower limit for f of 0.09 mm/rev, while the upper limit reflects 
the recommendations of the cutting tool producer. When selecting the minimum value for the 
depth of cut (ap), the authors assured that the ratio f/ap is always less than or equal to one. This 
is crucial since under such circumstances the general “shape” of the chip cross section does not 
change significantly, which impacts the chip formation process and the geometric structure of 
the surface. Therefore, the paper adopts a lower limit for	ap of 0.2 mm, and twice as big upper 
limit. 
	

Table	1 Input parameters and their levels 
No. Parameters Level 1 Central point Level 2 
1 Cutting speed (v), m/min 100 141.4 200 
2 Feed (f), mm/rev 0.09 0.134 0.2
3 Depth of cut (ap), mm 0.2 0.283 0.4 
4 Tool nose radius (𝑟ఌ), mm 0.4 0.8 1.2 

2.4 Work piece material 

This research uses work pieces made of steel EN C55 (AISI 1055). To achieve appropriate hard-
ness of 53±1 HRC, the work pieces were thermally enhanced. The pieces are made into rings to 
achieve uniform hardness throughout the entire cross-section. The size of the rings is ø100  
ø82  20 mm and they are clamped on a special device using a flat key (Fig. 1). 

2.5 Machine and cutting tool 

The work rings are processed using CNC lathe, shown on Fig. 1, model OKUMA LB 15-II (C-1S). 
The lathe provides variable spindle speed from 38-3800 rpm, feed rate from 0.001-1000 
mm/rev and 15 kW spindle drive motor. From one side the work pieces are clamped in the 
chuck, while on the other side, they lean on the tailstock (Fig. 1). Before performing the machin-
ing experiments, the rings were processed to remove the circular run out from the clamping of 
the rings. During the machining of the workpieces in accordance with the defined DOE, a coolant 
(17 % concentration of cutting oil in water) was applied. The pieces were processed using a 
holder designated ADPNN2525M15-A (Tungaloy), with 𝜅௥= 62.5°, 𝛾௢ = 0°, 𝜆௦= –10° and cutting 
T-CBN negative inserts designated 2QP-DNGA 150404-BXM20, 2QP-DNGA 150408-BXM20 and 
2QP-DNGA 150412-BXM20 (Tungaloy). The angles 𝛾௢ and 𝜆௦ are defined perpendicularly to the 
axis of rotation. Every working ring is processed using a new cutting edge of the insert, to elimi-
nate the effect from the wear of the inserts. In models based on the kinematical-geometrical 
copying principle, the angle 𝛾௢ equals –0.0001°, to avoid the mathematical constraints stipulated 
in [32]. 
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Fig.	1 Experimental equipment 

2.6 Measurement equipment and execution of experiment 

The out-off-roundness of the work rings is measured using a Roundtest RA-400 (Mitutoyo), Fig. 
2. To avoid potential impact of the elastic deformation of the working rings caused by clamping, 
the authors measured the circularity while the rings remained clamped on the device, as shown 
on Fig. 2. The primary, roughness and waviness profiles of the processed rings were measured 
using a Surf test model No. SJ-410 (Mitutoyo), Fig. 3. The considered parameters were measured 
at five equally spaced locations around the circumference of the work rings to obtain the statis-
tically significant data for the test. The profiles and parameters were measured and calculated in 
accordance with the ISO standard recommendations, i.e. in accordance with the procedure for 
obtaining the primary profile, the roughness profile, and the waviness profile presented in [30]. 
Table 2 provides the measurement conditions when obtaining the primary, roughness, and wav-
iness profiles. The Rmr(c) parameter was calculated at a level of 30 % of Rz	(30Rz) from the highest 
peak of the roughness profile, i.e. c	=	30 % of Rz μm, for all considered roughness profile. A pick-
up stylus with top angle of 60° and top radius of 2 μm was utilized, as well as a skidless pick-up. 
During the measurements, the instrument was mechanically levelled with respect to the meas-
ured surface. The measuring system was calibrated using a type C etalon with Ra	= 2.97 μm, and 
was verified using a type C etalon with Ra	= 6 μm. The used calibration etalons have a measuring 
uncertainty of 5 %. The parameter SE was calculated for a primary profile in accordance with 
the conditions listed in Тable 2. 
 
 

                                           
													Fig.	2 Roundtest RA-400 (Mitutoyo)                       Fig.	3 Surf test model No. SJ-410 (Mitutoyo)                  

3. Results and discussion 

Table 3 shows the entire plan for the realization of the experiments, as well as the measured 
values for: the roughness parameters Ra,	Rz,	Rp,	Rv	and	Rmr(c), the parameter SE	determined for the 
primary profile, the parameter Wa determined for the waviness profile and the out-off-
roundness values. The value of all parameters provided in Тable 3, except for the out-off-
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Rings clamping device 

Tool 

CNC Lathe 
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roundness, are derived as mean values of five measurements. The values for the out-off-
roundness in Тable 3 are mean values of three measurements. Furthermore, this research in-
cludes the parameter Wa	 that reflects the waviness profile. Constitutionally, according to DIN 
4760 and [32], the roughness profile forms as third, fourth and fifth order deviations, while the 
waviness profile forms as a result of second order deviations. Out of all the second order devia-
tions, off-center clamping can greatly influence waviness. To obtain a comprehensive picture of 
the conditions for forming the roughness profiles, the parameter Wa and the out-off-roundness 
of the working rings are also considered and measured. Table 3 shows the values of the out-off-
roundness. The out-off-roundness of the work rings is not subject to mathematical modelling. 
However, a non-linear function of the first order model is established for the Wa	parameter.  
 

Table	2 Measurement conditions of roundness, primary, roughness and waviness profiles 

	
Table	3	Experimental plan and results	

No. v	
(m/min) 

f	
(mm/rev) 

ap	
(mm) 

𝑟ఌ 
 (mm) 

SE	
P‐profile

Rz	
(μm) 

Rp	
(μm) 

Rv	
(μm) 

Ra	
(μm) 

Rmr	
(30Rz)	(%)	

Wa	
(μm) 

Out-of-roundness	
(μm)	

1 100 0.09 0.2 0.4 0.036 3.098 1.992 1.106 0.695 14.1 0.055 0.658
2 200 0.09 0.2 0.4 0.047 3.313 2.074 1.239 0.735 15.5 0.049 0.633 
3 100 0.2 0.2 0.4 0.033 14.148 9.262 4.886 3.398 14.4 0.078 0.700
4 200 0.2 0.2 0.4 0.044 14.084 9.310 4.774 3.362 13.7 0.094 0.732
5 100 0.09 0.4 0.4 0.033 3.010 1.891 1.120 0.720 14.9 0.076 0.689 
6 200 0.09 0.4 0.4 0.041 3.209 2.047 1.162 0.782 14.2 0.055 0.705
7 100 0.2 0.4 0.4 0.038 13.789 9.017 4.771 3.309 14.3 0.080 0.933
8 200 0.2 0.4 0.4 0.051 14.334 9.475 4.932 3.442 13.0 0.101 0.893 
9 100 0.09 0.2 1.2 0.147 1.329 0.795 0.534 0.249 10.7 0.045 0.533

10 200 0.09 0.2 1.2 0.078 1.345 0.742 0.603 0.287 18.6 0.054 0.603
11 100 0.2 0.2 1.2 0.047 4.039 2.541 1.498 0.938 15.2 0.036 0.842 
12 200 0.2 0.2 1.2 0.047 4.089 2.715 1.375 0.934 14.2 0.040 0.795
13 100 0.09 0.4 1.2 0.115 1.413 0.742 0.671 0.254 15.2 0.042 0.551
14 200 0.09 0.4 1.2 0.141 1.052 0.639 0.413 0.218 12.0 0.041 0.400 
15 100 0.2 0.4 1.2 0.039 4.138 2.636 1.498 0.938 13.3 0.035 0.681
16 200 0.2 0.4 1.2 0.054 4.297 2.796 1.501 0.940 12.8 0.036 0.652
17 141.4 0.134 0.283 0.8 0.039 2.962 1.848 1.114 0.699 16.0 0.026 0.433
18 141.4 0.134 0.283 0.8 0.043 3.236 2.005 1.230 0.726 13.4 0.027 0.568 
19 141.4 0.134 0.283 0.8 0.032 3.325 2.058 1.309 0.713 14.1 0.028 0.675
20 141.4 0.134 0.283 0.8 0.042 3.362 2.216 1.146 0.781 12.9 0.036 0.500

	
The reason pertains to the fact that the SE	parameter determined for the primary profile, as well 
as the primary profile itself, contain the waviness. From a measurement point of view, the 
boundary between the waviness profile and the roughness profile is defined by the applied λc 
profile filter. Any deficiencies or inappropriate choices for the applied λc profile reflect on the 

Profile/Parameters Primary profile / Pa	/ SE 
Еxperiment No. All 
Filter Gaussian 
rtip (µm) 2
λs profile filter (µm) 2.5 
L evaluation length (mm) 
L = 1 × N (mm) 8 

Profile/Parameters Waviness profile / Wa 
Еxperiment No. 1,2,5,6,9,10,13,14 3,4,7,8,11,12,15,16,17,18,19,20
Filter Gaussian 
rtip (µm) 2 
λc  profile filter (mm)  0.25 0.8 
λf profile filter (mm) 2.5 
L evaluation length (mm) 5 × 2.5 = 12.5 
Profile/Parameters Roughness profile / Ra 
Еxperiment No. 1,2,5,6,9,10,13,14 3,4,7,8,11,12,15,16,17,18,19,20 
Filter Gaussian 
rtip (µm) 2 
λs profile filter (µm) 2.5 
λc profile filter (mm)  
lr sampling length (mm) 0.25 0.8 

ln evaluation length (mm) 
ln	= N × lr (mm) 5 × 0.25 = 1.25 5 × 0.8 = 4 
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shape of the roughness profile. In addition, from a constitutional point of view, the selection of 
the combination of values for cutting speed (v), feed (f), depth of cut (ap) and tool nose radius 
(𝑟ఌ) can also influence the vibrations on the tool and the machine. The following mathematical 
models for the considered parameters were obtained based on the values from Тable 3 and ap-
plying the methodology stipulated in sub-chapter 2.2:  
 

𝑅௭ ൌ 77.533 ∙ 𝑣ି଴.଴ଵଶଵହସଵ ∙ 𝑓ଵ.଺଻ଷ ∙ 𝑎ି଴.଴ଷଶଶଷଵ଴ ∙ 𝑟ఌ
ି଴.ଽ଺ଽଵସଵଵ                                (27) 

 

𝑅௣ ൌ 50.514 ∙ 𝑣଴.଴ଵସହ଺ଽଵ ∙ 𝑓ଵ.଻଻ହ ∙ 𝑎ି଴.଴ସ଴଺଴଻ହ ∙ 𝑟ఌ
ିଵ.଴ଶ଺                                     (28) 

 

𝑅௩ ൌ 26.753 ∙ 𝑣ି଴.଴ହଵ଺ଶଽଶ ∙ 𝑓ଵ.ହଵହ ∙ 𝑎ି଴.଴ଵଽ଴ଶ଼ସ ∙ 𝑟ఌ
ି଴.଼଼ଷ଼ଽହଽ                                    (29) 

 

𝑅௔ ൌ 17.175 ∙ 𝑣଴.଴ଶ଻଼ଷ଻଺ ∙ 𝑓ଵ.଻଼ଷ ∙ 𝑎ି଴.଴ଶ଻଼ସସ଺ ∙ 𝑟ఌ
ିଵ.଴଻ଵ                                     (30) 

 

𝑅௠௥ሺଷ଴ோ௭ሻ ൌ 10.732 ∙ 𝑣଴.଴ଶ଴ଶଷ଺ହ ∙ 𝑓ି଴.଴ଷଶ଼ଶହଵ ∙ 𝑎ି଴.଴଻ଷ଴଴ଶସ ∙ 𝑟ఌ
ି଴.଴ଶ଻଼଴ଷଶ                      (31) 

 

𝑆𝐸 ൌ 0.0095850 ∙ 𝑣଴.ଵ଻ଷଷଶଽଶ ∙ 𝑓ି଴.ହସହ଴ଶଵ଺ ∙ 𝑎଴.଴଺ହ଺ଷ଴଴ ∙ 𝑟ఌ
଴.ହହ଻ହ଴ଵଵ                         (32) 

 

𝑊௔ ൌ 0.0406614 ∙ 𝑣଴.଴ସଽଵସହଽ ∙ 𝑓଴.ଵଶଽ଴ଷ଼଼ ∙ 𝑎଴.଴ଵ଴ସ଼଴ଽ ∙ 𝑟ఌ
ି଴.ହ଴ଽଷ଴ଷ଼                           (33) 

The mathematical models expressed by the Eq. 27-33 represent first order models without mu-
tual interaction and without factor significance evaluation. Table 5 provides their dispersion 
analysis together with an adequacy evaluation. The negative sign in the exponent in the term of 
the model indicates an inverse relationship between that term and the modelled parameter. The 
SE parameter model, Eq. 32, obtained in accordance with the DOE was used to obtain the values 
necessary to calculate the roughness parameters according to the kinematical-geometrical copy-
ing model, Eq. 1,9,16,18,24. The percentage differences between the mean values of the meas-
urements and the theoretically calculated values of the parameters modelled according to K-G 
and	DOE, are systematized in Table 4. The negative sign before the values in Table 4 indicates 
that the theoretical value is lower than the measured value. The paper presents 3D graphs, Figs. 
4 to 20, in order to provide a graphic overview of the obtained mathematical models of the mod-
elled parameters, but also to show the differences between the models obtained using different 
techniques of the investigated hyperspace. For every roughness parameter, the paper presents 
three graphs selected in a state with the biggest percentage difference, from Table 4, between 
the kinematical-geometrical copying model (K-G) and the DOE. 

Table	4	Percentage difference between measured average values and calculated values according to 
the two techniques	

No. Rz (%) Rp (%) Rv (%) Ra (%) Rmr	(30Rz) (%) SE	(%)	
K-G DOE K-G DOE K-G DOE K-G DOE K-G DOE DOE

1 -7.9 7.3 -8.5 3.1 -15.7 13.1 -2.8 6.7 9.8 4.3 16.6 
2 -13.5 0.0 -11.8 0.1 -27.5 -0.9 -8.7 3.1 0.3 -3.8 3.2
3 -3.1 -11.4 -3.7 -9.2 -7.5 -14.5 -1.7 -10.0 8.2 -0.5 -17.6 
4 -1.5 -11.8 -3.5 -8.7 -3.9 -15.9 -0.6 -6.7 12.1 5.4 -39.9 
5 -3.8 7.9 -2.6 5.4 -16.5 10.8 -6.6 1.4 4.1 -6.8 26.2 
6 -8.8 0.9 -9.8 -1.4 -18.7 4.2 -15.8 -5.1 8.5 0.0 18.6 
7 -0.1 -11.0 -0.7 -9.3 -4.6 -13.3 0.8 -9.2 8.5 -5.3 -30.5 
8 -2.9 -16.3 -5.0 -13.7 -6.9 -21.4 -3.1 -11.4 16.7 5.9 -57.6 
9 -24.9 -15.4 -21.2 -19.3 -50.6 -10.8 -7.7 -8.7 29.4 25.3 -85.9

10 -22.6 -17.7 -10.9 -10.3 -65.1 -29.7 -23.7 -22.5 -24.5 -28.6 11.8 
11 16.5 7.8 17.1 7.5 7.0 7.3 17.0 1.6 1.8 -9.5 8.6 
12 17.1 5.9 12.6 2.2 16.3 11.8 17.3 3.8 7.9 -0.6 18.3 
13 -31.4 -25.5 -12.4 -14.7 -87.1 -41.0 -9.9 -12.9 -0.9 -11.9 -39.7 
14 5.2 5.8 5.2 2.3 -11.6 10.0 5.6 4.8 19.1 12.4 -51.4 
15 15.1 3.4 14.4 1.3 7.7 6.1 16.8 -0.4 13.9 -0.8 26.9 
16 13.6 -1.1 10.5 -3.6 9.4 2.4 16.6 1.3 16.7 4.5 10.9
17 10.1 9.4 11.2 8.9 -1.4 9.5 7.6 3.0 -3.5 -14.3 28.6 
18 1.8 1.1 3.6 1.1 -12.0 0.0 4.0 -0.8 13.1 4.0 22.1 
19 -0.9 -1.7 1.1 -1.5 -19.2 -6.4 5.7 1.0 8.9 -0.6 41.1 
20 -2.0 -2.8 -6.5 -9.3 -4.4 6.8 -3.3 -8.4 16.4 7.7 23.6 
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Table	5	Dispersion analysis 
	  Degrees of 

freedom 
f 

Sum of 
squares 

s 

Dispersion 
s/f 

Dispersion 
ratios 

fr 

Table 
value 

ft 

Model 
Adequacy 
evaluation 

Rz	

Residual sum 15 0.293426 0.019562  
Experiment error 3 0.009897 0.003299  
Model adequacy 12 0.283529 0.023627 7.162 8.740 fr < ft 

adequate 
Multiple regression coefficient: R = 0.9877  

Rp	

Residual sum 15 0.218346 0.014556  
Experiment error 3 0.016825 0.005608  
Model adequacy 12 0.201521 0.016793 2.994 8.740 fr < ft 

adequate 
Multiple regression coefficient: R = 0.9918  

Rv	

Residual sum 15 0.475066 0.031671  
Experiment error 3 0.015825 0.005275  
Model adequacy 12 0.459240 0.038270 7.255 8.740 fr < ft

adequate 
Multiple regression coefficient: R = 0.9762  

Ra	

Residual sum 15 0.198609 0.013241  
Experiment error 3 0.007023 0.002341  
Model adequacy 12 0.191586 0.015966 6.820 8.740 fr < ft 

adequate 
Multiple regression coefficient: R = 0.9928  

R
m
r	(

30
R
z)
	 Residual sum 15 0.231928 0.015462  

Experiment error 3 0.025964 0.008655  
Model adequacy 12 0.205964 0.017164 1.983 8.740 fr < ft 

adequate 
Multiple regression coefficient: R = 0.2649  

SE	

Residual sum 15 1.779 0.118613  
Experiment error 3 0.053990 0.017997  
Model adequacy 12 1.725 0.143767 7.988 8.740 fr < ft 

adequate 
Multiple regression coefficient: R = 0.7526  

Wa	

Residual sum 15 1.889 0.125933  
Experiment error 3 0.065015 0.021672  
Model adequacy 12 1.824 0.151998 7.014 8.740 fr < ft 

adequate 
Multiple regression coefficient: R = 0.6384  

 
In the mathematical models for calculating the Rz,	Rp,	Rv	and	Ra parameters, Eq. 27-30, ob-

tained using the DOE methodology, the feed (f) and the tool nose radius (𝑟ఌ) have a dominant 
influence. The feed is proportionally correlated, while the tool nose radius is inversely propor-
tional to the values of the parameters. Still, the feed has a bigger impact than the radius. The 
cutting speed (v) and depth of cut (ap) have insignificant impacts. Interestingly, in all models, Eq. 
27-30, the impact of the depth of cut is inversely proportional. Although insignificant, this means 
that an increase of the depth of cut will stabilize the process of transforming the removed mate-
rial into a chip. Due to the fact that, for the Rmr(c) parameter, the paper adopts “c” as a function of 
the Rz parameter, none of the input variables (v,	f,	ap, 𝑟ఌ) in the model have a dominant impact. 

The SE parameter model, Eq. 32, and Fig. 5, show that the depth of cut has the least impact on 
the stochastic character of the primary profile, while the feed and the tool nose radius have 
comparably strong impacts, but with different signs. On one hand, considered on a micro-plan, 
the radius increase disturbs the deterministic nature of the irregularities along the primary pro-
file, resulting in an increased value of the	SE parameter. However, on a mezzo-plan, the increase 
of the radius “irons out” the unevenness which leads to a waviness profile with a smaller Wa, 
reflected in Eq.33, and Fig. 20. Although to a lesser extent and direction relative to the radius, the 
feed also influences the value of the Wa parameter. This influence cannot be attributed only to 
the changes related to the increase of the feed (for example: increased cutting forces), but also to 
the imperfection of the shape of the middle line generated by the λc profile filter. Table 4 shows 
that the calculated and measured values of the parameters Rp	and Rv differ the most, expressed 
in percent. These parameters directly depend on the position of the roughness profile mean line. 
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Another conclusion is that the experiments with lower f/𝑟ఌ ratios feature bigger deviations. The 
patterns described above also apply to the percentage differences between the values calculated 
according to the models based on the kinematical-geometrical copying and the measured values, 
Table 4. If we compare the percentage difference of both models, we can conclude that the DOE 
mathematical models yield values slightly closer to the measured values. This is because for the 
SE parameter, responsible for compensating the theoretical values in accordance with the real 
processing, there are large percentage differences between the values determined in accordance 
with the SE model, Eq. 32, and the actual measured values, Table 3. 

This, in turn, can be attributed to the “sensitive nature” of the	 SE	parameter. The graphic 
comparisons presented in Fig. 5-19, clearly indicate small differences between the values of the 
modelled roughness parameters obtained in accordance with the two considered mathematical 
modelling methodologies. More importantly, the change trends along one or the other axis 
should be followed continuously. The biggest difference in this respect, exists for the parameters 
Rmr(c), where the DOE model, throughout the hyperspace, yields smaller values relative to the 
kinematical-geometrical copying model, Fig. 16, 18 and 19, without any intersecting lines or 
overlapping. The measured small values for the out-off-roundness of the working rings, in itself 
indicates that the entire process of obtaining the roughness profile was implemented under a 
strictly controlled and stable turning process. 
 

 
Fig.	4	3D graph for SE (v	= 200 m/min, ap=0.4 mm) Fig.	5	3D graphs for Rz (v =100 m/min, ap = 0.2 mm) 

  

  

Fig.	6 3D graphs for Rz (v = 200 m/min, ap = 0.2 mm) Fig.	7 3D graphs for Rz (v = 200 m/min, ap = 0.4 mm) 
  

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

Intersection line
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Fig.	8 3D graphs for Rp (v = 200 m/min, ap = 0.2 mm) Fig.	9	3D graphs for Rp (v = 100 m/min, ap = 0.4 mm) 

  

Fig.	10 3D graphs for Rp (v = 200 m/min, ap = 0.4 mm) Fig.	11 3D graphs for Rv (v =100 m/min, ap = 0.2 mm) 

Fig.	12 3D graphs for Rv (v = 200 m/min, ap = 0.2 mm) Fig.	13 3D graphs for Rv (v =100 m/min, ap = 0.4 mm) 
  

Fig.	14 3D graphs for Ra (v =100 m/min, ap = 0.2 mm) Fig.	15 3D graphs for Ra (v =100 m/min, ap = 0.4 mm) 
  

DOE

Kinematical–Geometrical 

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

Intersection line



Tomov, Gecevska, Vasileska 
 

86  Advances in Production Engineering & Management 17(1) 2022
 

 
Fig.	16 3D graphs for Ra (v = 200 m/min, ap = 0.4 mm) Fig.	17 3D graphs for Rmr	(30Rz)  

(v = 100 m/min, ap = 0.2 mm) 
  

Fig.	18 3D graphs for Rmr	(30Rz)  
(v =100 m/min, ap = 0.4 mm) 

Fig.	19 3D graphs for Rmr	(30Rz)  
(v = 200 m/min, ap = 0.4 mm) 

  

 
Fig.	20 3D graphs for Wa (v = 200 m/min, ap = 0.4 mm) 

4. Conclusion 

The simultaneous modelling of multiple roughness parameters using two different approaches, 
the kinematical-geometrical copying method and the DOE method, as well as the comparison 
between the two, clearly showed their strengths and weaknesses. 

The mathematical models expressed as a nonlinear first order function can accurately model 
the roughness parameters during hard turning. This showed that all obtained mathematical 
models are adequate although they estimate multiple roughness parameters for the same pro-
cessed surface (the same roughness profile). The difference between the measured values of the 
roughness parameters compared to the values theoretically calculated with the DOE models is 
acceptable. However, it should be noted that from the practical point of view, the empirically 
derived roughness parameter models depict the process accurately solely in the conditions in 
which they had been obtained. Any changes of machines, clamping methods, working pieces, 

DOE

Kinematical–Geometrical 

Intersection line

DOE

Kinematical–Geometrical 

DOE

Kinematical–Geometrical 

DOE

Kinematical–Geometrical 
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different geometry tools etc., means a new model of the roughness parameters needs to be de-
rived referring to those precise machining conditions. The mathematical models of the rough-
ness parameters obtained using the method of kinematical-geometrical copying (K-G) of the 
cutting tool onto the processed surface, including the SE parameter, were shown that likewise 
successfully model the roughness parameters during hard turning. Their graphical presentations 
showed a great similarity with the graphical presentations of the DOE models. The SE parameter 
from these models make the link between the theoretically calculated values and the actual con-
dition of the cutting process. In other words, the SE parameter also considers, to an extent, the 
‘difficult’ modelling factors. From a general practical point of view, the models based on the kin-
ematical-geometrical copying of the cutting tool including the SE parameter have a broader ap-
plicability. It is sufficient to model the SE parameter and then to calculate multiple roughness 
parameters. The measurements of the deviations from out-off-roundness of the working rings, 
as well as the modelling of the waviness parameter Wa showed the stability of the turning pro-
cess used to obtain the roughness profiles.  
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A B S T R A C T  A R T I C L E   I N F O 
Three types of gold nanoparticles (AuNPs) were synthesised with a custom-
made Ultrasonic Spray Pyrolysis (USP) device, from aqueous solutions of gold 
(III) chloride (AuCl3) and gold (III) acetate (AuC6H12O6), with an initial con-
centration of Au 0.5 g/L. AuNPs were collected in suspensions of deionised 
(D.I.) water with the stabilisers polyvinylpyrrolidone (PVP) or polyethylene 
glycol (PEG), followed by the process of freeze drying the AuNPs to be useful 
as a new additive for the cream. The standard cream base was used as a ma-
trix for preparation of three types of cream with AuNPs in the same concen-
tration ratios. The third AuNPs cream was prepared with a patented hydrox-
ylated fullerene water complex (3HFWC-W) matrix. To examine the effect of 
AuNPs as additive in creams, a six-week study of test creams was conducted 
on 33 volunteers with no dermatological diseases. During the study three 
main parameters of the skin where measured: Collagen quality, skin moistur-
isation and the epidermis-dermis function. The results of the study found 
improvements of collagen quality between 18-24 %, achieved due to the use 
of AuNPs in standard creams, while the cream with the combination of 
3HFWC-W and AuNPs gave significantly higher improvements with a value of 
45.7 %. It was also discovered that hydration of the skin (stratum cornum) 
increased by 6.4-9.6 % in standard creams with AuNPs, and 73.7 % in the 
3HFWC/AuNPs` cream. Similar results were measured by the epidermis-
dermis function, where 24-28 % improvement for standard creams with 
AuNPs was identified, and 38.4 % for the cream 3HFWC-W/AuNPs.  
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1. Introduction 
Personal skin care is an important factor in slowing the appearance of age-related skin symp-
toms such as wrinkles, pigmented lesions, patchy hypopigmentation, actinic keratoses, thinning 
skin and exaggerated expression lines, all of which are a result of the internal metabolic ageing 
processes and external damage caused by the influx of various substances and exposure to UV 
light [1, 2]. Nanoparticles have recently attracted attention for use in anti-ageing cosmetics as 
alternatives and synergists to already established anti-ageing substances. One of the main ad-
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vantages of nanoparticles is their ability to penetrate the skin barrier [3, 4], which can, potential-
ly, result in higher effectiveness with smaller doses and shorter wear times [5]. Gold nanoparti-
cles (AuNPs) and Hyper Harmonised Hydroxyl Modified Fullerene (3HFWC-W) have garnered 
special attention for use in cosmetics. AuNPs, luckily, exhibit a high degree of biocompatibility, 
as evidenced by their use in Cosmetics, Medical imaging and Oncology [6-8], while other metallic 
nanoparticles, because of their potential toxicity, represent an issue of concern when used on 
living organisms. The main mechanisms by which AuNPs benefit human skin are acceleration of 
blood circulation, anti-inflammatory properties, antiseptic properties, improving the firmness 
and elasticity of skin and vitalising skin metabolic processes [9-11]. 3HFWC-W is a modified 
form of the third allotrope of carbon – fullerene, and has been proven to offer several benefits 
when used on skin. The hollow one nanometre surface hydroxide functionalised spheres have 
increased hydro solubility, and can bond to molecules of water with hydrogen bonds [12, 13]. By 
establishing hydrogen bonds with the surrounding water molecules and biomolecules, 3HFWC-
W improves the moisturisation and moisture retention of skin, which is considered one of the 
most important anti-ageing skin treatments [14]. 

AuNPs in suspension can be synthesised through Ultrasonic Spray Pyrolysis (USP), which has 
many advantages, such as the simplicity of setup and adaptability, continuous operation, relative 
cost-effectiveness and the possibility of easy capacity increase – i.e. scale up [15, 16]. To obtain 
AuNPs in dry form, freeze drying was applied for suspensions. Namely, freeze drying is the 
common method for the preparation of stable formulations with protein drugs, and its use and 
deeper understanding are becoming increasingly important from the point of view of the prepa-
ration of new, patient-friendly dosage forms in pharmaceutical products [17]. In line with the 
intensive increase of new temperature sensitive products, where standard drying procedure 
doesn’t fit [18, 19], a high-quality, safe and effective nanomaterial can be provided with freeze 
drying.  

The use of 3HFWC-W was targeted due to the fact that the combination with the nano‐
harmonised substance (NHS) is favourable, resulting in the functionalisation of 𝑡𝑡ℎ𝑒𝑒 𝐶𝐶60 molecule 
with OH groups – these processes are patented as material made from (𝐶𝐶60(OH)x) [20, 21]. The 
3HFWC-W substance is based on additional water layers 𝐶𝐶60(OH)36 ±12@(H2O)144−2528. These 
water layers give 3HFWC-W a water liquid phase (H2O)144−2528, surrounding the solid phase—
hydrogen bonded 𝐶𝐶60(OH)36 ±12 nanostructure. The 3HFWC-W water layers possess similar 
properties to liquid crystals, and they protect 𝑡𝑡ℎ𝑒𝑒 𝐶𝐶60(OH)36 ±12 complex from environmental 
influences, and, at the same time, they protect biomolecules from the potentially toxic effects of 
𝐶𝐶60. This structure, whose diameter size ranges between 6‐15 nm, is a water-soluble amphiphilic 
biomolecule with a potential for various applications. Fullerene derivative nano‐harmonised 
𝐶𝐶60(OH)36 ±12 has shown no toxicity in tests on human dermal fibroblasts (HDF) and liver carci-
noma cells [13, 22]. As a cosmetic product ingredient (its INCI name is “hydroxylated fullerene”), 
it could act as an active compound and a stability factor. Compared to the commercial products 
and vehiculums, all cosmetic products with 3HFWC-W, except body lotion, have shown signifi-
cant improvements of the functionality of the basement membrane [23]. While regenerating 
cream and body lotion with 3HFWC-W have positively affected collagen quality in the dermis, 
anti‐ageing and hand cream with 3HFWC-W have shown positive effects on signal transduction 
and regeneration of collagen. Results imply that anti‐ageing and hand cream with 3HFWC-W, as 
well as body lotion vehiculum, could improve the properties of the basement membrane and 
accelerate signal transduction in the dermis, and, finally, enable faster regeneration of the epi-
dermis and rapid reaction of the skin to negative environmental influences [23]. Regenerating 
cream with 3HFWC-W has shown positive effects on the basement membrane and strength of 
the collagen supportive structure in the skin. The body lotion with 3HFWC-W and commercial 
hand cream have improved the mechanical properties of the skin through strengthening colla-
gen fibres in the dermis. The ingredient 3HFWC-W, which acts in a natural, biophysical way on 
the skin, might open a new era in the way we understand and treat changes in the altered and 
ageing skin. Depending on the type of cream, the average improvement was 22.5 %, based on the 
arithmetic value of 12 % (body lotion), 18 % (regenerating cream), 28 % (anti-ageing), and 32 % 
(hand cream). Based on the presented clinical studies and results, in order to achieve an even 
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more visible anti-ageing effect, it was hypothesised that an additional effect could be achieved 
with AuNPs that are highly biocompatible and have some baseline functional properties [24, 25]. 

The focus in this dermatological study was, therefore, to find the effect of AuNPs not only in 
cosmetic standard creams, but also in combination with 3HFWC-W, to get a potentially new 
complex in cosmetics. In the first step creams were prepared, followed by six weeks of testing on 
volunteers. In order to evaluate the activity of the AuNPs in creams, characterisation of the 
cream`s ingredients was performed, and real-time analysis of the skin anti-ageing effect was 
done on the volunteers. 

2. Materials and methods 
2.1 Materials 

The starting materials for the preparation of AuNPs` suspensions were two precursors: Au chlo-
ride salt – (gold (III) chloride tetrahydrate – trace metals basis 99.9 %, Acros Organics, Germa-
ny) and Au acetate salt – (gold (III) acetate, Alfa Aesar, USA). Collection mediums were prepared 
with D.I. water and two steric stabilisers: Polyvinylpyrrolidone (PVP40 Sigma Aldrich, Germany) 
and polyethylene glycol (PEG 6000, Fisher Scientific, UK). Other chemicals were: Sodium hy-
droxide (NaOH, Fisher Chemicals, Germany) and hydrochloric acid (HCl, 37 %, Sigma Aldrich, 
Germany). Three types of AuNPs` suspensions were prepared for cosmetic creams with the 
characteristics shown in Table 1 (these names/abbreviations are used throughout the text). 
Preparation of the 3HFWC-W took place under controlled conditions. The first step was water 
purification from tap water to water with 0.1 µS/m conductivity. The main ingredient, fullerol  
C60(OH)36 with purity of 99.99 %, was imported from Solaris Chem in Canada. A specified 
amount of fullerol was mixed with the purified water in a vessel at temperatures of 33-400 °C. 
After achieving a satisfying solubility the solution was transferred to another vessel, where it 
was exposed to an oscillatory magnetic field of 100-250 mT in order to create aqueous layers 
based on strong hydrogen bonds [20, 21]. The result was 3HFWC-W: C60(OH)36@(H2O)𝑛𝑛𝑙𝑙 , size of 
6-15 nm, with n-water molecules (600-200) and l-water layers (1-6). 3HFWC-W was mixed in a 
concentration of 18 % by a standard procedure with 34 % of aqua purificata and 48 % of stand-
ard cream base (TFT Nano Center, Belgrade, Serbia). 

Table 1 Characteristics for all three types of AuNPs` suspensions 
AuNPs` suspension  Type of Stabiliser – concentration in D.I. water (g/L) 
AuNC PEG10 PEG – 10 g/L 
AuNC PVP5 PVP – 5 g/L 
AuNA PEG20 PEG – 20 g/L 

Table 2 Composition of 3HFWC-WAu NP PEG 20 cream 
Formula Product identifier Quantity (wt. %) 
C60(OH)36-48@ (H2O)950-2100 3HFWC-W 18.00 
AuNPs AuNPs (AuNA+PEG 20 g/L) 0.05 
H2O Ultra-pure water (0.055 µS/cm) 32.95 
AB  Ambiphilic base 49.00 
3HFWC-WAuNP PEG20 Nano gold hyperharmonized fullerene water complex 100.00 

2.2 Methods 

Synthesis of AuNPs` suspensions 

AuNPs` synthesis was done on a custom built USP device, located in Zlatarna Celje d.o.o., Slove-
nia. The device was constructed from a custom aerosol generator based on a 1.6 MHz piezoelec-
tric transducer (Liquifog II, Johnson Matthey Piezo Products GmbH, Germany), which aerosolises 
the Au precursor solution. The aerosol droplets were transferred by a constant flow of carrier 
gas (N2) into a heated multi zone reactor tube made from quartz glass. The first zone facilitates 
the evaporation of the aerosol droplets and the formation of a solid aerosol. In the second reac-
tion zone the temperature is increased to initiate thermal decomposition in the presence of a 
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reducing gas (H2) and continues with the reduction of Au+3 into elemental Au0. The final zone 
facilitates the sintering of AuNPs, which are finally collected in a system composed of three con-
nected gas wash bottles. The collection medium was with D.I. water, with PVP, or PEG at differ-
ent concentrations. The detailed parameters of the AuNPs` synthesis and USP device are the sub-
ject of a patent for AuNPs` production [26]. The synthesised AuNPs` suspensions are marked 
AuNC when a chloride precursor was used, and as AuNA in the case of the acetate precursor. The 
starting concentration of [Au] in all the prepared precursors was 0,5 g/L. The technological USP 
parameters, such as temperature profiles, gas flows, were also consistent with previous experi-
mental trials [27, 28]. 

Freeze drying of AuNPs` suspensions 

A separation process was applied for AuNPs` suspensions in order to obtain AuNPs in dry form 
(Fig. 1). As the removal of the liquid phase from the AuNPs` suspensions must be done in a way 
to retain the AuNPs` size distribution and to keep their properties, they cannot be separated 
using mechanical processes. Based on this, the use of a thermal process was proposed in the 
form of freeze drying. In the case of freeze drying, the advantages over other forms of drying 
methods are in: (i) Preserving the structure, shape, and size of the AuNPs, (ii) Extending the life 
span of AuNPs, (iii) Rehydration of dry AuNPs is possible, (iv) The sample is placed directly into 
the container, which can be sealed in-situ in the freeze drier, thus avoiding potential contamina-
tion. The idea of the freeze drying process was in freezing the AuNPs` suspension, therefore sta-
bilising the AuNPs` size distribution, which was followed by a rapid decrease of the system pres-
sure to a few Pa, causing sublimation of the carrier liquid phase. In this way, when the frozen 
liquid was sublimated, all that remained was the AuNPs`/stabiliser powder inside the container. 
The intensity of the process was controlled by the temperature of the heating shelves and sys-
tem pressure. Since the synthesis of AuNPs with USP and subsequent freeze drying process for 
producing dried AuNPs is not yet readily available in literature or otherwise [29], the selection 
of system pressure and shelf temperature that led to a stable, yet reasonably fast process (allow-
ing the removal of the liquid without AuNPs` entrainment from the process of the drying proto-
col), had to be aligned to get stable process behaviour. In the case of 3HFWC-W products for 
cosmetics, the AuNPs` suspension was dried in a Miron glass cosmetic jar, which was later also 
used as the final cosmetic product envelope. 

Freeze drying was performed in a laboratory freeze dryer manufactured by Kambic (LIO 
2000LFT, Slovenia). The dryer had a separate drying chamber with two temperature regulated 
stainless steel shelves, each with a shelf area of about 0.09 m2, and a condensation chamber with 
a condenser capacity of 5 kg. The shelf temperature during the freeze drying can be varied be-
tween –40 °C and 40 °C, and the temperature of the condenser can be set to –90 °C. The chamber 
pressure was measured with a Pirani gauge, which was also used to regulate the vacuum pump 
(see Fig. 1).  

 
Fig. 1 Prepared and freeze dried AuNPs: AuNC PEG10, AuNC PVP5 and AuNA PEG20 
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In the drying cycles, 30 Miron glass cosmetic jars were filled with 80 ml of AuNPs` suspen-
sions and placed on the temperature regulated shelves. After filling, every jar was weighed and 
placed in its corresponding position. To limit the heat gains from the surroundings, arising due 
to the front plexiglass observation doors, the front door was covered with a styrodure plate en-
veloped in aluminium foil. To limit the effect of the ice build-up on the condenser surfaces, the 
condenser was defrosted completely before each drying run. The freezing phase lasted for 15 
hours at the shelf temperature –40 °C and atmospheric pressure. This was followed by the pri-
mary drying phase at the shelf temperature of –20 °C and the chamber pressure of 12 Pa for 67 
h. This was followed by the secondary drying at the same pressure, and shelf temperature of 10 
°C for the next 40 hours. The key parameter in the freeze drying phase was to adjust the heat 
release from the tray to samples during the primary drying phase according to the pressure level 
in the vacuuming phase, and not to collapse the samples. 

Preparation of creams with AuNPs and 3HFWC-W 

Creams with dried AuNPs (AuNC PEG10, AuNC PVP5 and AuNA PEG20) were obtained according 
to the procedure for the preparation of cosmetic creams, by mixing AuNPs in the weight per-
centage of 12 %, aqua purificata 48 % and standard cream base 40 % [30]. The 3HFWC-WAuNA 

PEG20 cream was obtained by mixing 18 % 3HFWC-W, 0.05 % AuNA PEG20, 32.95 % aqua purifi-
cata and 49 % ambiphilic base (standard cream base). 

AuNA PEG20 were chosen to be mixed with the 3HFWC-W substance in the ratio 1:10, giving 
a 3HFWC-WAuNA PEG20 complex (Fig. 2). A commercial base (“U”, Unichem Pharm) was used, with-
out any active ingredient. In weight, pure water (0.1 µS/cm) was 35 %, the base “U” 45 % and 
the active ingredient 3HFWC-WAuNA PEG20 was 20 %. The creams were prepared by a standard 
procedure using a mixing machine, the Unguator E/S (Gako International), which is individually 
programmable. The jar size was 500/600 ml (rated volume/filling volume). 

             
                                               a)                                                                             b)                                                          c) 
Fig. 2 Schematic presentation of the cream components and cream: a) 3HFWC-W substance, b) Dried AuNA PEG20, 
and c) 3HFWC-WAuNA PEG20 cream 

2.3 Characterisation methods 

Inductively Coupled Plasma-Mass Spectrometry (ICP‐MS) 

The concentration of Au in the synthesised AuNPs` suspensions for all three types was measured 
with Inductively Coupled Plasma-Mass Spectrometry (ICP‐MS). The spectrometer used was an 
HP, Agilent 7500 CE, equipped with a collision cell (Santa Clara, CA, USA). The following condi-
tions were used for the ICP‐MS: The power was 1.5 kW, Nebuliser-Meinhard, plasma gas flow 
was 15 L/min, nebuliser gas flow was 0.85 L/min, make up gas flow was 0.28 L/min and reac-
tion gas flow was 4.0 mL/min. The instrument was calibrated with matrix matched calibration 
solutions. The relative measurement uncertainty was estimated as ±3 %. 

Dynamic Light Scattering (DLS) and measurements of ζ potential 

DLS measurements of the hydrodynamic size distribution of AuNPs in aqueous suspension and 
measurements of ζ potential were performed with a Malvern Zetasizer Nano ZS (Malvern Pana-
lytical, Worcestershire, UK). The hydrodynamic size distribution of AuNPs was measured using 
disposable plastic cuvettes and ζ potential measurements were done using a closed capillary cell 
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with electrodes. DLS and ζ potential measurements were performed with the following parame-
ters for AuNP suspensions: Refractive Index (RI) = 0.2, absorption = 3.32; the suspension prop-
erties were: Dispersant = water, Refractive Index (RI) = 1.33, viscosity = 0.887 cP, temperature = 
25 °C, equilibration time = 30 s, angle of incidence = 173° backscatter, dielectric constant = 78.5. 
Measurements were performed in 10 series at a time of 10 s per series, and the measurement 
was repeated 3 times. 

Scanning Electron Microscopy (SEM) 

A Scanning Electron Microscope, Sirion 400NC (FEI, USA), with an Energy-Dispersive X-ray spec-
troscope (EDS) INCA 350 (Oxford Instruments, UK), was used for the SEM analysis. The AuNPs` 
suspensions were put dropwise onto the SEM holders (mesh) with conductive carbon adhesive 
tape, which allowed better SEM observation. The SEM holders were left to dry in a desiccator for 
one day before the SEM investigations were carried out. The dried AuNPs were placed directly 
on conductive carbon adhesive tapes and observed as is.  

Transmission Electron Microscopy (TEM) 

A JEOL 2100 (JEOL, Japan) and JEOL JEM-2200FS HR (JEOL, Japan), operating at 200 kV, were 
used for the TEM observations of the cream with AuNPs. All of the samples were first dispersed 
in ethanol, and then a drop of each of these samples was put on a copper TEM grid with an 
amorphous carbon film. The grids were then dried before they were used for the TEM investiga-
tions. 

Opto-Magnetic Imaging Spectroscopy (OMIS) 

The effects of the creams with AuNPs were examined using Opto-Magnetic Imaging Spectrosco-
py (OMIS), a diagnostic method which is based on light-matter interaction, and has been applied 
to characterise water and skin layers [31, 32], cervical cancer and colon cancer [33], [34], colla-
gen and skin miniaturisation [2, 23]. The OMIS detects reflected diffuse and polarised white light 
after their interaction with tissue, since the energy of photons of visible light (1.6- 3.0 eV) is the 
same value as valance electrons. The method of examination is its ability to detect paired (p-) 

and unpaired (p+) electrons as the paramagnetic and diamagnetic properties of the specimen.  

 
Fig. 3 Schematic representation of the Opto OMIS method [35] 

As shown in Fig. 3, the device consists of two light sources, which emit the same light, one at 
an angle of 90° and the other at an angle of 53° (Brewster angle for the skin) to the sample, and a 
detector (camera) to collect the reflected light. There are two different types of light after the 
interaction with the tissue – one being reflected as diffuse (the one coming from the source at a 
right angle), and one being reflected as polarised (coming from the source at the Brewster an-
gle). When reaching the detector, polarised light contains only its electrical properties, while 
diffused light contains both magnetic and electrical properties. By subtracting these two lights, 
the magnetic component is able to determine the paramagnetic and diamagnetic properties of 
various layers of the tissue of interest. The light source contains light-emitting diodes (LEDs) of 
different wavelengths (ultraviolet, green, red, infrared and white), and the detector collects the 
reflected light using three channels: Red, green and blue (all contained in white light). Since 
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those wavelengths go through skin to different depths (as shown in Fig. 4), it’s possible to de-
termine the biophysical properties of its layers. The biophysical skin properties (diamagnet-
ic/paramagnetic) were measured using OMIS as an innovative patented diagnostic method [36]. 
Fig. 4 shows the second-harmonic function, which is a nonlinear optical process, where two pho-
tons with the same frequency interacting with a nonlinear material, are "combined", and gener-
ate a new photon with half the wavelength and twice the frequency of the photons, which can 
serve the coherence of the excitation. It means in the skin, as nonlinear media, a UV photon of 
390 nm (omega) will generate as two photons of 780 nm (2 × 390 = 780 nm) and penetrate 
deeply into the skin. Also, the process could be inversion, two photons of 780 nm may generate a 
photon of 390 nm if they activate certain nonlinear media. 

In the analysis method, Higuchi Fractal Dimension (HFD) was used as one of the parameters 
for analysis. The Higuchi algorithm is a technique for calculating the fractal dimension of a time 
series. The usage of the Higuchi method leads to very precise values of the fractal dimension and 
shows the complexity of the time series studied. HFD is fast, and applicable in real-time calcula-
tions. Contrary to the linear methods, HFD can be applied directly to nonlinear time series, and it 
is suitable for short time series` analysis. HFD needs to be provided with only one input parame-
ter, specifying the maximal distance between the points compared in the time series [38, 39]. 

 
Fig. 4 Skin cross-section and penetration of light of different wavelengths (from UV to IR) (wB – Blue channel of white 
LED light, B – Blue LED light, wG – Green chanel of white LED light, G – Green LED light, wR – Red channel of white 
LED light, R – red LED light, (G-B)(W-P) - Green minus Blue channel of white LED light (diffuse) and white polarised, 
(R-G)(W-P) Red minus Green channel of white LED light (diffuse) and white polarised, (R-B)(W-P) Red minus Blue 
channel of white LED light (diffuse) and white polarised) [37] 

Volunteers` testing 

A six-week study was conducted to examine the effects of AuNPs and 3HFWC-W in new creams, 
as well as their synergistic effects. The volunteers were 33 women with an average age of 37 
years, with the oldest participant being 65 and the youngest 21 years old, and they were divided 
into four groups. Every volunteer was given two cream samples and instructions to apply them 
twice a day on their forearm. One cream was the base of the standard cream without AuNPs (as 
control), which was the same for all four groups. Three groups tested creams with a standard 
base and with AuNPs, while the fourth group tested cream with the new complex AuNPs and 
3HFWC-W. During the study two areas on the volunteers` forearms were filmed every seven 
days. After six weeks we had usable data for 33 volunteers. 
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3. Results and discussions 
3.1 ICP-MS 

To ensure consistency between the differently stabilised AuNPs, the Au content of the initial 
suspensions with ICP-MS was determined, and they were diluted with the appropriate amount 
of D.I. water. The final measured concentrations of Au in all the prepared AuNPs` suspensions 
are shown in Table 3. 

Table 3 Au concentration in the prepared AuNPs` suspensions 
Au suspension Au concentration (ppm) 
AuNC PEG10 120 
AuNC PVP5 150 
AuNA PEG20 100 

3.2 DLS measurements 

The principle of size measurement is based on Rayleigh scattering resulting from the Brownian 
motion of AuNPs whose size is less than the wavelength of the incident light at a fixed scattering 
angle [40]. The reason for choosing this technique for size distribution was the spherical shape 
of the AuNPs, which was confirmed by the pronounced colour of all the obtained suspensions. To 
determine the mean size distribution of AuNPs, DLS measurements were performed on all three 
suspensions with the presence of the selected stabilisers. The estimated Z-average AuNPs in the 
AuNC PEG10 suspension was 146.9 nm, in AuNC PVP5 190.9 nm and in AuNA PEG20 342.3 nm. 
The histogram data for the PDI index and the shape of the size distribution curve are shown in 
Fig. 5. The curves show a slight difference between the mean hydrodynamic radius of AuNPs in 
the AuNC suspensions produced from the same AuNC precursor. This difference was most likely 
caused by the difference between the PEG and PVP stabilisers. AuNPs prepared from the organic 
AuNA precursor were, on average, much larger than the AuNPs prepared from the inorganic 
AuNC precursor. The DLS measurements demonstrated somewhat larger AuNPs sizes than ex-
pected, while SEM and TEM observations show much smaller sizes of primary AuNPs in groups, 
and soft agglomerates in the PVP and PEG medium. Soft agglomerate AuNPs are held together by 
weak, physical van der Waals forces, while hard agglomerates (or aggregates) are usually nano-
particles with stronger chemical or sintering bonds between them [41, 42]. It is difficult to dis-
cern between primary nanoparticles and agglomerates with optical mobility measuring tech-
niques [43], such as DLS. The agitation and light mechanical force applied during mixing of the 
AuNPs in the creams confirmed the presence of soft agglomerates, as they were disrupted into 
individual AuNPs, seen in the investigations of the prepared creams shown below. 

 
Fig. 5 DLS size distribution of AuNPs in suspensions: AuNC PEG10, AuNC PVP5 and AuNA PEG20 
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3.3 ζ potential  

AuNPs in a suspension of D.I. water synthesised with USP exhibited a slight negative surface 
charge that was not significant enough to prevent agglomeration. Therefore, the addition of ste-
ric stabilisers was needed to ensure a stable suspension. This was achieved with the addition of 
water-soluble polymers such as PEG or PVP, that physically prevent the AuNPs from coming in 
close contact with each other, without having a significant effect on the surface charge of the 
AuNPs. The measured ζ potential of the stabilised AuNPs suspensions is shown in Table 4. Sig-
nificantly, PVP had the most negative charge. It is a well-established phenomenon that PVP has 
the ability to reduce the surface charge of AuNPs [44 -46]. 

Table 4 Results of ζ potential for all AuNPs` suspensions 
AuNPs` suspension  Type of Stabiliser concentration in D.I. water [g/L] ζ potential 
AuNC PEG10 PEG – 10 g/L -1.56 ±8.15 mV 
AuNC PVP5 PVP – 5 g/L -3.12 ±4.66 mV 
AuNA PEG20 PEG – 20 g/L -1.53 ±8.21 mV 

3.4 SEM observations 

AuNPs in all three suspensions were spherical in shape (see Fig. 6). The average sizes of the 
smaller AuNPs ranged from 74 nm to about 95 nm. The presence of bigger AuNPs was also con-
firmed, in the range of about a couple of hundred nanometres. These represent a group of soft 
agglomerates that are easily dispersed during the redispersion process. Hard agglomerates of 
connected primary AuNPs were not detected in this study. Several point EDS analyses were per-
formed on the surface of AuNPs to confirm the purity and content of Au. The obtained results 
showed a high purity of Au, especially for the case of nanoparticles from AuNA (96.10 wt. %). 
The rest represents O, the origin of which can be attributed to bonds with the stabiliser. No oth-
er impurities were detected. 

 
    Fig. 6 SEM micrographs and results of EDS point analyses in wt. % for AuNPs: a) AuNC PEG10, b) AuNC PVP5 and 
    c) AuNA PEG20 
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The chemical composition of the synthesised AuNPs was checked by EDS (see Fig. 6), and the 
results have shown the presence of a high gold content (more than 85 wt. %) with oxygen origi-
nating from the stabilisers (PEG or PVP) at individual sites of the surface AuNPs. 

3.5 Circularity and size of AuNPs 

The calculated average circularity was 0.9 for all tested AuNPs (with a 0-1 range, 0 signifies an 
irregular shape and 1 signifies a perfect circle). Table 5 shows the experimentally measured 
mean AuNPs sizes compared to the theoretically calculated values, which were calculated based 
on data from literature [47]. There was a difference between the theoretically calculated and 
experimentally obtained sizes of synthesised AuNPs, which were bigger and not finely dispersed. 
The synthesised AuNPs had a mixture of different morphologies, which was not taken into ac-
count in the theoretical calculations. The aerosol droplets were also generated in a size distribu-
tion, rather than a single droplet size. The coalescence of aerosol droplets was also not consid-
ered, which is difficult to prevent, as the gas flows in an enclosed system where turbulence ef-
fects are to be expected. The microporosity of the AuNPs was not seen after synthesis, the result 
of which would perhaps be an even greater discrepancy between the experimental and theoreti-
cal values. It was observed from the SEM measurements that the AuNPs in suspensions had al-
most a unimodal size distribution. Namely, the AuNPs in AuNC PEG10 had an average size with a 
peak at 84.94 nm (in the range 20-100 nm there were 88 % of the total AuNPs), the AuNPs in 
AuNC PVP5 had an average size with a peak at 97.39 nm (in the range 20-100 nm there were 92 
% of the total AuNPs) and AuNPs in AuNA PEG20 had an average size distribution with a peak at 
104.25 nm (in the range 20-100 nm there were 93 % of the total AuNPs). The results are not 
completely consistent with the SEM micrographs, as the SEM images should be considered to 
show slightly higher AuNPs, due to insufficient high resolution and charge build-up due to stabi-
liser residues. 

Table 5 Experimentally measured average AuNPs` size compared to the theoretically calculated values 
Au suspension Average size of synthesised AuNPs (nm) Theoretically calculated AuNPs` size (nm) 
AuNC PEG10 74.94 94.53 
AuNC PVP5 87.39 94.53 
AuNA PEG20 94.25 91.55 

3.6 TEM observations 

The prepared cosmetic creams were observed with TEM to determine how AuNPs were incor-
porated into the matrix of the base cream. As can be seen in the obtained TEM images (Fig. 7), 
the AuNPs were quite well integrated with the other components of the base cream, which is the 
basic requirement for cosmetics` application. The monodispersity and stability of the different 
AuNPs was achieved and is shown by the red circles in the TEM images for each test cream sepa-
rately. A more detailed investigation showed that there was no agglomeration of AuNPs, and that 
they were mixed well with the base substance of the cream. 

TEM investigations were also carried out for the cream 3HFWC-W/AuNPs, Fig. 8. Fullerene 
from 3HFWC-W was found to be in direct contact with the smaller AuNPs (visible with a red 
arrow). The size of the this fullerene was around 10 nm with completely spherical shapes, which 
is consistent with the TEM photographs obtained by other authors [48, 49]. 

 
           Fig. 7 TEM micrographs of AuNPs taken from cosmetic creams with: a) AuNC PEG10, b) AuNC PVP5 and 
           c) AuNA PEG20 
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Fig. 8 TEM micrographs of fullerene from 3HFWC-W (red arrow) in contact with AuNPs 

3.7 Cream test results 

Predispositions and limitations in this study were: In order to obtain information about the epi-
dermis, we had to subtract the values obtained on the blue channel from the values of the re-
flected light obtained on the green light channel, and, thus, we obtained the w(G-B) convolution 
of the spectrum. As seen in Fig. 4 wG penetrates to the bottom of the epidermis and wB to the 
dream stratum corneum, so the w(G-B) convolution gives us complete information about the 
biophysical characteristics of the epidermis. 

In the attached graph of Fig. 9, which represents the average values of all participants, it can 
be seen that there was a shift in the peak as well as a change in its intensity. The obtained values 
give us information on the number of paired (p+) and unpaired electrons (p-), i.e. on the para-
magnetic and diamagnetic characteristics of the skin. 

 
Fig. 9 Change of (p-/p+) electrons in the epidermis before and after using creams with a) AuNC PEG 10, 
b) AuNC PVP5, c) AuNA PEG20 and d) 3HFWC-WAuNA PEG20 
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In Fig. 9a the change in the number of (p-/p+) electrons in the epidermis is visible for a group 
of participants who used a cream with AuNC PEG 10. In the case of AuNC PVP5 cream, according 
to the attached graph (Fig. 9b), it can be noticed that there was a change in the intensity of the 
peak, but not its shifting, which is a possible consequence of the surface energy of AuNPs inter-
acting with the skin [50]. Since these are larger AuNPs compared to the first group, their surface 
energy is lower. In the values obtained by averaging the data on the biophysical state of the skin, 
volunteers of the third group, cream with AuNA PEG20, we noticed an even smaller change in 
the intensity of the peak because their surface energy was the lowest (Fig. 9c). Cream with 
3HFWC-WAuNA PEG20 used by the volunteers of the fourth group represents a symbiosis of AuNPs 
and 3HFWC-W substances. AuNPs have a negative surface energy [51], which is why hydrogen 
atoms from aqueous layers in 3HFWC-W are oriented towards them, thus creating a coating 
around the AuNPs (2r < 95 nm). Thanks to this homogeneous structure, the substance neutralis-
es the negative charge of AuNPs, which is why the changes in the intensity of the peak were the 
smallest in this group (Fig. 9d). 

 
 

Fig. 10 Diagram of Higuchi fractal dimension (HFD) as one of biophysical parameters of epidermis properties-HFD 
gives the dynamics of (p-/p+) electrons tissue: a) for all four groups before and after six weeks treatment for different 
types of light. b) Diagram of the average biophysical properties of the epidermis (p-/p+) electrons for all four groups 
before and after six weeks of treatment for different types of light 

The fractal dimension (see Fig. 10a) of the graph for the first week of the third group is Df = 
1.417, while for the sixth week Df = 1.5, which indicates that there has been a change in the der-
mis. The change is different with the fourth group, since the fractal dimension for the first week 
is Df  = 1.346, and for the sixth Df = 1.235. When other parameters are taken into consideration, 
such as the ratio of (p+/p-) electrons, then we see that for group III, for the first week the result 
equals -95.38, and for the sixth week -96.67, which indicates that the cream with AuNPs did not 
affect the fibroblasts and collagen synthesis significantly, which is in accordance with the in-
crease in fractal dimension by 6.3 % in group III subjects. In group IV, which for the first week 
had approximately the same value (p+/p-) = -95.65 as in group III (-95.38), while in the sixth 
week there was a significant change in collagen synthesis in group IV subjects. The change of 
diamagnetism and paramagnetism ratio presented in Fig. 10b as value (p+/p) increased signifi-
cantly for group IV, the change in the sixth week compared to the first was even 73.7 % better. 
This is in accordance with the change in the fractal dimension of the signal obtained from the 
dermis because the fractal dimension of the signal spectrum decreased by 8.6 % due to the bal-
anced dynamics of the oscillatory processes in the depth of the dermis, where collagen is domi-
nant. 

Next, if we look at the results in Table 6, where the change of biophysical properties of skin 
for dermis are presented according to the data for red light depending on the difference in wave-
length (nm), intensity (n. a. u.), surface ratio (p+/p-) and fractal dimensions, the following find-
ings can be made. In previous studies with a cream containing only the 3HFWC-W substance 
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(without AuNPs), an improvement in effect by 28 % was achieved, what is comparable to other 
creams that had the same base as classic bioactive ingredients. When AuNPs with 3HFWC-W 
were combined in cream, significantly better improvement was achieved by 73.7 % (a difference 
of 45.7 %), which is an obvious beneficial effect of the new cream. This can be attributed to the 
result of the new combination of nano-quantum substance and functional properties of AuNPs 
(AuNPs@3HFWC-W). 

Table 6 Change of biophysical properties of skin for dermis according to data of red (R) light for all four groups: 
1. (AuNC PEG 10), 2. (AuNC PVP5), 3. (AuNPsPEG20) and group 4. (3HFWC-WAuNA PEG20)

Light Week Unit 1. Group 2. Group 3. Group 4. Group 
D P D P D P D P 

W (G-B) 

1 

Int (n.a.u) -60.85 37.57 -42.62 50.67 -47.48 49.92 -49.38 45.87 
WLD (nm) 118.71 128.37 119.48 127.33 118.71 124.16 118.71 124.16 

(p+/p-) -11.12 -11.03 -10.64 -10.89 
Df 1.136 1.064 1.103 1.098 

6 

Int (n.a.u) -79.52 84.19 -89.21 62.25 -78.92 51.70 -31.13 44.52 
WLD (nm) 121.73 129.669 118.97 126.10 117.79 123.34 117.73 124.71 

(p+/p-) -11.64 -12.23 -10.71 -9.80 
Df 1.099 1.103 1.172 1.124 

4. Discussion 
The perception of gold as an inert material was altered by the discovery that AuNPs are chemi-
cally reactive. Their properties can be adapted to certain applications by controlling the size and 
atomic structure on the surface of the AuNPs. Suspensions with different stabilisers such as PEG 
and PVP were used during the drying of AuNPs` suspensions with lyophilisation in a laboratory 
lyophiliser. At the same drying conditions in miron glass cosmetic jars, the dried material with 
PVP was more stable and no entrainment of dried material was noted, where, on the other hand, 
with the use of PEG stabiliser, the dried cake was more sensitive to sublimated solvent vapour, 
which always entrained some fraction of the dried material out of the miron glass cosmetic jars. 
The use of PVP in cosmetics` application is also beneficial, and exhibits the best performance in 
binding capacity, solubility, film formation and emulsifying performance [52]. The reduction in 
surface charge mediated by PVP allows for more positively charged 3HFWC-W to be coordinated 
around the surface of the AuNPs [44-46]. This allows for an increased transfer of -OH ions. 

The proposed binding mechanism between AuNPs and 3HFWC-W is mediated by the stabilis-
ing polymers. Specifically, by the oxygen and nitrogen atoms that are present in their macromo-
lecular chains. Here, oxygen and nitrogen atoms act as electron donors to the almost 0 surface 
charge of the AuNPs [53]. This interaction allows for weak surface binding of the polymers to the 
surface of the AuNPs [44, 45]. Due to the inherent charge of the polymers being negative, this, in 
turn, allows for electrostatic attraction between the AuNPs and the polymer stabiliser complex, 
to attract and coordinate 3HFWC-W around its hydrodynamic radius. Zeta potential measure-
ments suggest that PVP offers more binding locations in comparison to PEG if one looks at the 
molecular conformation of PVP and PEG, as shown in Fig. 11, with the proposed binding. In PEG 
the oxygen atoms that interact with AuNPs and 3HFWC-W are in the main macromolecular 
chain, while, in comparison, the interacting oxygen and nitrogen in PVP are a side functional 
group. This steric and functional difference most likely enables a closer interaction between the 
AuNPs` surface and the molecule, causing a higher binding energy. One must also note that the 
monomer unit (marked by square brackets) of PVP offers two binding points when compared to 
the one of PEG. Since this coordinated complex is formed in a solution of water and stabiliser, we 
presume that, due to the creams being emulsions containing a separate aqueous and lipoic 
phase, that the complex is stable in the aqueous phase. 
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Fig. 11 Presentation of a binding scheme of AuNPs or 3HFWC-W with a) PEG and b) PVP. As there are hydrogen atoms 
on the surface of the AuNPs or 3HFWC-W complex which carry a positive charge, the interaction of the complex with 
PEG and PVP will be via hydrogen bonds O···H and N···H. 

Collagen is one of the most abundant proteins in the human body, and, compared to all oth-
ers, it makes up 40 % of the total mass. In the skin, that percentage is much higher, almost 75 %. 
The three main amino acids, glycine, proline and lysine participate in its formation. Depending 
on the order of amino acids, there are about 28 different types of collagen. It is extremely im-
portant for the healthy appearance of the skin, because it’s a support, together with elastin net-
work, that allows the skin to return to it’s original position after being deformed by movement. 
With age, as the amount of collagen fibres in the skin decreases, and due to the effects of UV and 
high-energy photons of the sun, pollution, age and so on, skin deteriorates significantly, and con-
stant movement in the same place on the skin leads to changes called wrinkles. Until now to ac-
tivate collagen and elastin in an optimal way 3HFWC-W substance was used, which acts on the 
biological structures that are arranged according to the same laws of symmetry (collagen, clath-
rin, microtubules, centrioles, flagella and processes based on Gibbs free energy), harmonises 
them, and brings them into a natural functional state. Due to its icosahedral structure, it has ap-
propriate vibrational-rotational states that enable its harmonisation. Namely, 3HFWC-W stimu-
lates the formation of linearly bound water molecules in accordance with icosahedral (Fibonac-
ci) properties. This mechanism takes place in several steps: (i) Establishing the original state 
with the conformational structure of biomolecules on the water/hydrogen bond and thus 
achieving the optimal state; (ii) Signal transmission via non-covalent hydrogen bonds in the α-
helix via peptide planes; (iii) Reaction of a liquid crystal structure in a cosmetic product applied 
to the skin; (iv) Creation of a water cluster with icosahedral symmetry, which together with wa-
ter organised in linear chains, that creates a network of water with properties of icosahedral 
symmetry [2].  

Previous studies have confirmed that 3HFWC-W increases the moisture content and stimu-
lates the regeneration of biomolecules. In comparison with four commercial cosmetic products, 
the 3HFWC-W based creams showed better effects by 12-32 % [22]. Nanoparticles usually have 
different physical, catalytic or biological properties from larger materials with the same chemi-
cal composition. The key to achieving better nanoparticle performance is increasing the surface 
to volume ratio of the material, due to reduction to nanometre dimensions. The large and reac-
tive interface is responsible for the catalytic, antimicrobial and many electronic properties that 
give nanoparticles a significant advantage over bulk materials. The most important difference 
between basic materials and nanoparticles is that they have a large number of atoms on a small 
outer surface, which leads to high surface energy and high reactivity. Ease of production and 
functionalisation have resulted in various applications in many fields of biomedicine, such as 
nanosensors, targeted drug delivery, medical imaging, but also in the cosmetics industry. The 
high optical absorption of AuNPs, their scattering properties and low or complete lack of toxicity 
have made them a promising class of ingredient in cosmetics. Previous research has shown that 
the main properties of AuNPs in beauty care are accelerating blood circulation, anti-
inflammatory properties, antiseptic properties, increasing the firmness and elasticity of the skin, 
improving the metabolism, and, thus, slowing down the ageing process [54]. Testing of creams 
with the quantum substance 3HFWC-W based on the double derivative of С60 molecules was 
conducted, in order to investigate the impact of the synergistic effects of С60 and AuNPs. To see 
whether there is a synergistic effect of AuNPs and the substance 3HFWC-W, we monitored 
changes in the forearms of the subjects (women) in two places every seven days. Wanting to see 
how the creams with AuNPs (group III) and with the added 3HFWC-W (group IV) affected colla-
gen, we observed red light, because it penetrates to the depths where collagen is formed.  
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A more detailed mechanism of the 3HFWC-WAuNA PEG20 substance of the cream in the skin is 
presented in Fig. 12. The mechanism is as follows: 

a) The 3HFWC-WAuNA PEG20 substance penetrates through the layers of the epidermis up to the 
basement membrane, where, under the oscillatory processes of collagen in the basement 
membrane, it is activated and acts on the fibroblasts. Synthesis of new collagen and elastin 
through water channels takes place, then continues to pass through the epidermis to the 
skin`s surface, releasing water molecules from the peripheral water layers of the sub-
stance.  

b) Trans Epidermal Water Loss is being implemented, which affects the length of the seg-
ments of lipid layers and regulates the amount of water leaving the epidermis. 

c) Regulation of the collagen oscillatory processes occurs in the basement membrane, and, 
with that, the preservation of its stability is maintained.  

d) In the final stage activation of the fibroblasts in the dermis from the basement membrane 
occurs, using water (organised in water chains), which leads to the synthesis of new colla-
gen and elastin. 

 

Based on the obtained scientific results the new substance 3HFWC-W with AuNPs will be 
prepared in a cream with the name La Danza-Hyperlight fusion Anti - Ageing essential complex. 
This will be followed by extensive testing to ensure maximum safety for cosmetic users. 

 
Fig. 12 Schematic representation of the effect of the 3HFWC-WAuNA PEG20 substance in the epidermis a) and b) on the 
basement membrane c) and in the dermis, from the basal membrane to fibroblast, via water hydrogen bonds, for d) a 
new collagen synthesis 
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5. Conclusion 
Within the performed research, we came to the following findings: 

• With the use of Ultrasonic Spray Pyrolysis and freeze drying, AuNPs were successfully syn-
thesised, with the selected stabilisers that prevented their agglomeration. Dry AuNPs had 
the final properties required for the preparation of cosmetic creams. 

• The use of a PVP stabiliser in the freeze drying process allowed the formation of a very 
stable form of dried AuNPs, with a smaller shrinkage observed in the drying Miron glass 
cosmetic jar compared to the PEG stabiliser. Measurements showed that PVP helped re-
duce the surface charge of AuNPs in suspension, which allowed for better 3HFWC-W set-
ting around the surface of the AuNPs. 

• The results of the six weeks clinical study cream on volunteers found improvements of col-
lagen quality in skin between 18-24 %, achieved due to the use of AuNPs (groups I, II, III) 
in a standard cream base, while the cream with the combination of 3HFWC-W and AuNPs 
gave significantly higher improvements with the value of 45.7 %.  

• It was also discovered that hydration of the skin (stratum cornum) increased by 6.4 -9.6 % 
in standard creams with AuNPs, and 73.7 % in the 3HFWC-W/AuNPs cream. Similar re-
sults were measured by the epidermis-dermis function, where 24-28 % for standard 
creams with AuNPs was identified, and 38.4 % for the cream 3HFWC-W/AuNPs.  
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HDF    Human dermal fibroblasts 
ICP-MS   Inductively Coupled Plasma-Mass Spectrometry 
LED   Light-Emitting Diode 
NHS    Nano‐harmonised substance 
OMIS   Opto-Magnetic Imaging Spectroscopy 
PEG    Polyethylene glycol 
PVP    Polyvinylpyrrolidone 
RI   Refractive Index 
SEM   Scanning Electron Microscopy 
TEM    Transmission Electron Microscopy 
USP    Ultrasonic Spray Pyrolysis 
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WLD   wavelength difference 
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Today's world revolves around technology, which has a total impact not only 
on human life but also on manufacturing companies. Many companies have 
embraced artificial intelligence (AI) in the form of powerful computers, appli-
cations, or software that can screen job applicants, alert when a machine is 
about to break down, and read legal contracts. However, the rapid expansion 
of AI and its use in legal settings, such as contract performance, in a company 
is a major challenge on the judicial side. This article, thus, establishes an evo-
lutionary game model of whether manufacturing suppliers are performing 
contracts or not when the court chooses to use artificial intelligence (AI) 
technology. Considering the complexity of choosing manufacturers' AI strate-
gy, the method constructs a simulation analysis model of manufacturers' 
contract enforcement behaviour with the participation of several subjects. We 
can simulate the influence of the factors selected on the strategy chosen by 
both parties (manufacturers and court) by changing the different influence 
factors and studying the evolutionary law of different court guidance and 
regulation strategies on the production behaviour of green products. The 
results show that the choice of the court and manufacturers to use the AI 
technology strategy or not is based on the rate of error reduction, through the 
computational implementation of multi-subject modelling. 
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1. Introduction
Over time, the problems and expectations of human life have become increasingly complex. Solv-
ing these problems has brought us into the current technological era, where there are constant 
attempts to make machines smarter than humans, or at least to make them at the same level of 
intelligence as humans [1]. This is how AI was born, which can be defined as the branch of ad-
vanced engineering that allows inducing intelligence in computers, mainly to improve those sec-
tors of activity that lag in providing services to consumers. It is also a branch of computer sci-
ence that focuses on the development of intelligent machines that think and work like humans. 
In today's business world, AI has become a serious topic. Hence, as predicted to be the next 
technological disruption, AI is redefining business growth strategies [2]. In this regard, many 
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companies have already followed suit and are recognizing the benefits of AI within their opera-
tions. With the implementation of additive manufacturing technologies, manufacturing execu-
tives will make a strategic decision based on the ability to predict the impact of this investment 
on improving the company's competitive advantage [3]. AI is emerging as a competitive ad-
vantage, while some areas of information technology are reduced to a position of competitive 
necessity [4]. Blockchain technology enables organisations to develop a more responsible and 
flexible supply chain and to overcome internal and external challenges at all levels [5]. Produc-
tion in manufacturing companies has been optimized thanks to machine learning, which allows 
robots to perform all kinds of calculations in real-time to adapt the production rate, increase the 
occupancy rate of the machines, support an operator on the production line, and optimally man-
age inventory [6]. Briefly speaking, AI increases productivity, accelerates production, reduces 
costs and delays. Therefore, many manufacturing companies have moved from remote monitor-
ing to AI-based control, optimization, and advanced autonomous systems to improve their func-
tionality [7]. In [8], the LMDI (logarithmic mean divisia index) decomposition model was used to 
decompose the influencing factors of carbon emission from five aspects: energy structure, ener-
gy intensity, economic efficiency, industrial structure, and employee scale. AI offers solutions for 
generating content, predicting sales, and also optimizing advertising strategies. The ability to 
deliver content, or personalized advertising to a target market, allows sales/marketing teams to 
centralize their efforts to better follow the customer through the buying process. Thus, by inte-
grating AI into customer relationship management (CRM), service and product companies bene-
fit from improved sales and financial performance. Future releases of CRM systems such as 
salesforce will enable sales, marketing, and digital managers to meet and exceed their goals. In 
addition, AI, combined with big data, which generates data on purchase history, consumption 
habits, etc., allows a company's prospects to be better identified and thus optimize qualified 
leads. Artificial intelligence provides faster, simpler, and more accurate solutions. More recently, 
AI is also being used in the judicial field. Using AI in law, decision support systems have been 
developed and decisions are now easier for legal professionals to make. AI is also used to man-
age risk and perform heavy legal research tasks [9]. As future research has many potential bene-
fits for existing and new businesses, companies should not lose sight of the future of AI [10].  

The significant opportunities, realistic impact assessment, challenges, and potential research 
agenda posed by the rapid emergence of AI in several areas: business and management, gov-
ernment, public sector, and science and technology are presented in [11]. However, it is limited 
to an overview of AI technology and its impact on the future of industry and society based on the 
societal and industrial influence on the pace and direction of AI development. It did not take into 
consideration the impact of AI on the core workforce of the company. The importance of deci-
sion support systems and the application of AI in supply chain risk management is presented in 
[12], but it limited its research in the domain that manages risks that affect the supply chain. The 
literature [13] outlines the key challenges and their analysis, as well as the opportunities pre-
sented by AI, IoT, and blockchain, but has specifically considered the cooperation of legislators, 
developers, and businesspeople to grow businesses in the face of this technological boom. How 
the practice of law will be affected by artificial intelligence is proposed in [14]. Here, recent de-
velopments in artificial intelligence that have enabled lawyers to make objective and accurate 
predictions on discrete legal issues have been demonstrated. However, the limitations that law-
yers face have not been highlighted, and the predictions made have not proven to be 100 % reli-
able. A contractual control in the supply chain is described in [15]. It examines the legal steps 
that a limited number of multinationals are taking in practice to govern their supply chains in 
terms of CSR, providing valuable insights into which companies are aiming to improve the CSR 
performance of their supply chains and acting accordingly. However, technology, i.e., AI, has not 
been integrated into this research, not only at the contractual level but also at the judicial level. 

The objective of this paper is to demonstrate the influence of artificial intelligence technology 
judicial decision reasoning on contract performance in manufacturing supply chain. An evolu-
tionary game model between the court and manufacturers is constructed to determine whether 
manufacturing suppliers will choose to enforce contracts or not when the court uses AI or not. 
Section 2 presents the literature review of the evolutionary game model. Section 3 presents the 
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problem description by pointing out the basic assumptions of the evolutionary game model and 
an analysis of the evolutionary game of the court choice. The research method describing the 
phase diagram of the evolutionary game is presented in Section 4. The simulation results and 
discussion are shown in Section 5, while the conclusion is presented in Section 6. 

2. Literature review: Analysis of the evolutionary game of AI  
The benefits of AI include the improvement of quality, faster response, and reduction of costs 
[16]. It has been shown that the neural network model can handle the production management 
and control problem of a discrete manufacturing job shop, based on ant colony optimisation 
(ACO) [17]. Artificial intelligence companies continue to find ways to develop technologies that 
can handle laborious tasks in different industries with greater speed and accuracy. AI, in the 
legal profession, has already found its place in helping lawyers and clients. Thus, the judicial 
method chose and the manufacturer's decision have different responsibilities in the choice of the 
final strategy that will be adopted by the judge, and the relationship between them is an evolu-
tionary game, promoting the integration of AI into the judicial system [18]. However, the deci-
sion focus of both, the court and the manufacturers, is different. Courts typically focus on reduc-
ing error rates, while companies aim to improve their key performance indicators (KPIs) and 
maximize their profit. The relationship between the two parties is a kind of competition to 
achieve good performance. Therefore, the court and companies are in a state of competition and 
cooperation when deciding whether to implement AI or not. Both the court and the companies 
need AI technology. AI helps the court system automate, increasing efficiency within an afforda-
ble budget [19]. In many industries, AI has helped reduce costs, increase revenues and improve 
assets. It also helps companies optimize R&D and increase lower cost, higher quality manufac-
turing, achieve 100 % accurate customer demand projections and forecasts. AI enables supply 
chain managers to ensure real-time tracking and error-free production, achieve efficient designs 
to eliminate waste, and facilitate process cycle time reduction [20]. The implementation of an AI 
system in the supply chain can synchronize the production rates and sales. It also allows firms to 
improve their profits by acting on the sharing contract [21]. 

The use of AI in the courts involves the application of mathematical and computational tech-
niques to make the law more manageable, predictable, understandable, and accessible. This 
makes judicial decisions more reliable. Thus, the implementation of AI in court decisions attracts 
many manufacturers to submit individual cases or issues to the AI-driven court. Today, smart 
contracts are the future of contract analysis. There is no doubt that AI is highly beneficial in re-
viewing, comparing, and writing contracts, saving time, money, and effort. An integrated 
knowledge-based system including rule-based reasoning and cases for acquisition or transfer of 
real estate according to the Indian legal domain using Win Prolog VisiRule IDE was developed. It 
can help build a large knowledge base system with a mix of rules that is useful to practicing law-
yers and ordinary people for making legal decisions [22]. Case analysis of numerous companies 
such as Adam Nguyen, Ned Gannon, and LawGeex shows that these companies are using artifi-
cial intelligence technology that dramatically reduces costs and saves time, making it easier to 
summarize, review, manage, and compare [23]. For the environment of an economic system, the 
quality of judicial procedures determines the level of the business environment favourable to 
the development of entrepreneurship and the acceleration of economic growth. Overall, the 
quality of legal procedures influences the investment attractiveness of the economy [24]. There-
fore, they have a cooperative relationship and are interdependent. 
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3. Problem description 
3.1 Model assumptions  

The basic assumptions of the evolutionary game model between manufacturers and the court in 
the use of AI technology for contract performance are as follows:  

• Rc represents the court benefit of using AI technology; RM represents manufacturers' reve-
nues from the use of AI in court; D represents the company’s deposits for the use of AI 
technology in court; -D represents the company’s deposits for not using AI technology in 
the court; 

• Tai is the cost of using AI technology in the courtroom; P is the penalty given to manufac-
turers by the court for breach of contract for using AI technology; L represents losses due 
to wrongful conviction cases as a result of not using AI technology; 

• B is the court's gain from the default when manufacturers breach the contract; H repre-
sents the manufacturers' gain in credit enhancement due to the court's use of AI technolo-
gy. 

 

• α symbolizes the error reduction rate in the AI technology approach; the probability of de-
fault not being detected when the AI technology is used by the court is symbolized by β, 
where 0 ≤ α ≤ 1, 0 ≤ β ≤1. 

 

• Suppose 𝑥𝑥 represents the proportion of the court to use AI technology, 1-𝑥𝑥 represents the 
proportion of the court that decides not to use AI technology, 𝑦𝑦 represents the proportion 
of manufacturers that have decided to breach a contract, 1-𝑦𝑦 represents the proportion of 
manufacturers that have decided to implement AI technology, with 0≤ 𝑥𝑥 ≤1, 0 ≤ 𝑦𝑦 ≤1. 

 

• The payment matrix for courts and manufacturing based on the above assumptions is pre-
sented in Table 1. 
 

Table 1 Courts and manufacturing companies payment matrix 
              Manufacturer  
Court   

Manufacturer Contract breach Manufacturer implementation 

Use of AI 𝑅𝑅𝑐𝑐 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 + 𝑃𝑃 − 𝛼𝛼 ∗ 𝐿𝐿, 𝑅𝑅𝑀𝑀 + 𝐷𝐷 − 𝑃𝑃 + 𝛽𝛽 ∗ 𝐵𝐵 𝑅𝑅𝑐𝑐 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷,𝑅𝑅𝑀𝑀 + 𝐷𝐷 + 𝐻𝐻  
No use of AI 𝑅𝑅𝑐𝑐 − 𝐿𝐿,𝑅𝑅𝑀𝑀 + 𝐵𝐵 𝑅𝑅𝑐𝑐 , 𝑅𝑅𝑀𝑀 + 𝐻𝐻  

3.2 Matrix game pay-off 

According to the above assumptions described, the analysis of the evolutionary game of court 
choice is as follows: 
(1) Payment when the court chooses to use AI technology strategy: 

 

𝑊𝑊1 = 𝑦𝑦(𝑅𝑅𝑐𝑐 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 + 𝑃𝑃 − 𝛼𝛼 ∗ 𝐿𝐿) + (1 − 𝑦𝑦)(𝑅𝑅𝑐𝑐 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷) (1) 
 

Payment when the court chooses to NOT use AI technology strategy: 
 

𝑊𝑊2 = 𝑦𝑦(𝑅𝑅𝑐𝑐 − 𝐿𝐿) + (1 − 𝑦𝑦)(𝑅𝑅𝑐𝑐) (2) 
 

Average payment of the court: 
 

𝑊𝑊� = 𝑥𝑥𝑊𝑊1 + (1 − 𝑥𝑥)𝑊𝑊2 (3) 
 

Thus, the equation presented below represents the dynamic differential equation of the court: 
 

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑥𝑥(𝑊𝑊1 −𝑊𝑊� ) = 𝑥𝑥(1 − 𝑥𝑥) {[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃]𝑦𝑦 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} (4) 
 

and 
𝐹𝐹(𝑥𝑥) = 𝑥𝑥(1 − 𝑥𝑥){[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃]𝑦𝑦 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} (5) 

Therefore, 
𝐹𝐹′(𝑥𝑥) = (1 − 2𝑥𝑥){[(1− 𝛼𝛼)𝐿𝐿 + 𝑃𝑃]𝑦𝑦 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} (6) 

 



Zhao, Shi, Wang 
 

112 Advances in Production Engineering & Management 17(1) 2022 
 

Based on the stability principle: If 𝐹𝐹′(x*) < 0, x* will be in a stable state. 
dx(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 0 ⇒ 𝑥𝑥1 = 0，𝑥𝑥2 = 1，𝑦𝑦 = 𝑇𝑇𝑎𝑎𝑎𝑎+𝐷𝐷
(1−𝛼𝛼)𝐿𝐿+𝑃𝑃

 
 

Then, an evolutionary stable state analysis is performed for the three points: 

a) When 𝑦𝑦 = 𝑇𝑇𝑎𝑎𝑎𝑎+𝐷𝐷
(1−𝛼𝛼)𝐿𝐿+𝑃𝑃

, dx(𝑡𝑡)
𝑑𝑑𝑑𝑑

 is always zero (0), meaning that 𝑥𝑥 doesn't change over time;  

b) When 𝑦𝑦 > 𝑇𝑇𝑎𝑎𝑎𝑎+𝐷𝐷
(1−𝛼𝛼)𝐿𝐿+𝑃𝑃

, 𝐹𝐹′(𝑥𝑥) < 0，𝑥𝑥 = 1. This is an evolutionary stable state, which means 
that through continuous imitation and learning, the proportion of the AI technology strategy 
chosen by the court tends to be 100 %. 

c) When 𝑦𝑦 < 𝑇𝑇𝑎𝑎𝑎𝑎+𝐷𝐷
(1−𝛼𝛼)𝐿𝐿+𝑃𝑃

, 𝐹𝐹′(𝑥𝑥) < 0，𝑥𝑥 = 0. This is an evolutionary stable state, which means 
that through continuous imitation and learning, the proportion of the court's decision not to 
choose AI technology strategy tends to be 100 %. 

 
(2) Payment when the manufacturer chooses to breach the contract: 
 

𝑈𝑈1 = 𝑥𝑥�(𝑅𝑅𝑀𝑀 + 𝐷𝐷 − 𝑃𝑃 + 𝛽𝛽*𝐵𝐵� + (1 − 𝑥𝑥)(𝑅𝑅𝑀𝑀 + 𝐵𝐵) (7) 
 

Payment when the manufacturer chooses to implement AI technology strategy: 
 

𝑈𝑈2 = 𝑥𝑥[𝑅𝑅𝑀𝑀 + 𝐷𝐷 + 𝐻𝐻] + (1 − 𝑥𝑥)(𝑅𝑅𝑀𝑀 + 𝐻𝐻) (8) 
 

The manufacturer average payment: 
 

𝑈𝑈� = 𝑦𝑦𝑈𝑈1 + (1 − 𝑦𝑦)𝑈𝑈2 (9) 
 

Thus, the manufacturer enterprise dynamic differential equation: 
 

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑦𝑦(𝑈𝑈1 − 𝑈𝑈�) = 𝑦𝑦(1 − 𝑦𝑦){[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃]𝑥𝑥 + 𝐵𝐵 − 𝐻𝐻} (10) 
 

and 
𝐹𝐹(𝑦𝑦) = 𝑦𝑦(1 − 𝑦𝑦){[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃]𝑥𝑥 + 𝐵𝐵 − 𝐻𝐻} (11) 

So,  
𝐹𝐹′(𝑦𝑦) = (1 − 2𝑦𝑦){[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃]𝑥𝑥 + 𝐵𝐵 − 𝐻𝐻} (12) 

 
Based on the principle of stability: If 𝐹𝐹′(𝑦𝑦∗) < 0, 𝑦𝑦∗ is a stable state. 
𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 0 ⇒ 𝑦𝑦1 = 0，𝑦𝑦2 = 1，𝑥𝑥 = 𝐻𝐻−𝐵𝐵
(𝛽𝛽−1)𝐵𝐵−𝑃𝑃

 
Then, an evolutionary stable state analysis is performed for the three points: 

a) When 𝑥𝑥 = 𝐻𝐻−𝐵𝐵
(𝛽𝛽−1)𝐵𝐵−𝑃𝑃

, dx(𝑡𝑡)
𝑑𝑑𝑑𝑑

is always zero (0), meaning that 𝑦𝑦 does not change over time; 

b) When 𝑥𝑥 > 𝐻𝐻−𝐵𝐵
(𝛽𝛽−1)𝐵𝐵−𝑃𝑃

, 𝐹𝐹′(𝑥𝑥) < 0，𝑦𝑦 = 1. This is an evolutionary stable state, which means 
that through continuous imitation and learning, the proportion of manufacturer enterprise 
that chooses to breach the contract tends to be 100 %. 

c) When 𝑥𝑥 < 𝐻𝐻−𝐵𝐵
(𝛽𝛽−1)𝐵𝐵−𝑃𝑃

, 𝐹𝐹′(𝑥𝑥) < 0，𝑦𝑦 = 0. This is an evolutionary stable state, which means 
that through continuous imitation and learning, the proportion of manufacturer enterprise 
that chooses to implement the AI technology strategy tends to be 100 %. 

(3) Stability strategy of the evolutionary game system 

By combining Eq. 4 and Eq. 10, a system of differential Eq. 13 is obtained, which represents the 
whole system game evolution process: 
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�

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑥𝑥(1 − 𝑥𝑥){[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃]𝑦𝑦 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷}

𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 𝑦𝑦(1 − 𝑦𝑦){[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃]𝑥𝑥 + 𝐶𝐶 − 𝐻𝐻}
 (13) 

 

Make �
𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 0
𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑

= 0
 to obtain the possible equilibrium point of the system K(0,0), L(0,1), M(1,0), 

N(1,1), O� 𝐻𝐻−𝐵𝐵
(𝛽𝛽−1)𝐵𝐵−𝑃𝑃

, 𝑇𝑇𝑎𝑎𝑎𝑎+𝐷𝐷
(1−𝛼𝛼)𝐿𝐿+𝑃𝑃

�, which is the Evolutionary Stable Strategy (ESS) point. Based on 
the method of how to calculate the local stability of the system created by Friedman in 1991, in 
this paper, the Jacobi matrix of the equations of evolutionary systems can be analyzed [25].  

The partial derivatives of the two equations, from Eq. 13, are obtained as shown in Eq. 14. 
 

𝐽𝐽 = ��

𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕

�� (14) 

 

𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕

= (1-2𝑥𝑥){[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃]𝑦𝑦 − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} (15) 
 

𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕

= 𝑥𝑥(1-𝑥𝑥)[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] (16) 
 

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕

= 𝑦𝑦(1 − 𝑦𝑦)[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] (17) 
 

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕

= (1 − 2𝑦𝑦){[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃]𝑥𝑥 + 𝐵𝐵 − 𝐻𝐻} (18) 
 

K, L, M, N, and O, the local equilibrium points, are put into the Jacobi matrix and det J and tr J can 
be obtained to get the Evolutionary Stable Strategy (ESS) of the system. 

The matrix determinant is:  
 

det 𝐽𝐽 = �
𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕 ×

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕 −

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕 ×

𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕 � > 0 (19) 

 

The matrix trace is: 
 

tr 𝐽𝐽 = �
𝜕𝜕𝜕𝜕(𝑥𝑥)
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝜕𝜕(𝑦𝑦)
𝜕𝜕𝜕𝜕 � < 0 (20) 

4. Research method: The evolutionary game phase diagram  
The above five points (K, L, M, N, and O) are respectively put into the trace and determinant of 
the matrix, and further, analyze the strategy behaviour trend and system stability state of the 
evolutionary game system according to the symbol of sum: 
 
• As shown in Fig. 1, when x = 0, y = 0, the determinant and trace of matrix J is: 

and the result is presented in Table 2. 

  

�det 𝐽𝐽 = (−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷)(−1)(𝐵𝐵 − 𝐻𝐻)
tr 𝐽𝐽 = (−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷) − (𝐵𝐵 − 𝐻𝐻)  (21) 
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Table 2 Result of (0,0)  
−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 > 0, 𝐵𝐵 − 𝐻𝐻 > 0 det 𝐽𝐽 > 0，tr 𝐽𝐽 > 0  Instability 
−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 > 0, 𝐵𝐵 − 𝐻𝐻 < 0 det 𝐽𝐽 < 0， tr 𝐽𝐽 not sure Saddle point 
−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 > 0, 𝐵𝐵 − 𝐻𝐻 > 0 det 𝐽𝐽 < 0， tr 𝐽𝐽 not sure Saddle point 
−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 > 0, 𝐵𝐵 − 𝐻𝐻 < 0 det 𝐽𝐽 > 0， tr 𝐽𝐽 < 0 Stability (ESS) 

 

When the model parameters respectively take the following values: α = 0.5, L = 5, P = 1, Tai = 2, D 
= 2, β = 1, B = 0.3, H = 2, when the losses due to wrongful convictions are high, and the cost of 
using AI in court is also slightly high, this gives manufacturers an incentive to breach the con-
tract with the court. The court then tends not to use AI technology. At this time, the ESS point is 
(contract breach, no use of AI). 

 
Fig. 1 (0, 0) Evolutionary equilibrium 

• As shown in Fig. 2, when 𝑥𝑥 =  0, 𝑦𝑦 =  1, the determinant and trace of matrix 𝐽𝐽 is: 

 

and the result is presented in Table 3. 
 

Table 3 Result of (0,1) 
[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷，(𝐵𝐵 − 𝐻𝐻) > 0 det 𝐽𝐽 < 0， tr 𝐽𝐽 Instability Saddle point 

[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 > 0，(𝐵𝐵 −𝐻𝐻) < 0 det 𝐽𝐽 > 0，tr 𝐽𝐽 > 0  Instability 
[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 < 0，(𝐵𝐵 −𝐻𝐻) > 0 det 𝐽𝐽 < 0, tr J < 0 not sure Stability (ESS) 
[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷 < 0,   (𝐵𝐵 −𝐻𝐻) < 0 det (𝐽𝐽) > 0, tr J  Instabilit𝑦𝑦 Saddle point 

When the model parameters respectively take the following values: α = 0.7, L = 2, P = 1, Tai = 3, D 
= 4, β = 1, B = 0.3, H = 1, when the cost of using AI in court is high, and the company's deposits 
are also high, this tends to force the manufacturers to breach the contract with the court. The 
court, therefore, chooses not to use AI technology. At this time, the ESS point is (contract breach, 
no use of AI). 

 
Fig. 2 (0, 1) Evolutionary equilibrium 
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�det 𝐽𝐽 = (−1)([(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷)(𝐵𝐵 − 𝐻𝐻)
tr J = (𝐵𝐵 − 𝐻𝐻) − ([(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷)  (22) 
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• As shown in Fig. 3, when x = 1, y = 0， the determinant and trace of matrix 𝐽𝐽 is: 

and the result is presented in Table 4. 
Table 4 Result of (1,0) 

(−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷) > 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} > 0 det J < 0, tr J not sure Saddle point 
(−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷) > 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} < 0 det J > 0，tr J < 0 Stability (ESS) 
(−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷) < 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} > 0 det J > 0， tr J > 0 Instability 
(−𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷) < 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} < 0 det J <  0, tr J  not sure Saddle point 

 

When the model parameters respectively take the following values: α = 0.7, L = 2, P = 1, Tai = 1, D 
= 1, β = 0, B = 4, H = 6, the cost of using AI in court is low, which tends to encourage manufactur-
ers to choose implementation. With the low cost of using AI, the court chooses not to use AI 
technology. At this time, the ESS point is (implementation, no use of AI). 

 
Fig. 3 (1, 0) Evolutionary equilibrium 

• As shown in Fig. 4, when x = 1, y = 1, the determinant and trace of matrix J is: 

and the result is presented in Table 5. 
Table 5 Result of (1,1) 

{[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} > 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} > 0 det J > 0，tr J < 0 Stability (ESS) 
{[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} > 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} < 0 det J < 0，tr J   not sure Saddle point 
{[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} < 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} > 0 det J < 0，tr J  not sure Saddle point 
{[(1 − 𝛼𝛼)𝐿𝐿 + 𝑃𝑃] − 𝑇𝑇𝑎𝑎𝑎𝑎 − 𝐷𝐷} < 0，{[(𝛽𝛽 − 1)𝐵𝐵 − 𝑃𝑃] + 𝐵𝐵 − 𝐻𝐻} < 0 det J > 0，tr J > 0 Instability 

 

When the model parameters respectively take the following values: α = 0.5, L = 4, P = 1, Tai = 0.5, 
D = 0.5, β = 0.5, B = 4, H = 1, the cost of using AI in court is low, which tends to encourage manu-
facturers to choose implementation. The losses due to wrongful convictions and the court's gain 
from default are high, encouraging the court to choose to use AI technology to improve court-
room efficiency. At this time, the ESS point is recorded (implementation, use of AI). 
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   Fig. 4 (1, 1) Evolutionary equilibrium 

• Then, since tr J = 0, at point O, there is no stable point. 

5. Simulation results and discussion 
• The influence of the error reduction rate in the AI technology approach on the evolutionary 

game between both sides is given in Fig. 5. 

                                    

Fig. 5 Different error reduction rates of the court 

Figure 5 shows that compared to manufacturers, the value of the error reduction rate has an 
impact on the court. When the value of the error reduction rate increases, the cost of using AI 
increases, and the value of the error reduction rate may induce manufacturers to maintain the 
status quo. However, the court tends to reduce the value of the error reduction rate due to the 
existence of a speculative effect; manufacturers are stimulated by the value of the error reduc-
tion rate, and the lack of use of AI technology tends to slow down. 

• The influence of the losses due to wrongful conviction cases on the evolutionary game be-
tween both sides is given in Fig. 6. 

  
Fig. 6 Different losses due to error conviction cases of the court 
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Fig. 6 shows that as the value of error conviction cases increases, the court will choose to use 
AI technology to resolve cases. However, the increase in the value of wrongful conviction losses 
will not have as much of an effect on the choice of manufacturers who will still choose to breach 
the contract to reduce their risk of lost profits. 

• The influence of the penalty for breach of contract on the evolutionary game between both 
sides is given in Fig. 7. 

 
Fig. 7 Different penalties for breach of contract of manufacturers 

From Fig. 7, it can be seen that the increase in the value of the penalties for breach of contract 
will induce the court to choose the use of AI technology, and after a long time, it will choose not 
to use AI technology; At the same time, the increase in the value of the penalties for breach of 
contract will have a slight effect on the decision of the manufacturers but will not make them 
change their decision on whether to breach the contract. 

• The influence of the cost of using AI technology in the courtroom on the evolutionary game 
between both sides is given in Fig. 8. 

 

                                     
Fig. 8 Different costs of using AI technology of the court 

Fig. 8, shows that the increase in the value of the cost of using AI technology will lead manu-
facturers to breach the contract. With the increase in the value of the cost of using AI technology, 
the court chooses not to use the AI technology strategy. 

 
• The influence of the cost of using AI technology in the courtroom on the evolutionary game 

between both sides is given in Fig. 9. 

From Fig. 9, it can be seen that the increase in company’s deposits will induce manufacturers 
to implement the use of AI technology, but after a period, they will choose to breach the contract, 
while the increase in company’s deposits will not affect the choice of the court’s to not use AI 
technology strategy. 
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Fig. 9 Different company’s deposits  

 
• The influence of the probability of default not being detected on the evolutionary game be-

tween both sides is given in Fig. 10. 

 
Fig. 10 Different error not being detected probabilities 

 
From Fig. 10, it shows that, with the increase of possibility β of the court's default not being 

detected, the court tends not to use the strategy of AI technology to avoid losses due to error 
conviction cases, but the change of the intensity of this measure is not obvious. With the im-
provement of β, manufacturers will choose to breach the contract, to reduce the possible error 
penalty.  
• The influence of the court's gain from the default on the evolutionary game between both 

sides is given in Fig. 11. 

     
Fig. 11 Different error gains of the court 

From Fig. 11, it shows that, with the increase of the error gains (B), the court tends not to use 
the strategy of AI technology, so that it may get more benefits from the error. With the im-
provement of B, manufacturers choose to breach the contract.  

 
• The influence of the benefit from credit enhancement on the evolutionary game between both 

sides is given in Fig. 12. 
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Fig. 12 Different benefits of credit enhancement of manufacturers 

It can be seen from Fig. 12 that the increase in credit enhancement benefits for manufactur-
ers will slow down manufacturers' strategy to implement the AI technology strategy, while it 
will cause the court not to adopt the AI technology strategy. 

6. Conclusion 
We can see that through the simulation, the evolutionary equilibrium points (0,0) and (1,1) are 
crossed by the parameter adjustment. The increase in losses due to wrongful convictions shows 
the determination of the court to use the AI technology strategy. The increase in error reduction 
rates will stimulate the willingness of manufacturers to choose the AI technology strategy, while 
the increase in losses due to wrongful convictions and penalties will encourage manufacturers to 
break the contract. The increased costs of using AI technology and the value of the company's 
deposits influence manufacturers' decisions and also influence the court's decision whether to 
use the AI technology strategy to resolve cases. For manufacturers, the increase in the probabil-
ity of the default not being detected and the increase in the gain from the default do not influ-
ence their decision to breach the contract. The evolution of the benefits of credit enhancement 
plays a role in the court's strategic decision to use AI technology or not, and also influences the 
decision of manufacturers. 

Therefore, by proving that by choosing AI technology to solve problems, the error rate will be 
minimized, manufacturers will be able to implement this strategy because only the reduction of 
the error rate has a significant impact on both parties. 
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A B S T R A C T A R T I C L E   I N F O 
The vehicle routing problem with split deliveries and pickups is a hot research 
topic in recent years, where a customer can be served multiple times with split 
deliveries and pickups. The objective is to minimize the travel distance, use the 
fewest number of vehicles and increase the load rate, which will further reduce 
the carbon emissions that damage the environment. In this paper, we use a 
two-stage construction heuristic approach to solve this problem. First, parti-
tioning algorithms based on the multi-restart-iterative sweep algorithm are 
adopted to partition the customer domain into sub-domains according to the 
vehicle capacity, and to determine the split points and the corresponding val-
ues. Second, a modified Clarke-Wright savings algorithm is used to check the 
possibility of each point in each route based on the load of each point and the 
vehicle load limitation. The three case studies with 12 instances per each from 
the reconstructed Solomon benchmark datasets were conducted to evaluate 
the effectiveness and feasibility of the proposed approaches-Unsplit, Both-Split 
and Enhanced-Both-Split. The comparison among these approaches reveals 
that the splits reduce the total travel cost and vehicles used, and increase the 
average loading rate considerably, especially when customers have larger de-
mand values. Our computation results proves that the vehicle routing problem 
with split deliveries and pickups is highly beneficial for transportation and lo-
gistics enterprises. 
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1. Introduction
1.1 General 

The vehicle routing problem (VRP) plays an important role in modern logistics. The vehicle route 
optimization has a considerable impact on reducing transport distance, the number of transport 
vehicles and carbon emissions that damage the environment [1-3]. The VRP with simultaneous 
delivery and pickup (VRPSDP) [4] can reduce the energy consumption that results from the empty 
return trips of vehicles under the single vehicle delivery or pickup system. It can reduce not only 
the transport costs that benefit enterprises, but also increase the protection of environments. 
Therefore, the VRPSDP and its variants have become a popular research topic in logistics. With 
the relaxation of the constraint imposed on the classic VRPSDP in which each customer can be 
visited once and only once [5], the delivery and pickup demands of customers can be split (i.e., 
each customer is allowed to be visited multiple times), and greater vehicle reduction and path 
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savings can be achieved [6, 7]. Therefore, the VRPs concerning split demands have received in-
creasing attention from researchers. The corresponding problem with only the split delivery is 
called the split delivery VRP (SDVRP); the corresponding problem splitting both delivery and 
pickup demands is called the split VRP with deliveries and pickups (SVRPDP). The SVRPDP has 
three models based on the sequence of deliveries and pickups [8]. In the first model, all pickups 
are done on the backhaul way after all deliveries, which is similar the VRP with backhauling. In 
the second model, deliveries and pickups can occur in any sequence on a vehicle route, which is 
similar to the VRP with mixed deliveries and pickups. In the third model called the VRP with split 
deliveries and pickups (VRPSPDP), both the delivery and the pickup occur simultaneously (similar 
to the VRPSDP). This study focuses on this third model and its solution, also on the performance 
comparisons between the VRPSDP and the VRPSPDP in terms of transportation distances, vehicles 
used and the load rates which are the important factors affecting transportation costs and envi-
ronmental costs [9, 10]. 

In the SDVRP, which was introduced by Dror and Trudeau [5] in 1989, a customer point can be 
visited multi-times by vehicles via the split deliveries. Therefore, numerous researchers have fo-
cused on solutions to the SDVRP problem because this model reduces the distance travelled and 
the number of vehicles used by splitting customer demands [11-13]. A lengthy article would be 
needed to present the survey of all researchers in the area; nonetheless, typical theoretical analy-
sis and experimental results can be glimpsed from the previous articles [14-23]. 

In the VRPSPDP, which was introduced by Mitra [24] in 2005, a vehicle carrying goods within 
its load-carrying capacity, departs from the depot, delivers the loads to customers en route, and 
picks up their returnable items; finally, the vehicle returns to the depot with these items within 
its load-carrying capacity. The VRPSPDP allows an unlimited number of deliveries and pickings 
up, which means that each customer can be serviced multiple times by the same vehicle or by 
different vehicles. The goal of [24] is to determine a group of vehicle paths that minimizes the total 
travel distance under the premise that the load of each path does not exceed the vehicle’s load-
carrying capacity. To address this problem, a mixed-integer linear programming formulation was 
proposed [24], and a route construction heuristic was developed based on the cheapest insertion 
criterion with the fewest vehicles. Subsequently, better solutions have been proposed [25] that 
employ a parallel clustering technique and a new route construction heuristic. Based on [24, 25], 
Wang [26, 27] designed two heuristics (viz., the farthest node split load algorithm and competitive 
decision algorithm) for the VRPSPDP model without the vehicle number limitation and two heu-
ristics (viz., the farthest node full split algorithm and nearest node full split algorithm) for the 
VRPSPDP model with the vehicle number limitation. Yin et al. [28] proposed a VRPSPDP model 
with two special preconditions: a maximum travel distance constraint and a restriction that each 
customer’s demand should be split only once. Wang et al. [29] developed a two-stage heuristic 
method that integrated the initial heuristic algorithm and a hybrid heuristic algorithm to solve the 
VRPSPDP. Polat [30] proposed a parallel approach based on the variable neighbourhood search 
to solve the VRP with divisible deliveries and pickups. Qiu et al. [31] developed a tabu search al-
gorithm based on specially designed batch combinations and item creations for the VRPSPDP. 

So far, the focus has been mainly on SDVRP solutions, and there have been only few articles on 
VRPSPDP. Consequently, there is considerable room for improvements in terms of the compre-
hensive optimization effect, methods and the time spent in solving the VRPSPDP. With these in 
mind, we propose a two-stage approach based on the principle “clustering first, routing later.” The 
proposed approach will solve the VRPSPDP in as little as possible computation time to reduce the 
travel distance, the number of vehicles used and increase the loading rate. In the first stage, parti-
tioning algorithms based on the multi-restart-iterative sweep algorithms (MRISA) are adopted to 
cluster customers into sub-domains and to determine the split points and the corresponding val-
ues. In the second stage, a modified Clarke-Wright (C-W) savings algorithm is applied to optimize 
the travel distance of each route in each cluster. The three case studies with 12 instances per each 
from the reconstructed Solomon benchmark datasets were adopted to evaluate the effectiveness 
and feasibility of the proposed approaches, which are used for un-splitting customer demands, 
splitting both customer deliveries and pickups and fine-tuning splitting both customer deliveries 
and pickups. The computational results present that the VRPSPDP model is more effective in the 
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transportation and logistics enterprises than the VRPSDP because of the reduced the total travel 
distances, the reduced number of vehicles used, and the increased the loading rate. 

2. Problem statement 
The VRPSPDP mentioned in this paper refers to n customers and m vehicles with the same model 
in the problem domain. Each vehicle leaves the depot i = 0 carrying only the delivery goods that 
are within its load-carrying capacity ∑ 𝑑𝑑𝑖𝑖𝑛𝑛

𝑖𝑖=1 ≤ 𝑄𝑄. Each vehicle delivers di and picks up (e.g., recy-
cles) pi simultaneously along the route for the customers i | i = (1, 2,..., n). Finally, the vehicle re-
turns to the depot with only the picked-up goods that are within its load-carrying limit ∑ 𝑝𝑝𝑖𝑖𝑛𝑛

𝑖𝑖=1 ≤
𝑄𝑄. At each customer location, there may be a mixture of goods (deliveries and pickups), and the 
load on the vehicle may increase or decrease because of simultaneous loading and unloading. 
Therefore, the load feasibility needs to be checked for each point along a route. The distance be-
tween the customers i and j is cij; there is no cii = 0 loop, and the path is undirected cij = cji. The 
quantity of deliveries between the customers i and j is 0 ≤ 𝑑𝑑𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄, and the quantity of pickups 
between the customers i and j is 0 ≤ 𝑝𝑝𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄. Each customer may have both delivery and pickup 
demands, either of which may exceed the vehicle’s load-carrying capacity. Each customer’s deliv-
eries and pickups can be split; that is, each customer can be visited by multiple vehicles or by the 
same vehicle multiple times. If the vehicle k travels from the customer i to j, then xijk is equal to 1; 
otherwise xijk = 0. If the customer i is served by the vehicle k, then yik is equal to 1; otherwise, yik = 0. 
The minimum number of vehicles used is ⌈𝑚𝑚𝑚𝑚𝑚𝑚 (∑ 𝑑𝑑𝑖𝑖𝑛𝑛

𝑖𝑖=1 ,∑ 𝑝𝑝𝑖𝑖)/𝑄𝑄𝑛𝑛
𝑖𝑖=1 ⌉, where x denotes the smallest 

integer that is equal to or greater than x [24, 25]. For the sake of simplicity, we assume that there 
is no time window limit and no limit on the maximum driving time and distance. The goal is to 
minimize the total driving distance using few vehicles and keeping a high load rate to meet the 
demands of all the customers. 

The formulation [32] is given as: 

𝑚𝑚𝑚𝑚𝑚𝑚���𝑐𝑐𝑖𝑖𝑖𝑖

𝑚𝑚

𝑘𝑘=1

𝑛𝑛

𝑗𝑗=0

𝑛𝑛

𝑖𝑖=0

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖  (1) 

s. t. 

�𝑑𝑑0𝑗𝑗

𝑚𝑚

𝑘𝑘=1

𝑦𝑦𝑗𝑗𝑗𝑗 = 𝑑𝑑𝑗𝑗, 𝑗𝑗 = 1,2, … ,𝑛𝑛; (2) 

 

�𝑝𝑝𝑗𝑗0

𝑚𝑚

𝑘𝑘=1

𝑦𝑦𝑗𝑗𝑗𝑗 = 𝑝𝑝𝑗𝑗 , 𝑗𝑗 = 1,2, … ,𝑛𝑛; (3) 

 

�𝑑𝑑0𝑖𝑖

𝑛𝑛

𝑖𝑖=1

𝑦𝑦𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄,𝑘𝑘 = 1,2, … ,𝑚𝑚; (4) 

 

�𝑝𝑝𝑖𝑖0

𝑛𝑛

𝑖𝑖=1

𝑦𝑦𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄,𝑘𝑘 = 1,2, … ,𝑚𝑚; (5) 

 

�𝑝𝑝𝑖𝑖

𝜃𝜃

𝑖𝑖=0

𝑦𝑦𝑖𝑖𝑖𝑖 + � 𝑑𝑑𝑖𝑖

𝑛𝑛

𝑖𝑖=𝜃𝜃+1

𝑦𝑦𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄, 𝑖𝑖 = 0,1, … 𝜃𝜃,𝜃𝜃 + 1, . . . , 𝑛𝑛;  𝑘𝑘 = 1,2, … ,𝑚𝑚; (6) 

 

�𝑑𝑑𝑖𝑖0

𝑛𝑛

𝑖𝑖=0

= 0; (7) 

 

�𝑝𝑝0𝑖𝑖

𝑛𝑛

𝑖𝑖=0

= 0; (8) 
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� � (𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖

𝑛𝑛

𝑗𝑗=𝑖𝑖+1

𝑛𝑛−1

𝑖𝑖=1

− 𝑥𝑥𝑗𝑗(𝑗𝑗+1)𝑘𝑘) = 0,𝑘𝑘 = 1,2, … ,𝑚𝑚; (9) 

 

�𝑥𝑥0𝑗𝑗𝑗𝑗

𝑛𝑛

𝑗𝑗=0

= 1,�𝑥𝑥𝑗𝑗0𝑘𝑘 = 1,
𝑛𝑛

𝑗𝑗=0

 𝑘𝑘 = 1,2, … ,𝑚𝑚; (10) 

 

Eq. 1 is the objective function to minimize the total travel distance. Eq. 2 and 3 are the customer 
demand constraints to ensure that the delivery/pickup demands of the customer j are satisfied by 
multiple visits. Eq. 4 and 5 are the vehicle-loading constraints to ensure that the delivery/pickup 
quantities of a vehicle in one tour do not exceed the vehicle’s load-carrying capacity. Eq. 6 is the 
real-time vehicle-loading constraint [32], which is used to check the fluctuating load on every 
point of each route; this constraint ensures that the gross load of both the delivery and pickup at 
any node will not exceed the vehicle capacity in one tour. The sum of the picked-up quantity at the 
customer node 𝜃𝜃 (including node 𝜃𝜃) and the delivery quantity after the customer node 𝜃𝜃 (starting 
from node 𝜃𝜃 + 1) along the route of the vehicle k cannot exceed the vehicle capacity. Eq. 7 and 8 
are the depot load-type constraints to ensure that no delivery loads are directed to the depot and 
no pickup loads come from the depot. Eq. 9 is the vehicle access conservation constraint to ensure 
that a vehicle that arrives at the customer location j also leaves this location. Eq. 10 states the 
depot access restriction that each vehicle enters/exits the depot only once per tour. 

3. A two-stage approach 
A two-stage approach based on “clustering first and routing later” is proposed to solve the VRP-
SPDP. In the first stage, partitioning algorithms based on the MRISA are employed to partition 
customers into some clusters and to ascertain the split points and the corresponding values. In 
the second stage, a modified C-W savings algorithm that satisfies the customer particular double 
requirements is adopted to optimize the travel distance. 

3.1 Initialization of the coordinate system 

A sweep algorithm proposed by Gillett and Miller in 1974 [33] groups the nearest points into a 
cluster under certain preconditions. It is performed in a polar coordinate system, so that the rec-
tangular coordinate system needs to be transformed into a polar coordinate system, all points 
have to be sorted in ascending or/and descending order [34], and a set of variables optimal should 
be defined to store the best distance and the corresponding customer points (i.e., the points and 
their deliveries and pickups) and the split points (i.e., the split points and the corresponding val-
ues) in each cluster. 

3.2 Sweep algorithm for the VRPSDP 

The sweep algorithm for the VRPSDP (SA-VRPSDP), which satisfies the delivery/pickup double 
demands, is the modification of the basic sweep algorithm. In the VRPSDP, a vehicle visits a point 
only once; therefore, the customer demands cannot be split. Thus, SA-VRPSDP is also called SA-
Unsplit. In addition, before the clustering, the delivery or pickup demand of each point needs to 
be checked to ensure that this demand is less than the vehicle’s load-carrying capacity Q. If di, pi ≥ 
Q, the quantity Q would be individually delivered or picked-up. The remaining part would partic-
ipate in SA-VRPSDP. The SA-Unsplit procedure is described as follows. 

Step 1: Specify one point as the first starting point. 
Step 2: SA-Unsplit (Partitioning of the customer area). 
a) Sweep points gradually into an initial cluster in one direction (clockwise or anticlockwise). 

Three possible cases arise at point i. 
Case 1: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 < 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑄𝑄)), continue to sweep points gradually into this 

cluster. 
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Case 2:  When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 = 𝑄𝑄) or (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑄𝑄)), the point i becomes the last point lp of this 
cluster, and record lp and this cluster. There are following three situations: 
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙 =

𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖)). 
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑙𝑙𝑙𝑙 =
𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖)).  

• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 < 𝑄𝑄 ) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑄𝑄 )), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑
𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 ) and 

(𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙 = 𝑄𝑄)). 

Case 3: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) or (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 > 𝑄𝑄)), the point preceding i becomes the lp of this 
cluster, and record lp and this cluster. The following three situations are possible: 
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 > 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 − 𝑑𝑑𝑖𝑖) and 
(𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 − 𝑝𝑝𝑖𝑖)).  
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 − 𝑑𝑑𝑖𝑖) and 
(𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 − 𝑝𝑝𝑖𝑖)).  
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 < 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 > 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 − 𝑑𝑑𝑖𝑖) and 
(𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 − 𝑝𝑝𝑖𝑖)). 
b) Taking the next point of lp as the first starting point of the next cluster, repeat Step 2 a) until 

the endpoint is swept. 
c) Calculate the total travel distance ttd of every cluster based on the spatial distribution of the 

points. 
d) Compare the ttd with the value in the optimal, and store the smaller value and the corre-

sponding points (the customer points and the split points) into the optimal variables. 

Step 3: End the SA-Unsplit procedure. 

3.3 Sweep algorithm for the VRPSPDP 

In the VRPSPDP, the constraint imposed on the VRPSDP that a customer point can be visited only 
once for both delivery and pickup, is relaxed. Therefore, a point can be visited more than once, 
and the customer demands of both delivery and pickup can be split. The sweep algorithm for VRP-
SPDP (SA-VRPSPDP) is then employed to determine the split points and the split values in each 
cluster of the VRPSPDP. It is also called SA-Both-Split. The SA-Both-Split procedure of is described 
in the following. 

Step 1: Specify one point as the first starting point. 
Step 2: SA-Both-Split (Partitioning of the customer area). 
a) Sweep points gradually into an initial cluster in one direction (clockwise or anticlockwise) 

until �𝑚𝑚𝑚𝑚𝑚𝑚 (∑ 𝑑𝑑𝑖𝑖𝑖𝑖
𝑖𝑖=1 ,∑ 𝑝𝑝𝑖𝑖) ≥ 𝑄𝑄𝑖𝑖

𝑖𝑖=1 � reaches point i, the point i becomes the last point lp of 
this cluster. The following four cases can arise: 

Case 1: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 = 𝑄𝑄) or (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑄𝑄)), record lp and this cluster. There are three 
situations. 
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙 =

𝑄𝑄)).  
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑄𝑄)), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙 =

𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖)).  
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑄𝑄 ) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 < 𝑄𝑄 )), then denote as ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 ) and 
(𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙 = 𝑄𝑄)). 
Case 2: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑄𝑄)), split lp into lp1 and lp2, and end the group-

ing at the point lp1. Then, there are 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑
𝑙𝑙𝑙𝑙1 = 𝑄𝑄 , 𝑑𝑑𝑙𝑙𝑙𝑙2 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 − 𝑄𝑄 , 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙1 =
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𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖  and 𝑝𝑝𝑙𝑙𝑙𝑙2 = 0. Record lp, 𝑑𝑑𝑙𝑙𝑙𝑙1 , 𝑑𝑑𝑙𝑙𝑙𝑙2 , 𝑝𝑝𝑙𝑙𝑙𝑙1 , 𝑝𝑝𝑙𝑙𝑙𝑙2  and this cluster; lp2 becomes 
the starting point of the next clustering. 

Case 3: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 < 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 > 𝑄𝑄)), split lp into lp1 and lp2, and end the group-
ing at the point lp1. Then, there are 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙1 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 , 𝑑𝑑𝑙𝑙𝑙𝑙2 = 0, 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙1 = 𝑄𝑄 and 

𝑝𝑝𝑙𝑙𝑙𝑙2 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙 − 𝑄𝑄. Record lp, 𝑑𝑑𝑙𝑙𝑙𝑙1, 𝑑𝑑𝑙𝑙𝑙𝑙2, 𝑝𝑝𝑙𝑙𝑙𝑙1, 𝑝𝑝𝑙𝑙𝑙𝑙2 and this cluster; lp2 becomes the 

starting point of the next clustering. 
Case 4: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 > 𝑄𝑄)), split lp into lp1 and lp2, and end the group-

ing at the point lp1. Then, 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑
𝑙𝑙𝑙𝑙1 = 𝑄𝑄 , 𝑑𝑑𝑙𝑙𝑙𝑙2 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 − 𝑄𝑄 ,  𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙1 = 𝑄𝑄 , and 
𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙2 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 − Q. Record lp, 𝑑𝑑𝑙𝑙𝑙𝑙1, 𝑑𝑑𝑙𝑙𝑙𝑙2, 𝑝𝑝𝑙𝑙𝑙𝑙1, 𝑝𝑝𝑙𝑙𝑙𝑙2 and this cluster; lp2 becomes 
the starting point of the next clustering. 

b) Taking lp2 (with the demand dlp2 and plp2) as the starting point of the next cluster, repeat 
Step 2 until the endpoint is swept. 

c) Calculate the total travel distance ttd of every cluster based on the spatial distribution of 
points. 

d) Compare the ttd with the value in optimal variables, and store the smaller values and the 
corresponding points (the customer points and the split points) in the optimal variables. 

Step 3: End the SA-Both-Split procedure. 

3.4 Multi-restart-iterative mode 

When SA-Unsplit and SA-Both-Split are performed in the multi-restart-iterative (MRI) mode, the 
operations are called MRISA-Unsplit and MRISA-Both-Split, respectively. 

• MRISA-Unsplit: Execute the SA-Unsplit procedure from each customer point (0-n) succes-
sively in the clockwise and anticlockwise directions to partition the customer area. 

• MRISA-Both-Split: Execute the SA-Both-Split procedure from each customer point (0-n) suc-
cessively in the clockwise and anticlockwise directions to partition the customer area. 

The smallest ttd in the optimal is extracted, and the corresponding cluster becomes the most 
appropriate customer sub-domains. 
3.5 Route optimization in a cluster 

After the operations described above, there is one route in each cluster, and each customer point 
has both delivery and pickup demands simultaneously. Therefore, the routing problem becomes 
a VRPSDP. A modified C-W algorithm is adopted as follows [32]: 

Step 1: Form an initial solution set 𝐿𝐿 = {𝐿𝐿𝑖𝑖}, ∀𝑖𝑖 ∈ {1, 2, 3, … ,𝑛𝑛}, where 𝐿𝐿𝑖𝑖 states one point i. 
Step 2: Compute the distance-saving degree of point-pair (𝑖𝑖, 𝑗𝑗)  ∆𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑐𝑐0𝑖𝑖 + 𝑐𝑐0𝑗𝑗 − ∆𝑐𝑐𝑖𝑖𝑖𝑖 . Sort 

∆𝑐𝑐𝑖𝑖𝑖𝑖 (𝑖𝑖, 𝑗𝑗 =  1, 2, . . . ,𝑛𝑛) in descending order Dcij. 
Step 3: Initialize the new route set 𝐿𝐿0′ = ∅ and the load quantity set 𝑅𝑅0′ = 0 for both the deliv-

ery demands di and pickup demands pi. 
Step 4: Scan the descending order Dcij from the top to the bottom and stop at the bottom. 
Step 5: Look for the merge possibility of point-pairs according to the following discriminant 

conditions during scanning. 
a) Go to the next point-pair in the descending order Dcij if both points i and j are not on the 

route, that is, 𝐿𝐿𝑖𝑖⊄ 𝐿𝐿0′  and 𝐿𝐿𝑗𝑗⊄ 𝐿𝐿0′ . 
b) Go to the next point-pair in the descending order Dcij if both points i and j are on the route, 

that is, 𝐿𝐿𝑖𝑖⊆ 𝐿𝐿0′  and 𝐿𝐿𝑗𝑗⊆ 𝐿𝐿0′ . 
c) Merge one point i or j, which is not in 𝐿𝐿0′ , that is, (𝐿𝐿𝑖𝑖 ∪ 𝐿𝐿0′ ) or (𝐿𝐿𝑗𝑗 ∪ 𝐿𝐿0′ ), and calculate the 

route distance if one point j or i is on the route, that is, 𝐿𝐿𝑗𝑗⊆ 𝐿𝐿0′  or 𝐿𝐿𝑖𝑖⊆ 𝐿𝐿0′ . This can give rise 
to four scenarios: 
• Merging point j behind point i if i is the end of the route. 
• Merging point j before point i if i is the beginning of the route. 
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• Merging point i behind point j if j is the end of the route. 
• Merging point i before point j if j is the beginning of the route. 

d) Check the load feasibility for every point of each route because the gross load of the vehicle 
fluctuates with increasing or decreasing loads along the route. If the load in the current 
route meets the following conditions, go to the next point-pair; otherwise, delete all opera-
tions in Step 5 and return to Step 4. This leads to the following scenarios: 
• The load quantity at the starting point is equal to 𝑅𝑅𝑠𝑠0′ = ∑ 𝑑𝑑𝑖𝑖𝑛𝑛

𝑖𝑖=1 𝑦𝑦𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄. 
• The load quantity at the end point is equal to 𝑅𝑅𝑒𝑒0′ = ∑ 𝑝𝑝𝑖𝑖𝑛𝑛

𝑖𝑖=1 𝑦𝑦𝑖𝑖𝑖𝑖 ≤ 𝑄𝑄. 
• The load quantity at the current point i is equal to 𝑅𝑅0,𝑖𝑖

′ = 𝑅𝑅0,𝑖𝑖
′ − 𝑑𝑑𝑖𝑖 + 𝑝𝑝𝑖𝑖 + 𝑅𝑅(𝑖𝑖+1),0

′ ≤ 𝑄𝑄, 
that is 𝑅𝑅0,𝑖𝑖

′ = 𝑅𝑅𝑠𝑠0′ − ∑ 𝑑𝑑𝑖𝑖𝑖𝑖−1
𝑖𝑖=1 𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑑𝑑𝑖𝑖 + ∑ 𝑝𝑝𝑖𝑖𝑖𝑖−1

𝑖𝑖=1 𝑦𝑦𝑖𝑖𝑖𝑖 + 𝑝𝑝𝑖𝑖 ≤ 𝑄𝑄. 

4. Case studies 
Computational experiments were performed to verify the feasibility and effectiveness of the pro-
posed algorithms in reducing travel distances and the number of vehicles used, and increasing the 
loading rates. The executed results of the VRPSPDP and the VRPSDP were compared to determine 
which heuristic performs better than others. The 25-, 50-, and 100-customer datasets were cho-
sen from the Solomon datasets of VRP Web [35]. However, the Solomon datasets cannot be used 
directly in the VRPSPDP model because they do not include the pickup demand data. The delivery 
and pickup demands in a new constructed dataset come from two different original datasets. For 
example, for the new constructed dataset CR101, the delivery is from C101, and the pickup is from 
R101. The experiments were implemented using C in a 64-bit Windows 7 machine with an Intel 
(R) Core processor of 2.50 GHz speed and 8 GB memory as in [32]. 

4.1 Execution on the constructed Dataset 1 

Our initial experiment was performed on the constructed Dataset 1. The results of MRISA-Both-
Split + Modified C-W (hereinafter B-Split) for the VRPSPDP and MRISA-Unsplit + Modified C-W 
(hereinafter Unsplit) for the VRPSDP are shown in Table 1. Here, the distance reduction (∆Dist. %) 
and the route reduction (∆Rt. %) are respectively given as follows: 

∆B-Split to Unsplit Dist. % = |(Dist. of B-Split – Dist. of Unsplit)|/(Dist. of Unsplit) × 100 % (11) 
∆B-Split to Unsplit Rt. % = |(Rt. of B-Split – Rt. of Unsplit)|/(Rt. of Unsplit) × 100 %. (12) 

The results do not show any benefits for B-Split as compared with Unsplit. We note the follow-
ing points: 

• The average ∆Dist % of the B-Split is 1.95 %, and ∆Dist % is between 0.0 % and 3.76 %. 
• The average ∆Rt. % of the B-Split is 0.0 %. 

Table 1 Results for the constructed Dataset 1 (Q = 200 kg) 

Instance Demands 
(D/P) kg 

B-Split  Unsplit 
Distance (m) Route ∆Dist. % ∆Rt. %  Distance (m) Route 

CR101-25 460/332 236 3 3.28 0  244 3 
CR201-25 460/332 266 3 2.21 0  272 3 
R_C101-25 332/460 395 3 2.95 0  407 3 
RCR101-25 540/332 311 3 2.81 0  320 3 
CR101-50 860/721 488 5 0.61 0  491 5 
CR201-50 860/721 633 5 2.91 0  652 5 
R_C101-50 721/860 677 5 0.00 0  677 5 
RCR101-50 970/721 580 5 0.68 0  584 5 
CR101-100 1810/1458 976 10 3.27 0  1009 10 
CR201-100 1810/1458 1034 10 0.48 0  1039 10 
R_C101-100 1458/1810 1032 10 0.39 0  1036 10 
RCR101-100 1724/1458 1406 9 3.76 0  1461 9 

Average — — — 1.95 0  — — 
Note: Demand (D/P) denotes Deliveries/Pickups. 
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These results might be the consequence of the average demand values being too small in the 
original constructed dataset with average values being 8.96 %, 8.53 %, and 8.50 % of the vehicle 
capacity for the deliveries and 7.28 %, 7.56 %, and 7.73 % of the vehicle capacity for the pickups 
in the 25-, 50-, and 100-customer cases, respectively. All these values are below 9 % of the vehicle 
capacity. 
4.2 Execution on the constructed Dataset 2 

To verify the benefits of splitting, we constructed Dataset 2 from the Dataset 1. We retained the 
data locations but changed the delivery and pickup values by multiplying all the values by 4 and 
adding 0.1 × Q to all the points; here, Q denotes the capacity of the vehicle. Thus, Dataset 2 had 
delivery and pickup values between 12 % and 110 % of the vehicle capacity with average values 
of 45.84 %, 44.11 %, and 44.01 % of the vehicle capacity for the deliveries, and 39.12 %, 40.23 %, 
and 40.92 % of the vehicle capacity for the pickups in the 25-, 50-, and 100- customer cases, re-
spectively. 

The results of applying B-Split and Unsplit to the Dataset 2 are shown in Table 2. Here, the load 
rate increase (∆ Lr. %) is given as follows: 

∆B-Split to Unsplit Lr. % = |(Lr. of B-Split – Lr. of Unsplit)| / (Lr. of Unsplit) × 100% (13) 
 

The results show that B-Split has obvious advantages over Unsplit: 
• The ∆Dist.% of the B-Split lies between 3.71 % and 16.66 %, with an average of 11.64 %. 

This distance reduction directly decreases the transportation cost. 
• The ∆Rt. % of the B-Split lies between 12.50 % and 25.40 %, with an average of 20.71 %. 

Thus, the vehicle start up fee, manpower costs and the transportation cost will decrease 
with the reduction of the number of vehicles required. 

• The ∆Lr. % of the B-Split lies between 14.46 % and 33.80 %, with an average of 26.72 %. 
Therefore, the number of vehicles used will decrease with increasing load rate, and the 
transportation cost will be also reduced. 

• The resulting routes are shaped like a petal around the depot. The beginning and end points 
of most routes are split. 

Table 2 Results obtained for Dataset 2 (Q = 200 kg) 

Instance Demand 
(D/P), kg 

B-Split  Unsplit 
Dist., 

m Rt. Lr. ∆Dist. 
% 

∆Rt. 
% 

∆Lr. 
% 

 Dist., 
m Rt. Lr. 

CR101-25 2340/1828 643 12 0.98 10.57 14.29 16.67  719 14 0.84 
CR201-25 2340/1828 782 12 0.98 4.98 14.29 16.67  823 14 0.84 
R_C101-25 1828/2340 831 12 0.98 8.98 25.00 34.25  913 16 0.73 
RCR101-25 2660/1828 1246 14 0.95 3.71 12.50 14.46  1294 16 0.83 
CR101-50 4440/3884 1356 23 0.97 14.93 20.69 25.97  1594 29 0.77 
CR201-50 4440/3884 1592 23 0.97 10.66 20.69 25.97  1782 29 0.77 
R_C101-50 3884/4440 1685 24 0.93 8.32 20.00 25.68  1838 30 0.74 
RCR101-50 4880/3884 2354 25 0.98 16.61 21.88 28.95  2823 32 0.76 
CR101-100 9240/7832 3437 48 0.96 16.66 25.00 33.33  4124 64 0.72 
CR201-100 9240/7832 3648 48 0.96 15.73 25.00 33.33  4329 64 0.72 
R_C101-100 7832/9240 3280 48 0.96 12.88 23.81 31.51  3765 63 0.73 
RCR101-100 8896/7832 4021 47 0.95 15.60 25.40 33.80  4764 63 0.71 
Average — — — — 11.64 20.71 26.72  — — — 

Note: Demand (D/P) denotes Deliveries/Pickups; Dist. denotes Distance; Rt. denotes Route; Lr. denotes Load rate. 

4.3 Execution on the constructed Dataset 3 

We constructed Dataset 3 from Dataset 1 to better show the benefits of the splitting. We retained 
the locations from Dataset 1 but changed the delivery and pickup values by adding 0.75 × Q and 
0.2 × Q to the delivery and pickup at each odd point and adding 0.2 × Q and 0.75 × Q to the deliv-
ery and pickup at each even point [32]. Thus, Dataset 3 had demand values for either delivery or 
pickup between 20.5 % and 100 % of the vehicle capacity. In the 25-, 50-, and 100-customer cases, 
the average values were 57.56 %, 56.03 %, and 56.00 % of the vehicle capacity for the deliveries 
and 53.68 %, 55.06 %, and 55.23 % of the vehicle capacity for the pickups, respectively.  
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Further, in Cases 2 and 3 of the B-Split, the split of the last point lp depends only on 
𝑚𝑚𝑚𝑚𝑚𝑚 (∑ 𝑑𝑑𝑖𝑖𝑖𝑖

𝑖𝑖=1 ,∑ 𝑝𝑝𝑖𝑖)𝑖𝑖
𝑖𝑖=1 , regardless of how much 𝑚𝑚𝑚𝑚𝑚𝑚 (∑ 𝑑𝑑𝑖𝑖𝑖𝑖

𝑖𝑖=1 ,∑ 𝑝𝑝𝑖𝑖)𝑖𝑖
𝑖𝑖=1  differs from Q. This may af-

fect the vehicle load rate, resulting in an increase in the number of vehicles used. Therefore, a 
coefficient of fine-tuning is introduced to control the “difference,” and to form an Enhanced Both-
Split (hereinafter E-B-Split). If (∑ 𝑋𝑋𝑖𝑖𝑖𝑖

𝑖𝑖=1 < 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 × 𝑄𝑄) , where X indicates 𝑚𝑚𝑚𝑚𝑚𝑚 (∑ 𝑑𝑑𝑖𝑖𝑖𝑖
𝑖𝑖=1 ,∑ 𝑝𝑝𝑖𝑖)𝑖𝑖

𝑖𝑖=1 , 
then the clustering does not terminate on X at the point i and the sweeping continues; If (∑ 𝑋𝑋𝑖𝑖𝑖𝑖

𝑖𝑖=1 ≥
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 × 𝑄𝑄), then the clustering terminates on X at the point i and the sweeping stops. This implies 
that d (delivery) and p (pickup) could have separate partition termination points. In E-Both-Split, 
Cases 2 is given as follows: 

*Case 2: When ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑄𝑄)) at point i, 
• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑒𝑒𝑒𝑒 × 𝑄𝑄)), and point i is the last point lp for both deliveries 

and pickups, then split lp into lp1 and lp2, end the current cluster on both the deliveries 
and pickups, and start the next clustering at lp2. Therefore, 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙1 = 𝑄𝑄 ;  𝑑𝑑𝑙𝑙𝑙𝑙2 =
𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙 − 𝑄𝑄; 𝑑𝑑𝑙𝑙𝑙𝑙1 = 𝑑𝑑𝑙𝑙𝑙𝑙 − 𝑑𝑑𝑙𝑙𝑙𝑙2; 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙1 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 = 𝑒𝑒𝑒𝑒 × 𝑄𝑄 and 𝑝𝑝𝑙𝑙𝑙𝑙2 = 0. 

• If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑖𝑖 > 𝑄𝑄) and (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 < 𝑒𝑒𝑒𝑒 × 𝑄𝑄)), and point i is the last point lp on the deliveries, 
split the delivery into lp1 and lp2, and end the current cluster on delivery. There are 
𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑

𝑙𝑙𝑙𝑙1 = 𝑄𝑄; 𝑑𝑑𝑙𝑙𝑙𝑙2 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑
𝑙𝑙𝑙𝑙 − 𝑄𝑄 and 𝑑𝑑𝑙𝑙𝑙𝑙1 = 𝑑𝑑𝑙𝑙𝑙𝑙 − 𝑑𝑑𝑙𝑙𝑙𝑙2. Go to the next i and continue to 

sweep. Three situations can arise on (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑖𝑖+1): 
− If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑖𝑖+1) > 𝑒𝑒𝑒𝑒 × 𝑄𝑄), and point i + 1 is the lp on the pickup, split the point, and 

end the cluster on the pickup. Then, 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙1 = 𝑄𝑄 ; 𝑝𝑝𝑙𝑙𝑙𝑙2 = (𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑖𝑖+1) −

𝑄𝑄= 𝑀𝑀𝑀𝑀𝑉𝑉𝑝𝑝
𝑙𝑙𝑙𝑙 − 𝑄𝑄 and 𝑝𝑝𝑙𝑙𝑙𝑙1 = 𝑝𝑝𝑙𝑙𝑙𝑙 − 𝑝𝑝𝑙𝑙𝑙𝑙2. 

− If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑖𝑖+1) = 𝑒𝑒𝑒𝑒 × 𝑄𝑄), then point i + 1 is the lp on the pickup, and the current 
cluster is ended on the pickup. Thus, 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝

𝑙𝑙𝑙𝑙1 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝
𝑙𝑙𝑙𝑙 = 𝑄𝑄 and plp2 = 0. 

− If ((𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑖𝑖+1) < 𝑒𝑒𝑒𝑒 × 𝑄𝑄), then continue to sweep. 
*Case 3 has the same operations as *Case 2, but only d and p are swapped. 

 

Table 3 shows the results of applying the MRISA-E-Both-Split + Modified C-W (hereinafter E-
B-Split), B-Split, and Unsplit to Dataset 3. Table 4 presents the comparisons among the results of 
E-B-Split, B-Split, and Unsplit. 

The results prove that the E-B-Split has significant advantages over the other two algorithms 
(especially as compared with Unsplit). The main advantages are as follows: 

• The ∆Dist. % of the E-B-Split as compared with the Unsplit lies between 30.65 % and 
38.35 %, with an average of 33.92%. The ∆Dist. % of the E-B-Split as comparison with the 
B-Split lies between 12.53 % and 24.23 %, with an average of 17.38 %. The ∆Dist. % of the 
B-Split relative to the Unsplit lies between 11.66 % and 26.85 %, with an average of 19.89 %. 
This distance reduction shown as Fig. 1 would directly decrease the transportation cost. 

• The average load rate obtained by the E-B-Split, B-Split, and Unsplit are 0.96, 0.89, and 0.57, 
respectively. The ∆Lr. % of the E-B-Split as compared with the Unsplit lies between 65.52 % 
and 73.21 %, with an average of 68.83 %. The ∆Lr. % of the E-B-Split in comparison with 
the B-Split lies between 0.0 % and 13.79 %, with an average of 8.65 %. The ∆Lr. % of the B-
Split relative to Unsplit lies between 47.46 % and 66.07 %, with an average of 55.53 %. This 
load rate increase shown as Fig. 2 would directly decrease the number of vehicles used. 

• The number of routes in Unsplit is equal to the number of points, that is, one route corre-
sponds to one point. The number of routes in the E-B-Split is reduced by approximately 
40.75 % on the average as compared with the number of routes in Unsplit. The number of 
routes in B-Split is reduced by approximately 36 % on average as compared with the num-
ber of routes in Unsplit shown as Fig. 3. Therefore, by applying the E-B-Split, the number of 
vehicles and manpower costs can be reduced, which will substantially decrease the trans-
portation cost. 
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• The resulting routes are shaped like a petal around the depot, and a point splitting often 
occurs at the beginning or the end of sub-domains in the sweeping procedure. 

• When the E-B-Split is applied, there might be two splitting points between two adjacent 
routes: one for deliveries and another for pickups. 

Table 3 Results obtained for Dataset 3 (Q = 200 kg) 

Instance Demand 
(D/P), (kg) 

E-B-Split  B-Split  Unsplit 
Dist. 
(m) Rt. Lr.  Dist. 

(m) Rt. Lr.  Dist. 
(m) Rt. Lr. 

CR101-25 2890/2652 734 0.96 15  891 0.90 16  1132 0.58 25 
CR201-25 2890/2652 880 0.96 15  1091 0.90 16  1275 0.58 25 
R_C101-25 2762/2780 859 0.93 15  982 0.93 15  1246 0.56 25 
RCR101-25 2970/2652 1217 0.99 15  1485 0.87 17  1887 0.59 25 
CR101-50 5610/5471 1555 0.97 29  1807 0.91 31  2411 0.56 50 
CR201-50 5610/5471 1778 0.97 29  2250 0.88 32  2679 0.56 50 
R_C101-50 5471/5610 1757 0.94 30  2319 0.83 34  2625 0.56 50 
RCR101-50 5720/5471 2503 0.95 30  2970 0.87 33  4060 0.57 50 
CR101-100 11310/10958 3724 0.98 58  4455 0.90 63  5771 0.57 100 
CR201-100 11310/10958 3942 0.98 58  4773 0.88 64  5943 0.57 100 
R_C101-100 10958/11310 3460 0.96 59  4156 0.87 65  4989 0.57 100 
RCR101-100 11224/10958 4372 0.94 60  5182 0.88 64  6618 0.56 100 

Average — — 0.96 34.42  — 0.89 38  — 0.57 58 
Note: Demand (D/P) denotes Deliveries/Pickups; Dist. denotes Distance; Rt. denotes Route; Lr. denotes Load rate. 

Table 4 Comparisons of E-B-Split, B-Split and Unsplit  

Instance E-B-Split to Unsplit (%)  E-B-Split to B-Split (%)  B-Split to Unsplit (%) 
∆Dist. ∆Lr. ∆Rt.   ∆Dist. ∆Lr. ∆Rt.   ∆Dist. ∆Lr. ∆Rt.  

CR101-25 35.16 65.52 40  17.62 6.67 6.25  21.29 55.17 36 
CR201-25 30.98 65.52 40  19.34 6.67 6.25  14.43 55.17 36 
R_C101-25 31.06 66.07 40  12.53 0 0.00  21.19 66.07 40 
RCR101-25 35.51 67.80 40  18.05 13.79 11.76  21.30 47.46 32 
CR101-50 35.50 73.21 42  13.95 6.59 6.45  25.05 62.50 38 
CR201-50 33.63 73.21 42  20.98 10.23 9.38  16.01 57.14 36 
R_C101-50 33.07 67.86 40  24.23 13.25 11.76  11.66 48.21 32 
RCR101-50 38.35 66.67 40  15.72 9.2 9.09  26.85 52.63 34 
CR101-100 35.47 71.93 42  16.41 8.89 7.94  22.80 57.89 37 
CR201-100 33.67 71.93 42  17.41 11.36 9.38  19.69 54.39 36 
R_C101-100 30.65 68.42 41  16.75 10.34 9.23  16.70 52.63 35 
RCR101-100 33.94 67.86 40  15.63 6.82 6.25  21.70 57.14 36 

Average 33.92 68.83 40.75  17.38 8.65 7.81  19.89 55.53 36 
 

 
 
 
 
 
 
 
 
 
 

 

5. Conclusion 
In this study, we developed a mathematical formulation to model the VRPSPDP problem. A two-
stage construction heuristic approach was used under the strategy of “clustering first and routing 
later.” In the first stage, the partitioning algorithms (B-Split and E-B-Split) based on MRISA and 
the coefficient of fine-tuning were employed to divide the customer domain into sub-domains. 
The minimum number of vehicles used was decided by the number of sub-domains. The split 
points and the corresponding values in each sub-domain were determined after the partitioning 
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algorithms. In the second stage, a modified C-W savings algorithm was adopted to check the load 
feasibility for every point of each route and to optimize the route distance in each sub-domain. 
Three cases studies with 12 instances per each from the reconstructed three Solomon datasets 
were employed to verify the feasibility and effectiveness of the proposed approaches (Unsplit, 
Both-Split and Enhanced-Both-Split). Our computation results proves that the vehicle routing 
problem with split deliveries and pickups is highly beneficial for transportation and logistics 
enterprises. The results of the comparison among these approaches reveal the following: 

• The proposed algorithms of E-B-Split and B-Split for the VRPSPDP considerably reduce the 
total travel distance and the number of vehicles used, and increase the average loading rate. 

• Particularly, the E-B-Split applied to the constructed Dataset 3 shows significant advantages 
over Unsplit. E-B-Split reduced the travel distance by 33.92 % on average, and increased the 
loading rate by 68.83 % on average. In addition, the number of vehicles used also decreased 
by 40.75 % on average. When compared with the results [9-11] of SDVRP, where the opti-
mal route length and the optimal number of vehicles may be as little as half of the corre-
sponding VRP, the results of the E-B-Split performed on Dataset 3 showed trends similar to 
those of SDVRP. 

• The E-B-Split applied to the constructed Dataset 3 has some advantages over the B-
Split. The travel distance was reduced by 17.38 % on average; the loading rate was 
increased by 8.65 % on average, and the number of vehicles used was decreased by 
approximately 10.50 % on average. These results prove that the E-B-Split can get 
more optimization results than the B-Split. 

• The B-Split applied to the Dataset 3 can provide greater benefits than when it is applied to 
the Dataset 2 because Dataset 3 has larger customer demand values (about 55 % on average) 
than Dataset 2 (about 40 % on average). 

• Routes are shaped similar to petals around the depot, and point splitting often occurs at the 
start or end of the sub-domains in the sweep.  

 

The approaches used in this study could achieve the better computational results with a little 
time. But more work would be done in future to improve the accuracy and the extrapolation of 
the partitioning algorithms. The intelligent algorithms would be used to focus on obtaining more 
optimized solution in a bearable time to fit more complexity of problems.  

In this study, time-depended problems (such as, customer service time windows, travel speeds, 
travel start time, etc.) were not considered. These are the very important factors of effecting the 
transportation fuel consumption and the carbon emission [36-38]. Therefore, multi-objective ve-
hicle routing problem will be our next research target as well. 
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SA-VRP Sweep Algorithm for VRP 
SA-SDVRP Sweep Algorithm for SDVRP 
SA-VRPSDP Sweep Algorithm for VRPSDP 
SA-VRPSPDP Sweep Algorithm for VRPSPDP 
MRI Multi Restart Iterative 
MRISA MRI +SA Multi Restart Iterative Sweep Algorithm 
MRISA-Unsplit Unsplit based on MRI +SA 
MRISA-B-Split B-Split based on MRI +SA 
MRISA-E-B-Split E-B-Split based on MRI +SA 
Unsplit Non split 
B-Split Split for Both Deliveries and Pickups  
E-B-Split Enhanced Both Split (Fine-Turning Split for Both Deliveries and Pickups ) 
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