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ABSTRACT Artificial intelligence systems today suffer from problems that are widely ac-
knovvledged vvithin the discipline: brittleness, iriflexibility, the frame problem and others. 
These problems are largely due to insufficient methodological foresight in system design. 
In particular, reduction of a systera into components and the explicit representation of 
knovvledge (frames, rules etc.) are misused. Research has begun at OZIR to investigate a 
different class of systems: integral and implicitly intelligent. TTiis paper explains the hypo-
theses involved and the direction of research. 

INTEGRALNI, IMPLICITNO INTELIGENTNI SUSTAVI Sustavi umjetne inteligencije 
kak-ve danas poznamo opterečuju problemi kao što su nefleksibilnost, problem okvira i 
drugi. Nedovoljna metodološka analiza u pristupu velikim dijelom je uzrok ovakvom stan
ju. Konkretno, rastavljanje sustava na dijelove i eksplicitno predstavljanje znanja pogrešno, 
se ili nepotrebno primjenjuju. U OZIR-u je započeto istraživanje nove klase sustava: in
tegralnih, implicitno inteligentnih. U ovom radu iznesene su hipoteze na kojima se 
istraživanje zasniva te osnovni koraci istraživanja. 

L 
Artificial intelligence systems as we know them today suffer from 
various widely recognized problems and limitations. Some of these 
problems are due to lack of methodological insight on the part of re-
searchers uncritically rooted in the rationalistic tradition. This paper 
is the announcement of a research project vvhich has begun at OZIR. 
The aim of this project is the introductionof anevvclass of machines 
vvhich should overcome some of the problems limiting current im-
plementations. These systems, of course, will suffer from problems 
of their ovvn. Hopefully, a shift in problem focus vvill mean a little 
progress for the field. 
\Vithin the paper, I vvill focus on some fundamental problems of ar
tificial intelligence that are: 

a) omnipresent throughout the discipline 
b) important enough to be stiffling scientific progress 

Solutions to these problems vvili be proposed in the paper and ex-
plored in implementations. 
The structure of the paper is as foUovvs. In the first part, the prob
lems are identified. An explanatiQn of their origin and importance 
is provided. In the central part of the paper, a new approach is ad-
vocated. Finally, research motivations and some inevitable social is-
sues are considered. 
Before vve continue, a brief summary of the problems and the pro
posed Solutions: 

a) Al today studies and designs separate parts of intelligent sys-
tems. As these parts are in fact inseparable, this decompo-
sition leads to inherent limitations. The solution is to study 
and design integrated systems. 

b) Knovvledge is represented explicitly. What needs to be rep-
resented is not knovvledge, but the vvorld of an intelligent 
subject, and this representation should be implicit. 

A brief remark. In this discussion, I consider intelligence to be ex-
hibited by animal life in general. I also consider human intelligence 

to be essentially of a higher order than that of other animals. I vvill 
usually refer to general intelligence as »intelligence«, and explicitly 
denote »human intelligence«, except where the context makes.the 
difference clear. 

n 
The Reductionist Eastern Sin 
Al is a young discipline. Not many people vvithin the field have en-
gaged in an analyisis of the methodological structure at hand, Wino-
grad & Flores being a notable exception {WF}. The vievvs expressed 
here are strongly influenced by theirs, as vvell as by those of Doug 
Hofstadter{DH}. 
The basic approach taken in Al research faithfully follovvs the rules 
of Western rationalistic tradition, above aH the principle oidivide et 
empera. »Let us model our devices after man, and since this is a very 
complicated model, let us look at some of the parts before assem-
bling the vvhole.« Some of the parts, hovvever, vvhen assembled, give 
only a sum of the parts, and this is not vvhat an intelligent system is 
about. 
We have today a variety and richness of subfields and techniques. 
Computer vision, speech recognition and others study perception. 
Robot manipulators and legged robots study the limbs and motion 
— the motoric system. Expert systems, cognitive science and many 
more study the cognitive domain. It has become obvious by novv that 
none of these domains have integration vvith other domains as their 
long-term goal. This is not surprising. 
An intelligent system must be conceived as an integrated system. 
What exactly does this mean? Well, it amounts to a statement.that 
reductionism and holism must be vvell balanced in the methodologi
cal structure of our discipline. Let me explain further. 
In the present situation, reductionism is misused. The model is re-
duced mstructure, vvhile retaining5ca/e. We need to reduce the scale, 
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while holistically retaining the structure. 
Look at the way children do things. There is always a lot to be learned 
from them. When a child models a man or a woman, it does not prac-
tice on an arm, or a head, or a leg for years, before moving on to the 
next pari. The child »constructs« the vvhole person, although in a 
simplified, rudimentary way. The same holds for toy automobiles, 
or castles in the sand. Children do it that way because it is the natu-
ral thing to do, 
Let us suppose we stili wanted to model part by part, function by func-
tion. Let'5 start with the motoricsystem. Howdowewalk? Wewalk 
withlegs. Ordowe? Canyou imagineonelegwalkingby itself? Or 
does it take two legs to walk? Two legs — and no body? Our vvhole 
body \valks. Our hands walk. Our shoulders, ears and noše walk. 
And especially our eyes — they do a lot of the walking. 
So it isn't at aH easy to seperate the bodily functions into picture-
book paris. The way to proceed is to study intelligent systems as in-
legrated, and design them as such. 

Time & Space 

Steps In Time 
The development of intelligence was, and stili is, a process — not a 
sudden event. This' is reflected in the structure of intelligence. 
Given that, we can accelerate this process, but we cannot skip it al-
together, if machines are to be more intelligent than they are today. 
Let us nov/ consider tirne on two scales of magnitude: the scale of the 
species/society and the scale of the individual. 
Regarding time and intelligence, I consider some facts to be com-
pletely obvious and beyond interesting discussion. There was a time 
when there was no animal life, and thus no intelligence. At some 
point later in time, animal life had appeared, and with it intelligence. 
At this point, there were no people, and no human intelligence. 
Today, there are people, and they embody human intelligence. 
On the scale of the individual, there was a time for each of us when 
we did not exist. At some later point, we exist, exhibiting intelligent 
behavior. 

These are constant points in time where the relationship between 
time and intelligence is obvious and simple. The periods of time of 
interest to Al researchers lie between these points. They are the 
transient periods: 

1) The period ofemerging intelligence. During this period, the 
process of formation of general intelligence took plače. 

2) The period of the formation of man, relating to the process 
of the formation of human intelligence. 

3) The prenataVpostnatal period in the life of a baby, during 
which each of us goes from splitting cells to saying »mama«. 
This period extends from roughly 2 months after conception 
to roughly 24 months after the birth of the child. 

// machines are to be intelligent, they must go through the processes 
bounded by these transient periods. 
The analogies are obvious. Intelligent machines correspond to ani
mal life. The best intelligent machines might correspond to people. 
Each individual machine must go through a process of intelligence 
formation. 
Let's look more closely at what this implies. We shall not begin by 
modelling man. Study and design shall begin from the simplest forms 
of intelligent life — maybe worms or insects'. If and when we suc-
ceed in building a true artificial simple animal, we might move on to 
higher forms. In this way, scientific research can naturally reflect 
evolutionary processes in nature. 
On the other hand, the machines we design mustgo through individ
ual processes of intelligence formation. This means that we must 
find out as much as we can about the structure of an intelligent sys-
tem at the beginning of the third transient period, i.e. what's hard-
wired into an animal at the moment it starts learning by itself. We 
must then reproduce this structure appropriaiely in the machine and 
let it develop, if you will, through self-organization (a favorite buzz-
word lately). 

A Spatio-Temporal Outlook on Life 
Time and space are forms of perception. There may be others, but 
we certainly don't knovv about them and cannot imagine them. In
telligence as we know it exists in a spatio-temporal framevvork. Try 
imagining a world vvithout time, or a worid without space {IK}. Thus, 
time and space are essential to intelligent systems in an even more 
important way than as a crucial factor in their development. 
An intelligent system, must therefore have the ability to perceive 
both time and space. This »mechanism« cannot, of course, be sim-
plistic, in the form of, say, predicate logic: before(X,Y), after(X,Y) 
etc. The system must be organized in such a way that temporal per
ception is a consequence of the organization, meaning that every ac-
tivity of the system and every entity within the system is in some way 
spatio-temporally situated. 

ra 
Integral , Implicitly Intelligent Systems 
Some of the reasons for the belief that intelligent systems must be 
integral to a degree, and their intelligence implicitly defined, have 
been laid down. I vvould now like to go into this in some more de-
tail. 

Structure of the Systein 
Integral system design does not mean unstructured design. Integral 
as it is, the system must have a fundamental structure. This structure 
is defined by three basic functions: 

These basic functions are realized by basic subsystems of an intelli
gent system. It is essential that they be tightly coupled. Analysis of 
the internal structure of each subsystem and the organisation of the 
complete system, defined by the relationship betvveen the subsys-
tems, as well as design based on this analysis, is to be a key aspect of 
the research being proposed in this paper. 
It is necessary for intelligent systems to have at least two sources of 
perception, in order for them to be able to provide feedback for each 
other . This coincides nicely with the structure given above, even if 
the basic perceptive function contains on]y one source of perception 
itself. Namely, for the motoric function to be intelligent, i.e. to be 
part of an intelligent system, it must be able to provide feedback In
formation to the two other functions. Given a system with only one 
»explicit« perceptive subsystem, feedback from the motoric system 
can be used as another source of perception. 

The Body 
If anybody needs to be convinced that locomotion is an essential 
characteristic of intelligent systeras, let us consider an intuitive argu
ment: Ali animals move. No plants move. As has already been said, 
it is animal life that we consider to be intelligent. If that is not con-
vincing, we can say that for present purposes the necessity of motoric 
abilities for intelligence is a conjecture, or hypothesis. 
Man, as we see, does not walk by legs alone. In fact, no animal does. 
Birds fly with their vvhole bodies, and fish and sea mammals svvim 
\vith theirs. The vvhole body of an animal, then, is it's locomotion 
system. The mechanical finesses of live bodies seem too complex to 
be modelled at the present moment. Hovvever, we need not copy na
ture in every detail. Locomotion can be achieved through the simple 
machinery available to us, as long as one condition is met. 
There is more intelligence in the movement of the humblest vvorm 
than in the nicest robots of today. This seems quite obvious to me, 
considering the complexity of motion of either system, The question 
is: hovv come? The reason is that the vvorm, in it's vvormlike rudimen-
tary way, leamedto move. This fact is represented in it's nervous sys-
tem by flexibility. A worra vvill have no trouble at aH climbing up any 
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number of different branches during it's life - it just doesn't appear 
to čare vvhether they are the same or not. 
An intelligent system, then, cannot be preprogrammed to move. It 
must be preprogrammed to leam to move, and then it must have a 
necessi[y to move, forcing it to learn what it has been programmed to 
learn — to move. OnIy in this waycantruly intelligent motionbede-
signed, making the motoric system an intelligent subsystem of the 
vvhole. 

The Senses 
If the intuitive argument for the necessity of motoric ability for an 
intelligent system doesn't seem quite convincing, I hope nobody will 
have to be convinced that perception is a necessary prerequisite for 
intelligence. Neveriheless, ideas of a »brain in a bottle«, meaning a 
completely isolated »intelligence« might sound intriguing to some. 
I should refer those interested to Kant {IK} and Dreyfus {HD}, 
where the impossibility of such a concept is explained. Dreyfus, of 
course, takes his argument too far, deducing that Al is impossibie in 
principle, svhich does not follow from his discussion. For present 
purposes, we shall assume that perception is essential for intel
ligence. 
Intelligence, on it's part, is essential to perception. Artifica! intel
ligence researchers have learned this the hard way, especially in vi-
sion research. It has long been realised that brute-force perception 
is impossibie and »knovvledge-based« systems are the only answer. 
Interestingly enough, none of the researchers have concluded what 
seems rather obvious. Ypu cannot simply »add« intelligence to a 
perception system. Intelligence is not pepper or paprika. Percep
tion systems can truly function only as subfunctions of an integrated 
intelligent system. 
To give a vivid example, let's focus on vision for a vvhile. How is it 
that we see so well? Many factors are vital to our ability, and I shall 
mention onJy a few. 
Prediction. When we open a book, we don't expect a computer to 
fall out of it. We expect to see letters, numbers, pictures. Two-
dimensional symbols on a piece of paper. These symbols exist as such 
for us, they are a part of our vvorld. Our perceptive system is, there-
fore, guided and aided by the cognitive system in the process of vi
sion. Automatically, the area of interest vvithin our vision field is 
determined by this expectance. We don't scan the whole scene stu-
pidly like the vision systems of today, since we knovv vvhat to look for 
and where to find it. 

Concentration. Do we see everything we see, and do we hear every-
thing we hear? How raany times have you been caught reading co-
mics in class, having completely forgotten about the teacher and what 
she had been saying? »Humberto, repeat what I just saidi« »Sorry, 
teacher, I didn't hear you.« The perceptive and cognitive system 
work together to focus onIy on the issue of importance to the vvhole 
system, ignoring others and eliminating or reducing urmecessary pro-
cessing. 

An analysis of the »tricks« intelligent systems use to be able to čope 
v/ith the truckloads of Information perceptive subsystems are con-
stantly receiving has not been conducted vvithin this research effort 
yet, but vvill obviously be necessary to guide us in design. Once again: 
there is no intelligence vvithout perception, and no perception vvith-
out intelligence. The two carmot be separated. Tightly coupled vvith 
the motoric system, they constitute an integrated intelligent system. 

Cognition 
I vvould have liked to call this section »The Mind« in accordance vvith 
previous headings. It would have been misleading, hovvever, streng-
thening further the old belief that we vvalk by legs alone, see by eyes 
alone, and use our brain onJy vvhen doing mathematics (excuse the 
exaggeration). 

Within the context of this discussion, I prefer using the term »cogni
tive subsystem« for the subsystem that does vvhat vve usually call »rea-
soning«. In analogy vvith considering animals intelligent in a general 
sense of the vvord, I consider them to be able to »reason«, or, if you 
vvill, reason, in a very, very general sense. I am convinced, hovvever, 
that the reasoning of a frog is far superior to the »reasoning« of any 
existing expert system, including MYCIN, XCON, Urologist etc. etc. 

Far superior, in fact, to any expert system that vvill ever be built and 
stili deserve the name. 
An expert system doesn't knovv vvhat ifs talking about. This is such 
a notorious fact and has been so nicely illustrated by Doug Lenat that 
I call it »the GENSVM.problem« after his example {DL}. The fact 
that Lenat is not capable of deriving the consequences of his ovvn in-
sight is sad, but not a central matter at the moment. 
Imagine having MYCIN talk to you and use, instead of those niče 
English vvords, unique variables generated by the LIS? »gensym« 
function. »The patient should be treated vvith neocarboanimalis« 
turns out to be »Ikhj Ukhj Ičkkhjč kj Ijkčlhjk uiooz mnnmbqwert-
zuiopš« , and you get a certainty factor of 0.8. You wouldn't be too 
happy. The machine, hovvever, couldn't čare less. Putting it more 
precisely, the symbols generated vvould have the same meaning as 
the English vvording - none vvhatsoever. 
This is the result of formulating knovvledge explicitly. Conceptual de-
pendency, frames, scripts, etc. etc. - nothing solves this problem. 
Just how unavvare Al researchers are of this problem can be seen 
vvhen proffesors claim that the essence of Al is developing better, 
more precise formalisms. Neural netvvorks appear tobe a very sound 
step in the right direction, but back to those later. Right novv, let's 
look at the basic functions of the cognitive subsystem: 

Learntng 

Memory Communication 

Control 

Learning 

A fascinating characteristic of natural learning systems is their non-
linearity. A child vvill need many months to speak her first vvord. The 
next one vvill soon follovv, and the speed vvill increase vvith the size 
of the vocabulary. This holds for other domains: motion (vvalking) 
for instance. The seeming difficulty, hovvever, of grasping elemen-
tary concepts is not a dravvback of the system, but a reflection of it's 
strength. The same structural complexity that makes it hard to enter 
a knovvledge domain endovvs the system vvith povver and flexibility 
later on. 

There is a well knovvn vvord in many parts of Vugoslavia for uncrea-
tive hard-vvorking pupils. They are called »shtreberi« and not very 
much respected by their bright, lazy colleagues in this country or else-
vvhere. ITie fundamental flavv in the knovvledge of these kids is a lack 
of real understanding of the subject matter. In extreme cases, they 
learn it by heart vvithout having any idea of vvhat they are saying. 
No matter hovv sophisticated machine learning schemes may be 
today, they are truly ideal »shtreberi«. They have absolutely no 
understanding of the subject matter and do not relate their »knovvl
edge« to reality. 

One of the key reasons for this situation is that Al systems have no 
real contact vvith the real vvorld, i.e. they are completely isolated from 
experience. In a metaphorical way, authors of expert systems talk of 
their »experience« in the domain and the way they learn from it, biit 
this is of course quite far from truly experiencing the vvorld of an in
telligent subject. 

The only road to knowledge is through learning from experience, and 
so these three key issues are inextricably intervvoven. This does not 
mean vve are lost in a vicious circle. We must carefully analyse the 
rudiments of knovvledge and the mechanism for learning that are 
present in existing intelligent systerns in the period in vvhich they 
grovv from bunches of splitting cells to animate organisms (albeit pre-
natal) capable of learning from their experience. It is only thiš much, 
or rather an analogy to it, that vve shall explicitly program into the 
system vve are designing. 



The fact that systems learn through contact and experience in the 
real world means that we cannot build two identical sy5tems, since 
they cannot share vvorlds. »The objective vvorid«, namely, does not 
exist as such. The world that matters to an intelligent system is it's 
own, unique vvorld, so through learning from this vvorld each system 
develops unique knovvledge. 
As the system develops and ages, it loses flexibihty. Is this only be-
cause the intelligent systems we know are biological? I should think 
the reason lies in the structure that provides it vvith learning capa-
bilities in the first plače. 

Memory 
The concept of artificial memory is as old as computers are. One 
could speak of earlier data storage systems, such as libraries, as 
memories, but this would be stretching the concept a bit. 
The ability of computers to store and retrieve data can be quite con-
fusing when discussing intelligent systems. Apparently, we don't 
have to worry about enabling the system to remember the way 'we 
have to worry about enabling it to learn. This, of course, is a miscon-
ception, much in a way electric motors and wheels do not automati-
cally guarantee intelligent motion. We have to purposely make 
systems remember the hard way, in an intelligent marmer. RAM and 
ROM can only give us the technological foundations. 
In biological intelligent systems, a bunch of neurons do not memory 
make. There are intricate and corriplex memory mechanisms at 
hand, and even neurophysiologists do not completely understand 
them. Since we are mere čngineers, it is not our job to analyse mem-
ory from a neuroscientist's point of vievv, but we must at least be in 
touch vvith what is knovvn. If we model this well enough, they might 
benefit from the insight gained in empirical experiments. 
Among other aspects, the structure of our memory provides us vvith 
the notion of time. The way short-term and long-term memory 
function and communicate, the way earlier events are »buried de-
eper« in memory, these and other mechanisms are essential to intel
ligent behaviour. We shall therefore provide our designs vvith at 
least rudimentary analogiesof vvhatvve know, inhopes of beingable 
to introduce more complex structuring vvith the passing of time and 
the grovvth of our ovvn experience. 

Control, Communication 
Some vievvs on control have already been explained in the section on 
motion. Let it suffice for the present to say that there is a certain dis-
tinction betvveen control and communication from the position of 
the intelligent subject that may not be acceptable to ali. Namely, 
communication can be seen as an act of controling one's communi
cation mechanisms, or subsystems. I consider communication to be 
important enough to be considered separately. 
Apparently, communication is as vvidespread in the vvorld of intelli
gent systems as motion. That is, aH intelligent systems communicate 
in some way, and no unintelligent ones do. 
We are only beginning to understand the structure of animal com
munication, and we are constantly pushing the limits of vvhat we see 
as the potential for animals to communicate in a way more familiar 
to us. 
VVhatever forms communication takes, hovvever, it is always intelli
gent in the sense that the communicating agent is. Bees do not talk. 
Al, hovvever, has been trying to make completely unintelligent sys-
tems communicate in spite of this. The GENSVM problem in com
municating vvith expertsystems has already beenexplained. Another 
niče example are speech generation systems, neural netvvork based 
or not. These systems do not communicate in any substantial sense 
ofthevvord - theysimplytransformtext from one form into another. 
This is not vvhat is needed. An intelligent system must communicate 
for a reason, and in a way that corresponds closely to it's structure 
and complexity. \Ve shall start by building simple systems vvith ru-
dimentary communication abilities in order to gain a deeper under-
standing of the processes involved and, more impQrtantly, because 
the gradual evolution of one system from another is crucial to the 
structure of higher order intelligent systems. 

rv 
Where Do We Begin? 
What, then, are the implications of vvhat has been said to design and 
research? The reason for research is an inquest into the nature of 
intelligence. A set bf design principles should foIlow from insights 
thus gained, enabling experimental validation of various hypotheses. 
The first stage of research involves building a vvorking model of an 
animal of rudimentary intelligence. This stage breaks up into four 
steps: 

1. Selection of an animal to model. We need to decide upon a 
specific animal. Our selection criteria are that the animal 
be as simple as possible, vvhile stili displaying rudimentary 
intelligence. The earthvvorm is a potential candidate at the 
moment. 

2. Analysis of the structural and functional organization of the 
animal in terms of the motoric, perceptive and cognitive sub-
systems described above. 

3. Mapping of this organization onto a system lending itself to 
practical realization based on the computer technology ava-
ilable to us. This, of course, is the crucial step, and amounts 
to building the core of the model. 

4. Specification of a system based on this mapping and physi-
cal implementation. The result should basically be a mov-
ing robot, vvhich need not necessarily be a physical anaiogy 
of the animal (e.g. in terms of a similar locomotion systera), 
but the functional and structural mapping should preserve 
the basic organization of the original. 

Various basic functions and subsystems of our design represent dif-
ferent design problems. One of the fundamental differences is that 
in some areas — sensing, learning — the problem is development of 
the function, vvhile in others — motion, memory — there is double 
trouble because of the need to refrain from the tantalizing possi-
bilities offered by technology. In a Baconian way, we must hang 
vveights on the vvings of technology, providing the system perhaps 
vvith vvheels and motors, but depriving it of the luxury of ready-made 
control softvvare. The system, like a child, must be forced to learn to 
do things by itself. Othervvise, it vvill be the perfect spoiled child — 
completely unable to čope to a degree that vvill make it unintelligent. 

This fairly short specification implies quite a fevv design problems, 
relating to issues already mentioned as unclear in the text. If we can 
solve these problems even in a rudimentary way, the step from an ar
tificial bug to an artificial frog might be much easier to take, much 
as the child has the most trouble grasping elementary concepts. 

Related Issues 

Knovvledge Representation 
The fundamental problem vvith knovvledge representation has al-
ready been mentioned in the text, but since this is such an important 
and favorite child of Al researchers, I vvould like to say a fevv more 
vvords about it. 
Widely accepted concepts usually have an implicit justification that 
is not necessarily true. The justification for parliamentary govern-
ment, for instance, is the technological inability of society to enable 
everybody to directly influencedecisions of general iraportance. 
This was O.K. until yesterday, but Information and telecommunica-
tions systems are rapidly challenging the justification. 
A similarly implicit, only completely false justification for knovvledge 
representation schemes is ihatv/cmust represent knovvledge in some 
way, since we shurely don't carry people, houses and elephants 
around in our heads. The only problem vvith this is that knowledge is 
not vvhat is represented in the cognitive system — it is the vvorld, our 
vvorld, the unique vvorld of the subject itself. Various knovvledge rep
resentation schemes are actually representations of their author's 
understanding of how people's niind's work. This understanding is 



not necessarily complete in each particuiar čase. 
Storing knowIedge explicitly, in the form of frames, rules, logic etc. 
amounts to creating an illusion thatthe system understands. Joseph 
VVeizenbaum realised the implications fuliy a long tirne ago, and 
Margaret Boden has extensively commented on the matter {JW, 
MB}. The systems and schemes, hovvever, proved quite useful and 
have remained vvith us to this day. 
I don't ciaim to have any deep insight intathe worldngs of the mind 
or of the brain. However, I am painfully aware of this, as well as of 
the fact that I cannot devote the rest of my life to any of the numer-
ous scientific disciplines covering the domain. My coUeagues and I 
must learn enough to be able to communicate creatively with psy-
chologists, neurophysiologists and many others. A collective, inter-
disciplinary effort is required to solve these difficult problems, and 
no ad hoc, simph'stic solutions will do. 
Knowledse miisi be implicii, and intelligence is an epiphenomenon of 
the orgcmi:aiion ofthe system. 

The Frame Problem 
The frame problem is notorious in Al. One of the most frustrating 
aspects of this problem is the apparent ease with vvich people handle 
it. Novv, vvhere did \h\senfent terrible originale in the first plače? 
The roots of the frame problem lie in Eden, in the days before Al 
commited it's eastern sin. When knowledge is represented explicit-
ly through clever ad hoc schemes, the problem can be solved only by 
devising stili cleverer and clevererer aiid... counterschemes to tackle 
it. 
AVhen the organization of the system embodies knowledge, every-
thing that is knovvn is distributed within the system as far as is natu-
ral to the context. The-consequences of any action are then limited 
by the distribution of the entities involved in the system and natu-
rally affect only the appropriate environment. 
The frame problem is a non-problem if the system is intelligent in 
an integrated, implicit way. 

Neural Nctworks 
The architectural concept of neural neuvorks has begun to answer 
one ofthe fundamental problems mentioned in this text — the prob
lem of implicit representation of knowledge. Inimediately, results 
have shown them to be superior to standard techniques in raany ap-
plication areasi 
This concept, however, does not address the other fundamental issue 
- integration. The idea of an integrated system built around a neu
ral network seems promising. Interestingly enough, even the staun-
chest critics of Al {HD} seem to be sympathetic, or reserved in the 
worst čase, when discussing NN's. 

Motivation & Social Aspects 
In my experience, it has not usually been the čase that scientists ana-
lyse their personal and social motivations for doing vvhat they are 
doing. Again, there is an implicit justification for research, rooted in 
the Western Judeo-Christian tradition, stating basically that scien
tific advances automatically benefit ali humanity. This has, of course, 
been questioned strongly in this century, and many people believe 
today that the major contribution of the space program to society has 
been the teflon pan. I would almost agree vvith this vievv, even if it is 
a bit extreme. 
I believe that a strong personal motivation is present in doing Al re
search. There is a starnge feeling of playing God about this disci
pline: createsomething in yourown image, somethingwhichbehaves 
remarkably like yourself. This motivation has been furthered by ad 
hoc concepts such as the Turing test, which even define artificial in
telligence as the ability of a machine to imitate a human being. 
Al is among the few sciences which have the potential of rapidly 
breeding enormously powerfuI technology, thus potentially thre-
atening many people, either through weapons or social unrest result-
ing from industry transformation. This does not mean it shouldn't 
be investigated. We who are doing it, hovvever, must be intensely 
aware ofthe implications and possible consequences of our work. It 
is pur social responsibility to guide and control the results of our re
search whenever we can, and avoid involvement with projects vvhere 

they might be misused. 
I agree Iargely vvith VVeizenbaum {JW} that application domains of 
Al systems should be carefuUy selected. Where exactly to draw the 
line can be a matter of discussion, but it won't do to just blindly 
stumble into any domain that one considers interesting vvithout giv-
ing some thought to the consequences of developments vvithin that 
domain. 

An Al School 
Al research as it has been described here requires a different sort of 
education than any of us get today, in Yugoslavia, in the States or 
elsevvhere. Specialization, so dominam a trend in the decades past, 
vvill not suffice any more. 
An institution is needed that vvill provide Al students vvith a vvide 
knovvledge of domains central to the discipline: mathematics, phil-
osophy, computer science, biology, neurophysiology, linguistics, psy-
chology and others. Students vvould, of course, specialize in one 
aspect and research subject, but the depth of insight into one particu
iar domain must be partially sacrificed to make way for a breaith of 
knovvledge that is a necessary prerequisite for studying and designing 
integral, implicitly intelligent systems. 

Prologue 
There can be no strictly formal theory of artificial intelligence. 
Human intelligence is creative, thereby having the potential of al-
ways going one step beyond any formal definition. This means that 
we cannot define intelligence in general, because we cannot define. 
it's most interesting form: creative intelligence. Since we cannot 
define one of the central concepts, we cannot ever hope to construct 
a fuli, complete system deserving to be called a »theory of artificial 
intelligence«. 

Given this, we at OZIR have stopped worrying about definitive sol
utions and are trying to do the best we can vvith vvhat vve have. This 
is aH vve are attempting by embarking on the study and design of in
tegral, implicitly intelligent systems. 
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Notes 
1. I owe this idea to Ivan Maršič. 
2. Vukašin P. Masnikosa, Ivan Maršič. I vvould certainly like 

to see stronger biological support for this vievv, vvhich I 
nevertheless consider intuitive enough to be convincing. 
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