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Salami-Slicing Research

Unfortunately, in many places researchers are evaluated by the quantity rather than the
quality of the research they produce. Sometimes people up for promotion desperately look
for ways to increase the number of the publications in a given period. One such way is a
simple practice: instead of publishing a substantial piece of work, of say 20 to 30 pages,
authors slice the work into smaller pieces (like salami) and then submit a series of much
less substantial papers of 5 to 10 pages each. When assessment systems take only the
number of published or accepted papers into account, this allows (and encourages) authors
to double or triple their output without producing anything new.

Needless to say, for Ars Mathematica Contemporanea we consider salami-slicing re-
search unethical, and we strongly discourage authors to submit only small pieces of their
research. We much prefer to publish pieces of work that are substantial and self-contained,
whenever possible.

In the same vein, we would like to draw to the attention of readers a statement made in
October 2017 by three national academies in Europe about good practice in the evaluation
of researchers and research programmes. The Académie des Sciences (in France), the
Nationale Akademie der Wissenschaften (‘Leopoldina’, in Germany) and the Royal Society
of London (in the United Kingdom) have published some principles of good practice, and
some warnings about flawed indicators such as the h-index and the use of such indicators
as targets for performance. The statement finishes with the following summary, which we
feel is important enough to quote:

“Evaluation requires peer review by acknowledged experts working to the highest ethi-
cal standards and focusing on intellectual merits and scientific achievements. Bibliometric
data cannot be used as a proxy for expert assessment. Well-founded judgment is essential.
Over-emphasis on such metrics may seriously damage scientific creativity and originality.
Expert peer review should be treated as a valuable resource.”

Dragan Marušič, Tomaž Pisanski
Editors In Chief
and Marston Conder
Editorial Advisor
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Abstract

We give a sharply-vertex-transitive solution of each of the nine Hamilton-Waterloo prob-
lems left open by Danziger, Quattrocchi and Stevens.

Keywords: Hamilton-Waterloo problem, group action, octahedral binary group, dicyclic group, spe-
cial linear group.

Math. Subj. Class.: 05C70, 05E18, 05B10

1 Introduction
A cycle decomposition of a simple graph Γ = (V,E) is a set D of cycles whose edges
partition E. A partition F of D into classes (2-factors) each of which covers all V exactly
once is said to be a 2-factorization of Γ. The type of a 2-factor F is the partition π =
[`n1

1 , . . . , `nt
t ] (written in exponential notation) of the integer |V | into the lengths of the

cycles of F .
A 2-factorization F ofKv (the complete graph of order v) orKv−I (the cocktail party

graph of order v) whose 2-factors are all of the same type π is a solution of the so-called
Oberwolfach Problem OP(v;π). If instead the 2-factors of F are of two different types π
and ψ, thenF is a solution of the so-called Hamilton-Waterloo Problem HWP(v;π, ψ; r, s)
where r and s denote the number of 2-factors of F of type π and ψ, respectively.

A complete solution of the OPs whose 2-factors are uniform, namely of the form
OP(`n; [`n]), has been given in [1] and [12]. Other important classes of OPs has been
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solved in [4, 15]. For the time being, to look for a solution to all possible OPs and, above
all, HWPs is too ambitious. Anyway it is reasonable to believe that we are not so far
from a complete solution of the HWPs whose 2-factors are uniform, namely of the form
HWP(v; [hv/h], [wv/w]; r, s). We can say this especially because of the big progress re-
cently done in [10].

Danziger, Quattrocchi and Stevens [11] treated the HWPs whose 2-factors are either
triangle-factors or quadrangle-factors, they namely studied HWP(12n; [34n], [43n]; r, s). In
the following such an HWP will be denoted, more simply, by HWP(12n; 3, 4; r, s). They
solved this problem for all possible triples (n, r, s) except the following ones:

(i) (4, r, 23− r) with r ∈ {5, 7, 9, 13, 15, 17};
(ii) (2, r, 11− r) with r ∈ {5, 7, 9}.

Six of the nine above problems have been recently solved in [14] where it was pointed
out that all nine problems were also solved in a work still in preparation [2] by the authors
of the present paper. Meanwhile, a solution for each of the remaining three problems not
considered in [14] have been given in [16]. Notwithstanding, in the present paper we want
to present our solutions to the nine HWPs left open by Danziger, Quattrocchi and Stevens
in detail. These solutions, differently from those of [14, 16], are full of symmetries since
they are G-regular for a suitable group G. We recall that a cycle decomposition (or 2-
factorization) of a graph Γ is said to be G-regular when it admits G as an automorphism
group acting sharply transitively on all vertices. Here is explicitly our main result:

Theorem 1.1. There exists a O-regular 2-factorization of K48 − I having r triangle-
factors and 23 − r quadrangle-factors where O is the binary octahedral group and r ∈
{5, 7, 9, 13, 15, 17}.

There exists a Q24-regular 2-factorization of K24 − I having r triangle-factors and
11− r quadrangle-factors where Q24 is the dicyclic group of order 24 and r ∈ {7, 9}.

There exists a SL2(3)-regular 2-factorization of K24 − I having six triangle-factors
and five quadrangle-factors where SL2(3) is the 2-dimensional special linear group over
Z3.

2 Some preliminaries
The use of the classic method of differences allowed to get cyclic (namely Zv-regular)
solutions of some HWPs in [8, 9, 13]. Now we summarize, in the shortest possible way,
the method of partial differences. This method, explained in [7] and successfully applied
in many papers (see, especially, [6]), has been also useful for the investigation of G-regular
2-factorizations of a complete graph of odd order [9]. The G-regular 2-factorizations of a
cocktail party graph can be treated similarly.

Throughout this paper any group G will be assumed to be written multiplicatively and
its identity element will be denoted by 1. Let Ω be a symmetric subset of a group G;
this means that 1 /∈ Ω and that ω ∈ Ω if and only if ω−1 ∈ Ω. The Cayley graph on
G with connection-set Ω, denoted by Cay[G : Ω], is the simple graph whose vertices
are the elements of G and whose edges are all 2-subsets of G of the form {g, ωg} with
(g, ω) ∈ G× Ω.

Remark 2.1. If λ is an involution of a group G, then Cay[G : G \ {1, λ}] is isomorphic
to K|G| − I . So, in the following, such a Cayley graph will be always identified with the
cocktail party graph of order |G|.
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Let Cycle(G) be the set of all cycles with vertices in G and consider the natural right
action of G on Cycle(G) defined by (c1, c2, . . . , cn)g = (c1g, c2g, . . . , cng) for every
C = (c1, c2, . . . , cn) ∈ Cycle(G) and every g ∈ G. The stabilizer and the orbit of any
C ∈ Cycle(G) under this action will be denoted by Stab(C) and Orb(C), respectively.
The list of differences of C ∈ Cycle(G) is the multiset ∆C of all possible quotients xy−1

with (x, y) an ordered pair of adjacent vertices of C. One can see that the multiplicity
m∆C(g) of any element g ∈ G in ∆C is a multiple of the order of Stab(C). Thus it makes
sense to speak of the list of partial differences of C as the multiset ∂C on G in which the
multiplicity of any g ∈ G is defined by

m∂C(g) :=
m∆C(g)

|Stab(C)|
.

We underline the fact that ∂C is, in general, a multiset. Note that if ∂C is a set, namely
without repeated elements, then it is symmetric so that it makes sense to speak of the Cayley
graph Cay[G : ∂C]. The following elementary but crucial result holds.

Lemma 2.2. If C ∈ Cycle(G) and ∂C does not have repeated elements, then Orb(C) is
a G-regular cycle-decomposition of Cay[G : ∂C].

By Remark 2.1, as an immediate consequence of the above lemma we can state the
following result.

Theorem 2.3. Let λ be an involution of a groupG. If {C1, . . . , Ct} is a subset ofCycle(G)
such that

⋃t
i=1 ∂Ci = G \ {1, λ}, then

⋃t
i=1Orb(Ci) is a G-regular cycle-decomposition

of K|G| − I .

We need, as last ingredient, the following easy remarks.

Remark 2.4. If C ∈ Cycle(G) and V (C) is a subgroup of G, then Orb(C) is a 2-factor
of the complete graph on G whose stabilizer is the whole G.

If C1, . . . , Ct are cycles of Cycle(G) and
⋃t

i=1 V (Ci) is a complete system of repre-
sentatives for the left cosets of a subgroup S of G, then

⋃t
i=1OrbS(Ci) is a 2-factor of the

complete graph on G whose stabilizer is S.

3 Octahedral solutions of six Hamilton-Waterloo problems
Throughout this section G will denote the so-called binary octahedral group which is usu-
ally denoted by O. This group, up to isomorphism, can be viewed as a group of units of the
skew-field H of quaternions introduced by Hamilton, that is an extension of the complex
field C. We recall the basic facts regarding H. Its elements are all real linear combinations
of 1, i, j and k. The sum and the product of two quaternions are defined in the natural way
under the rules that

i2 = j2 = k2 = ijk = −1.

If q = a+ bi+ cj + dk 6= 0, then the inverse of q is given by

q−1 =
a− bi− cj − dk
a2 + b2 + c2 + d2

.
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The 48 elements of the multiplicative group G are the following:

±1,±i,±j,±k;
1
2 (±1± i± j ± k);
1√
2
(±x± y), {x, y} ∈

({1,i,j,k}
2

)
.

The use of the octahedral groupGwas crucial in [3] to get a Steiner triple system of any
order v = 96n+ 49 with an automorphism group acting sharply transitively an all but one
point. HereGwill be used to get aG-regular solution of each of the six Hamilton-Waterloo
problems of order 48 left open in [11]. We will need to consider the following subgroups
of G of order 16 and 12, respectively:

• K = 〈k, 1√
2
(j − k)〉;

• L = 〈 1√
2
(j − k), 1

2 (−1− i+ j + k)〉.

3.1 An octahedral solution of HWP(48; 3, 4; 5, 18)

Consider the nine cycles of Cycle(G) defined as follows.

C1 =
(
1, − 1√

2
(1− k), 1

2 (1− i− j − k)
)

C2 =
(
1, 1

2 (−1− i+ j + k), 1
2 (−1 + i− j − k)

)
C3 =

(
1, 1

2 (−1 + i+ j − k), 1
2 (−1− i− j + k)

)
C4 =

(
1, k, −1, −k

)
C5 =

(
1, j, −1, −j

)
C6 =

(
1, 1√

2
(−i+ k), − 1

2 (1 + i+ j + k), − 1√
2
(j + k)

)
C7 =

(
1, 1√

2
(i− j), 1√

2
(1 + i), 1

2 (1− i− j + k)
)

C8 =
(
1, 1

2 (1− i+ j − k), k, − 1√
2
(1 + j)

)
C9 =

(
1, 1√

2
(1− i), − 1√

2
(1 + i), 1

2 (−1− i+ j − k)
)

We note that Stab(Ci) = V (Ci) for 2 ≤ i ≤ 5 while all other Ci’s have trivial
stabilizer. Thus, by Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition
of Cay[G : Ωi] where `i is the length of Ci and where the Ωi’s are the symmetric subsets
of G listed below.

Ω1 = {− 1√
2
(1− k), 1

2 (1− i− j − k),− 1√
2
(1 + i)}±1

Ω2 = { 1
2 (−1− i+ j + k)}±1

Ω3 = { 1
2 (−1 + i+ j − k)}±1

Ω4 = {k}±1

Ω5 = {j}±1

Ω6 = { 1√
2
(−i+ k), 1√

2
(j − k), 1√

2
(1− k),− 1√

2
(j + k)}±1
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Ω7 = { 1√
2
(i− j), 1

2 (1 + i− j − k), 1√
2
(i+ j), 1

2 (1− i− j + k)}±1

Ω8 = { 1
2 (1− i+ j − k),− 1

2 (1 + i+ j + k),− 1√
2
(i+ k),− 1√

2
(1 + j)}±1

Ω9 = { 1√
2
(1− i), i, 1√

2
(1 + j), 1

2 (−1− i+ j − k)}±1

One can see that the Ωi’s partition G \ {1,−1}. Thus, by Theorem 2.3 we can say
that C :=

⋃9
i=1OrbG(Ci) is a G-regular cycle-decomposition of K48 − I . Now set Fi =

OrbSi
(Ci) where

Si =


K for i = 1;
G for 2 ≤ i ≤ 5;
L for 6 ≤ i ≤ 9.

By Remark 2.4, each Fi is a 2-factor of K48 − I with Stab(Fi) = Si, hence Orb(Fi) has
length 3 or 1 or 4 according to whether i = 1, or 2 ≤ i ≤ 5, or 6 ≤ i ≤ 9, respectively. The
cycles of Fi are triangles or quadrangles according to whether or not i ≤ 3. Thus, recalling
that C is a cycle-decomposition of K48 − I , we conclude that F :=

⋃9
i=1Orb(Fi) is a

G-regular 2-factorization of K48 − I with 5 triangle-factors and 18 quadrangle-factors,
namely a G-regular solution of HWP(48; 3, 4; 5, 18).

3.2 An octahedral solution of HWP(48; 3, 4; 7, 16)

Consider the seven cycles of Cycle(G) defined as follows.

C1 =
(
1, − 1√

2
(i+ j), 1

2 (1− i+ j + k)
)

C2 =
(
1, 1

2 (−1− i+ j + k), 1
2 (1− i− j − k)

)
C3 =

(
1, 1

2 (−1 + i+ j − k), 1
2 (−1− i− j + k)

)
C4 =

(
1, 1√

2
(−i+ k), 1

2 (1 + i+ j − k), − 1√
2
(j + k)

)
C5 =

(
1, 1√

2
(i− j), 1√

2
(1− k), 1√

2
(1 + i)

)
C6 =

(
1, 1√

2
(1 + k), − 1

2 (1 + i+ j + k), 1√
2
(1 + j)

)
C7 =

(
1, − 1

2 (1 + i+ j + k), 1
2 (1− i+ j − k), 1

2 (1− i− j + k)
)

We note that Stab(C3) = V (C3) while all other Ci’s have trivial stabilizer. Thus, by
Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition of Cay[G : Ωi] where
`i is the length of Ci and where the Ωi’s are the symmetric subsets of G listed below.

Ω1 = {− 1√
2
(i+ j), 1

2 (1− i+ j + k), 1√
2
(−j + k)}±1

Ω2 = { 1
2 (−1− i+ j + k), 1

2 (1− i− j − k), 1
2 (−1− i+ j − k)}±1

Ω3 = { 1
2 (−1 + i+ j − k)}±1

Ω4 = { 1√
2
(−i+ k),− 1√

2
(1− k), 1√

2
(i+ k),− 1√

2
(j + k)}±1

Ω5 = { 1√
2
(i− j),−j, 1

2 (1− i+ j − k), 1√
2
(1 + i)}±1

Ω6 = { 1√
2
(1 + k), 1√

2
(−1 + j),− 1√

2
(1 + i), 1√

2
(1 + j)}±1

Ω7 = {− 1
2 (1 + i+ j + k),−i,−k, 1

2 (1− i− j + k)}±1
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One can see that the Ωi’s partition G \ {1,−1}. Thus, by Theorem 2.3 we can say
that C :=

⋃7
i=1OrbG(Ci) is a G-regular cycle-decomposition of K48 − I . Now set Fi =

OrbSi
(Ci) where

Si =


K for i = 1, 2;
G for i = 3;
L for 4 ≤ i ≤ 7.

By Remark 2.4, each Fi is a 2-factor of K48 − I with StabG(Fi) = Si, hence OrbG(Fi)
has length 3 or 1 or 4 according to whether i = 1, 2 or i = 3 or 4 ≤ i ≤ 7, respectively.

The cycles of Fi are triangles or quadrangles according to whether or not i ≤ 3.
Thus, recalling that C is a cycle-decomposition of K48 − I , we conclude that F :=⋃7

i=1OrbG(Fi) is a G-regular 2-factorization of K48 − I with 7 triangle-factors and 16
quadrangle-factors, namely a G-regular solution of HWP(48; 3, 4; 7, 16).

3.3 An octahedral solution of HWP(48; 3, 4; 9, 14)

Consider the eight cycles of Cycle(G) defined as follows.

C1 =
(
1, 1√

2
(i+ j), 1

2 (1− i− j − k)
)

C2 =
(
1, − 1√

2
(1− k), 1√

2
(1 + j)

)
C3 =

(
1, 1

2 (−1− i+ j + k), 1
2 (1 + i− j + k)

)
C4 =

(
1, 1√

2
(−i+ k), 1√

2
(1− i), 1

2 (−1− i+ j − k)
)

C5 =
(
1, 1√

2
(i− j), 1

2 (−1 + i+ j + k), − 1√
2
(j + k)

)
C6 =

(
1, 1√

2
(1 + i), 1√

2
(1− i), 1

2 (1− i− j + k)
)

C7 =
(
1, k, −1, −k

)
C8 =

(
1, j, −1, −j

)
We note that Stab(Ci) = V (Ci) for i = 7, 8 while all other Ci’s have trivial stabilizer.

By Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition of Cay[G : Ωi]
where `i is the length of Ci and where the Ωi’s are the symmetric subsets ofG listed below.

Ω1 = { 1√
2
(i+ j), 1

2 (1− i− j − k), 1√
2
(−1 + i)}±1

Ω2 = {− 1√
2
(1− k), 1√

2
(1 + j), 1

2 (−1 + i+ j + k)}±1

Ω3 = { 1
2 (−1− i+ j + k), 1

2 (1 + i− j + k), 1
2 (−1− i− j + k)}±1

Ω4 = { 1√
2
(−i+ k), 1

2 (1− i+ j + k), 1√
2
(i+ k), 1

2 (−1− i+ j − k)}±1

Ω5 = { 1√
2
(i− j), 1√

2
(j − k),− 1√

2
(1 + j),− 1√

2
(j + k)}±1

Ω6 = { 1√
2
(1 + i), i, 1√

2
(1− k), 1

2 (1− i− j + k)}±1

Ω7 = {k}±1

Ω8 = {j}±1

Now note that the Ωi’s partitionG\{1,−1}. Thus, by Theorem 2.3 we can say that C :=⋃8
i=1Orb(Ci) is a G-regular cycle-decomposition of K48 − I . Now set Fi = OrbSi

(Ci)
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where

Si =


K for 1 ≤ i ≤ 3;
L for 4 ≤ i ≤ 6;
G for i = 7, 8.

By Remark 2.4, each Fi is a 2-factor of K48 − I with StabG(Fi) = Si, hence OrbG(Fi)
has length 3 or 4 or 1 according to whether 1 ≤ i ≤ 3 or 4 ≤ i ≤ 6 or i = 7, 8,
respectively. The cycles of Fi are triangles or quadrangles according to whether or not
i ≤ 3. Thus, recalling that C is a cycle-decomposition of K48 − I , we conclude that
F :=

⋃8
i=1OrbG(Fi) is a G-regular 2-factorization of K48− I with 9 triangle-factors and

14 quadrangle-factors, namely a G-regular solution of HWP(48; 3, 4; 9, 14).

3.4 An octahedral solution of HWP(48; 3, 4; 13, 10)

Consider the nine cycles of Cycle(G) defined as follows.

C1 =
(
1, − 1√

2
(i+ j), − 1√

2
(1 + j)

)
C2 =

(
1, 1

2 (1− i+ j − k), − 1√
2
(i+ k)

)
C3 =

(
1, 1√

2
(−i+ j), 1

2 (1− i− j − k)
)

C4 =
(
1, 1

2 (−1 + i− j + k), 1√
2
(i− k)

)
C5 =

(
1, 1

2 (−1− i+ j + k), 1
2 (−1 + i− j − k)

)
C6 =

(
1, k, −1, −k

)
C7 =

(
1, j, −1, −j

)
C8 =

(
1, − 1

2 (1 + i+ j + k), 1
2 (−1 + i− j + k), 1√

2
(1 + j)

)
C9 =

(
1, − 1√

2
(1 + k), −k, 1

2 (−1 + i+ j − k)
)

We note that Stab(Ci) = V (Ci) for 5 ≤ i ≤ 7 while all other Ci’s have trivial G-
stabilizer. Thus, by Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition
of Cay[G : Ωi] where `i is the length of Ci and where the Ωi’s are the symmetric subsets
of G listed below.

Ω1 = {− 1√
2
(i+ j),− 1√

2
(1 + j), 1

2 (1 + i+ j − k)}±1

Ω2 = { 1
2 (1− i+ j − k),− 1√

2
(i+ k), 1√

2
(1 + i)}±1

Ω3 = { 1√
2
(−i+ j), 1

2 (1− i− j − k), 1√
2
(j − k)}±1

Ω4 = { 1
2 (−1 + i− j + k), 1√

2
(i− k),− 1√

2
(j + k)}±1

Ω5 = { 1
2 (−1− i+ j + k)}±1

Ω6 = {k}±1

Ω7 = {j}±1

Ω8 = {− 1
2 (1 + i+ j + k), i, 1√

2
(−1 + i), 1√

2
(1 + j)}±1

Ω9 = {− 1√
2
(1 + k), 1√

2
(1− k), 1

2 (1− i+ j + k), 1
2 (−1 + i+ j − k)}±1
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Now note that the Ωi’s partitionG\{1,−1}. Thus, by Theorem 2.3 we can say that C :=⋃9
i=1Orb(Ci) is a G-regular cycle-decomposition of K48 − I . Now set Fi = OrbSi

(Ci)
where

Si =


K for 1 ≤ i ≤ 4;
G for 5 ≤ i ≤ 7;
L for i = 8, 9.

By Remark 2.4, each Fi is a 2-factor of K48 − I with StabG(Fi) = Si, hence OrbG(Fi)
has length 3 or 1 or 4 according to whether 1 ≤ i ≤ 4 or 5 ≤ i ≤ 7 or i = 8, 9, respectively.

The cycles of Fi are triangles or quadrangles according to whether or not i ≤ 5.
Thus, recalling that C is a cycle-decomposition of K48 − I , we conclude that F :=⋃9

i=1OrbG(Fi) is a G-regular 2-factorization of K48 − I with 13 triangle-factors and
10 quadrangle-factors, namely a G-regular solution of HWP(48; 3, 4; 13, 10).

3.5 An octahedral solution of HWP(48; 3, 4; 15, 8)

Consider the seven cycles of Cycle(G) defined as follows.

C1 =
(
1, 1

2 (−1− i+ j + k), 1√
2
(i+ k)

)
C2 =

(
1, − 1√

2
(i+ j), − 1√

2
(1 + j)

)
C3 =

(
1, 1

2 (−1 + i+ j − k), 1
2 (1− i+ j + k)

)
C4 =

(
1, 1

2 (1 + i+ j + k), 1√
2
(1 + j)

)
C5 =

(
1, 1

2 (1− i+ j − k), 1√
2
(i− k)

)
C6 =

(
1, −j, k, − 1√

2
(1− k)

)
C7 =

(
1, 1√

2
(i− j), 1

2 (−1− i+ j − k), 1
2 (−1 + i+ j + k)

)
Here, every Ci has trivial stabilizer. Thus, by Lemma 2.2, one can check that Orb(Ci)

is a `i-cycle decomposition of Cay[G : Ωi] where `i is the length of Ci and where the Ωi’s
are the symmetric subsets of G listed below.

Ω1 = { 1
2 (−1− i+ j + k), 1√

2
(i+ k), 1√

2
(−j + k)}±1

Ω2 = {− 1√
2
(i+ j),− 1√

2
(1 + j), 1

2 (1 + i+ j − k)}±1

Ω3 = { 1
2 (−1 + i+ j − k), 1

2 (1− i+ j + k), 1
2 (−1− i+ j − k)}±1

Ω4 = { 1
2 (1 + i+ j + k), 1√

2
(1 + j), 1√

2
(1 + i)}±1

Ω5 = { 1
2 (1− i+ j − k), 1√

2
(i− k), 1√

2
(j + k)}±1

Ω6 = {−j,+i, 1√
2
(1− k),− 1√

2
(1− k)}±1

Ω7 = { 1√
2
(i− j),− 1√

2
(1 + i),+k, 1

2 (−1 + i+ j + k)}±1

Now note that the Ωi’s partition G \ {1,−1}. Thus, by Theorem 2.3 we can say that
C :=

⋃7
i=1Orb(Ci) is a G-regular cycle-decomposition of K48 − I . Set Fi = OrbSi(Ci)

where

Si =

{
K for 1 ≤ i ≤ 5;
L for i = 6, 7.
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By Remark 2.4, each Fi is a 2-factor of K48 − I with StabG(Fi) = Si, hence OrbG(Fi)
has length 3 or 4 according to whether 1 ≤ i ≤ 5 or i = 6, 7, respectively. The cycles of
Fi are triangles or quadrangles according to whether or not i ≤ 5. Thus, recalling that C is
a cycle-decomposition of K48 − I , we conclude that F :=

⋃7
i=1OrbG(Fi) is a G-regular

2-factorization of K48 − I with 15 triangle-factors and 8 quadrangle-factors, namely a
G-regular solution of HWP(48; 3, 4; 15, 8).

3.6 An octahedral solution of HWP(48; 3, 4; 17, 6)

Consider the ten cycles of Cycle(G) defined as follows.

C1 =
(
1, − 1√

2
(1− k), − 1√

2
(i+ k)

)
C2 =

(
1, − 1√

2
(i+ j), 1

2 (−1 + i+ j + k)
)

C3 =
(
1, 1

2 (1 + i− j − k), − 1√
2
(1 + j)

)
C4 =

(
1, 1√

2
(−i+ j), 1√

2
(−i+ k)

)
C5 =

(
1, 1

2 (1− i+ j − k), 1√
2
(1− j)

)
C6 =

(
1, 1

2 (−1− i+ j + k), 1
2 (−1 + i− j − k)

)
C7 =

(
1, 1

2 (−1 + i+ j − k), 1
2 (−1− i− j + k)

)
C8 =

(
1, k, −1, −k

)
C9 =

(
1, j, −1, −j

)
C10 =

(
1, 1√

2
(1 + i), 1√

2
(1− i), 1

2 (1− i− j + k)
)

We note that Stab(Ci) = V (Ci) for 6 ≤ i ≤ 9 while all other Ci’s have trivial
stabilizer. Thus, by Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition
of Cay[G : Ωi] where `i is the length of Ci and where the Ωi’s are the symmetric subsets
of G listed below.

Ω1 = {− 1√
2
(1− k),− 1√

2
(i+ k), 1

2 (−1− i+ j − k)}±1

Ω2 = {− 1√
2
(i+ j), 1

2 (−1 + i+ j + k), 1√
2
(−1 + i)}±1

Ω3 = { 1
2 (1 + i− j − k),− 1√

2
(1 + j), 1√

2
(j + k)}±1

Ω4 = { 1√
2
(−i+ j), 1√

2
(−i+ k), 1

2 (1− i− j − k)}±1

Ω5 = { 1
2 (1− i+ j − k), 1√

2
(1− j), 1√

2
(j − k)}±1

Ω6 = { 1
2 (−1− i+ j + k)}±1

Ω7 = { 1
2 (−1 + i+ j − k)}±1

Ω8 = {k}±1

Ω9 = {j}±1

Ω10 = { 1√
2
(1 + i), i, 1√

2
(1− k), 1

2 (1− i− j + k)}±1

Now note that the Ωi’s partition G \ {1,−1}. Thus, by Lemma 2.2 we can say that
C :=

⋃10
i=1Orb(Ci) is a G-regular cycle-decomposition of K48 − I . Set Fi = OrbSi

(Ci)
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where

Si =


K for 1 ≤ i ≤ 5;
G for 6 ≤ i ≤ 9;
L for i = 10.

By Remark 2.4, each Fi is a 2-factor of K48 with StabG(Fi) = Si, hence OrbG(Fi) has
length 3 or 1 or 4 according to whether 1 ≤ i ≤ 5 or 6 ≤ i ≤ 9 or i = 10, respectively. The
cycles of Fi are triangles or quadrangles according to whether or not i ≤ 7. Thus, recalling
that C is a cycle-decomposition of K48 − I , we conclude that F :=

⋃10
i=1OrbG(Fi) is

a G-regular 2-factorization of K48 − I with 17 triangle-factors and 6 quadrangle-factors,
namely a G-regular solution of HWP(48; 3, 4; 17, 6).

4 Dicyclic solutions of two Hamilton-Waterloo problems
In this section G will denote the dicyclic group of order 24 which is usually denoted by
Q24. Thus G has the following presentation:

G = 〈a, b | a12 = 1, b2 = a6, b−1ab = a−1〉

Note that the elements of G can be written in the form aibj with 0 ≤ i ≤ 11 and
j = 0, 1. The group G has a unique involution which is a6 and we will need to consider
the following subgroups of G:

• H = 〈b〉 = {1, b, a6, a6b};
• K = 〈a2〉 = {1, a2, a4, a6, a8, a10};
• L = 〈a2b, a3〉 = {1, a3, a6, a9, a2b, a8b, a5b, a11b}.

4.1 A dicyclic solution of HWP(24; 3, 4; 7, 4)

Consider the four cycles of Cycle(G) defined as follows.

C1 =
(
1, a3b, a5

)
C2 =

(
1, a10, a7b

)
C3 =

(
1, a4, a8

)
C4 =

(
1, b, a3b, a

)
We note that the Stab(C3) = V (C3) while all other Ci’s have trivial stabilizer. Thus,

by Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition of Cay[G : Ωi]
where `i is the length of Ci and where the Ωi’s are the symmetric subsets ofG listed below.

Ω1 = {a3b, a5, a2b}±1

Ω2 = {a2, ab, a5b}±1

Ω3 = {a4}±1

Ω4 = {b, a3, a4b, a}±1

Now note that the Ωi’s partitionG\{1, a6}. Thus, by Theorem 2.3 we can say that C :=⋃4
i=1Orb(Ci) is a G-regular cycle-decomposition of K24 − I . Now set Fi = OrbSi

(Ci)
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where

Si =


L for i = 1, 2;
G for i = 3;
K for i = 4.

By Remark 2.4, each Fi is a 2-factor of K24 − I with StabG(Fi) = Si, hence OrbG(Fi)
has length 3 or 1 or 4 according to whether i = 1, 2 or i = 3 or i = 4, respectively.

The cycles of Fi are triangles or quadrangles according to whether or not i ≤ 3.
Thus, recalling that C is a cycle-decomposition of K48 − I , we conclude that F :=⋃4

i=1OrbG(Fi) is a G-regular 2-factorization of K24 − I with 7 triangle-factors and 4
quadrangle-factors, namely a G-regular solution of HWP(24; 3, 4; 7, 4).

4.2 A dicyclic solution of HWP(24; 3, 4; 9, 2)

Consider the four cycles of Cycle(G) defined as follows.

C1 =
(
1, b, a6, a6b

)
C2 =

(
1, a4b, a6, a10b

)
C3 =

(
1, a4, a7b

)
C4 =

(
1, a3b, a8b

)
C5 =

(
a4, a7, a5

)
We note that Stab(Ci) = V (Ci) for i = 1, 2 while all other Ci’s have trivial stabilizer.

By Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition of Cay[G : Ωi]
where `i is the length of Ci and where the Ωi’s are the symmetric subsets ofG listed below.

Ω1 = {b}±1

Ω2 = {a4b}±1

Ω3 = {a4, ab, a5b}±1

Ω4 = {a3b, a2b, a5}±1

Ω5 = {a1, a2, a3}±1

Also here the Ωi’s partition G \ {1, a6}, hence C :=
⋃5

i=1OrbG(Ci) is a G-regular
cycle-decomposition of K24 − I by Theorem 2.3. Now set:

F1 = OrbG(C1), F2 = OrbG(C2),

F3 = OrbL(C3), F4 = OrbH(C4) ∪ OrbH(C5).

By Remark 2.4, each Fi is a 2-factor of K24 − I and we have

StabG(F1) = StabG(F2) = G; StabG(F3) = L; StabG(F4) = H

so that the lengths of the G-orbits of F1, . . . , F4 are 1, 1, 3 and 6, respectively. The cycles
of Fi are triangles or quadrangles according to whether or not i ≥ 3. Thus, recalling that
C is a cycle-decomposition of K48 − I , we conclude that F :=

⋃5
i=1OrbG(Fi) is a G-

regular 2-factorization of K24− I with 9 triangle-factors and 2 quadrangle-factors, namely
a G-regular solution of HWP(24; 3, 4; 9, 2).
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5 A special linear solution of HWP(24; 3, 4; 5, 6)
In this section G will denote the 2-dimensional special linear group over Z3, usually de-
noted by SL2(3), namely the group of 2× 2 matrices with elements in Z3 and determinant
one. The only involution of G is 2E where E is the identity matrix of G. The 2-Sylow
subgroup Q of G, isomorphic to the group of quaternions, is the following:

Q =

{[
1 0
0 1

]
,

[
2 0
0 2

]
,

[
1 1
1 2

]
,

[
2 2
2 1

]
,

[
0 2
1 0

]
,

[
0 1
2 0

]
,

[
1 2
2 2

]
,

[
2 1
1 1

]}
.

We will also need to consider the subgroup H of G of order 6 generated by the matrix[
0 1
2 1

]
. Hence we have:

H =

{[
1 0
0 1

]
,

[
0 1
2 1

]
,

[
2 1
2 0

]
,

[
2 0
0 2

]
,

[
0 2
1 2

]
,

[
1 2
1 0

]}
.

The use of the special linear group G was crucial in [5] to get a Steiner triple system of
any order v = 144n+25 with an automorphism group acting sharply transitively an all but
one point. Here G will be used to get a G-regular solution of the last Hamilton-Waterloo
problem left open in [11].

Consider the six cycles of Cycle(G) defined as follows.

C1 =

([
1 0
0 1

]
,

[
2 0
2 2

]
,

[
1 2
1 0

])
C2 =

([
1 0
0 1

]
,

[
0 2
1 2

]
,

[
2 1
2 0

])
C3 =

([
1 0
0 1

]
,

[
0 1
2 2

]
,

[
2 2
1 0

])
C4 =

([
1 0
0 1

]
,

[
0 1
2 0

]
,

[
2 0
0 2

]
,

[
0 2
1 0

])
C5 =

([
1 0
0 1

]
,

[
1 1
1 2

]
,

[
2 0
0 2

]
,

[
2 2
2 1

])
C6 =

([
1 0
0 1

]
,

[
2 1
1 1

]
,

[
2 1
0 2

]
,

[
1 1
0 1

])
Here the stabilizer of Ci is trivial for i = 1, 6 while it coincides with V (Ci) for 2 ≤ i ≤ 5.
By Lemma 2.2, one can check that Orb(Ci) is a `i-cycle decomposition of Cay[G : Ωi]
where `i is the length of Ci and where the Ωi’s are the symmetric subsets ofG listed below.

Ω1 =

{[
2 0
2 2

]
,

[
1 2
1 0

]
,

[
0 2
1 1

]}±1

Ω2 =

{[
0 2
1 2

]}±1

Ω3 =

{[
0 1
2 2

]}±1

Ω4 =

{[
0 1
2 0

]}±1

Ω5 =

{[
1 1
1 2

]}±1

Ω6 =

{[
2 1
1 1

]
,

[
1 0
2 1

]
,

[
2 2
0 2

]
,

[
1 1
0 1

]}±1
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Once again we see that the Ωi’s partition G \ {E, 2E}, therefore C :=
⋃6

i=1Orb(Ci)
is a G-regular cycle-decomposition of K24 − I . Now set Fi = OrbSi

(Ci) with

Si =


Q for i = 1;
G for 2 ≤ i ≤ 5;
H for i = 6.

By Remark 2.4, each Fi is a 2-factor of K24 − I and we have StabG(Fi) = Si so that the
lengths of the G-orbits of F1, . . . , F6 are 3, 1, 1, 1, 1 and 4, respectively.

The cycles of Fi have length 3 or 4 according to whether or not i ≤ 3. Thus, recalling
that C is a cycle-decomposition of K24 − I , we conclude that F :=

⋃6
i=1OrbG(Fi) is

a G-regular 2-factorization of K24 − I with 5 triangle-factors and 6 quadrangle-factors,
namely a G-regular solution of HWP(24; 3, 4; 5, 6).
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Abstract

A set of four points w, x, y, z ∈ IRd (always d ≥ 2) form a rectangular quadruple if
their convex hull is a non-degenerate rectangle. The set M is called rq-convex if for every
pair of its points we can find another pair inM , such that the four points form a rectangular
quadruple. In this paper we start the investigation of rq-convexity in Euclidean spaces.

Keywords: rq-convex sets, parallelotopes, finite sets, Platonic solids.

Math. Subj. Class.: 53C45, 53C22

1 Introduction
Let F be a family of sets in IRd. A set M ⊂ IRd is called F-convex if for any pair of
distinct points x, y ∈M there is a set F ∈ F such that x, y ∈ F and F ⊂M .

The third author proposed at the 1974 meeting on Convexity in Oberwolfach the inves-
tigation of this very general kind of convexity. Usual convexity, affine linearity, arc-wise
connectedness, polygonal connectedness, are just some examples of F-convexity (for suit-
ably chosen families F).

Blind, Valette and the third author [1], and also Böröczky Jr [2], investigated rectangular
convexity. Magazanik and Perles dealt with staircase connectedness [5]. The third author
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studied right convexity [8]; then the second and the third author generalized the latter type
of convexity and investigated the right triple convexity (see [7] and [6]). All these concepts
are particular cases ofF-convexity. The rectangular convexity is obtained ifF is the family
of all non-degenerate rectangles in IRd.

In this paper we present a discretization of rectangular convexity, the right quadru-
ple convexity, which constitutes a generalization of rectangular convexity. As usual, for
M ⊂ IRd, bdM denotes its boundary, intM its interior, diamM = supx,y∈M ‖x− y‖ its
diameter, and convM its convex hull. A set of four points w, x, y, z ∈ IRd (always d ≥ 2)
form a rectangular quadruple if conv{w, x, y, z} is a non-degenerate rectangle. Let R be
the family of all rectangular quadruples. Here, we shall choose F to be this familyR.

Let M ⊂ IRd. A pair of points x, y ∈ M is said to enjoy the rq-property in M if there
exists another pair of points z, w ∈ M , such that {w, x, y, z} is a rectangular quadruple.
The set M is called rq-convex, if every pair of its points enjoys the rq-property in M . This
property is the right quadruple convexity.

Let A ⊂ IRd. We call A∗ an rq-convex completion of A, if A∗ is rq-convex, A∗ ⊃ A
and card(A∗\A) is minimal (but possibly infinite). Let γ(A) = card(A∗\A), which is
called the rq-convex completion number of A, in case A is finite. For finite n, let γ(n) =
sup{γ(A) : cardA = n}.

For distinct x, y ∈ IRd, let xy be the line through x, y, xy the line-segment from x to
y, Hxy the hyperplane through x orthogonal to xy, and Cxy the hypersphere of diameter
xy. For S1, S2 ⊂ IRd, let d(S1, S2) = inf{d(x, y) | x ∈ S1, y ∈ S2} denote the distance
between S1 and S2. The d-dimensional unit ball (centred at 0) is denoted by Bd (d ≥ 2).
Let us remark that every open set in IRd is rq-convex.

2 Not simply connected rq-convex sets
In IR2, all compact rectangularly convex sets are conjectured to be extremely circular and
symmetric. A planar convex set is extremely circular if its set of extreme points lies on a
circle. Analogously, it is reasonable to conjecture that all compact rq-convex sets have an
extremely circular and symmetric convex hull. Consequently, when investigating a compact
connected rq-convexsetM , we may reasonably start by assuming that convM is extremely
circular and symmetric. We shall now take bdconvM to be a circle. If M is simply
connected we get the disc. So, assume (convM) \M 6= ∅.

Theorem 2.1. If convM is a disc and (convM) \M lies in a circular disc of radius r at
distance at least (

√
3− 1)r from bdconvM , then M is rq-convex.

This theorem gives a useful sufficient condition for the rq-convexity of a set M which
is not simply connected, regardless the shape of (convM) \M . Notice that it allows both
M and its complement to have arbitrarily many components.

Proof. Let Q be a square circumscribed to the disc D of radius r including (convM) \M .
We may suppose that the origin 0 is the centre of D, so D = rB2.

We have Q ⊂ convM . Indeed, Q is obviously included in the disc concentric with D
of radius

√
2r, which in turn must be included in convM , since the distance from D to

bdconvM is at least (
√

3− 1)r > (
√

2− 1)r.
Let x, y ∈M . We verify the rq-convexity of M at these two points.
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Figure 1: x ∈ D, y /∈ D.

Case 1: x, y ∈ D. Choose Q to have a side s parallel to xy. Then x, y and their
orthogonal projections on s are vertices of a rectangle. Moreover, these latter vertices lie
in (convM) \D.

Case 2: x ∈ D, y /∈ D. Let Γ2, Γ3 be the two circles concentric with bdD, of radii
r
√

2, r
√

3. Let a be the point of xy ∩ Γ2 such that x /∈ ay. In case y ∈ ax, consider the
rectangle xyỹx̃, such that xy separates 0 from x̃, ỹ (if 0 /∈ xy) and x̃ỹ is tangent to bdD.
See Figure 1. Let õ be the orthogonal projection of 0 onto yỹ. We have

‖ỹ‖2 = ‖ỹ − õ‖2 + ‖õ‖2 = r2 + ‖õ‖2 ≤ r2 + ‖y‖2 ≤ r2 + ‖a‖2 = 3r2.

Hence, ỹ, and of course x̃ too, lie in M , and the rq-property is satisfied in x, y.
We reconsider the case y = a. Choose b, c ∈ bdD such that ab0c be a square and b,0

be not separated by xy. Let {x′, y′} = Cax ∩ bdD, where x′ is closer than y′ from b. Let
x′′ be the point of Cax diametrally opposite to x′. For any position of x,

∠0ax′ ≤ ∠0ab.

Hence, ∠0ax′′ ≥ ∠0ac, whence x′′ /∈ D. (This confirms the rq-property in x, a.) It
follows that ∠x′oy′ < π, where o is the centre of Cax and the angle is measured towards
0.

In case a ∈ xy, consider the circle Cxy with centre o′, which cuts bdD in x∗, y∗ (the
former being closer than the latter from b). We have

∠xo′x∗ < ∠xo′x′ < ∠xox′

and
∠xo′y∗ < ∠xo′y′ < ∠xoy′,

whence
∠x∗o′y∗ < ∠x′oy′ < π,

where both angles are taken towards 0. Consequently, the points x+, y+ ∈ Cxy diame-
trally opposite to x∗, y∗ (respectively) lie outside D. They also lie in different half-circles
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determined by x, y on Cxy . Of these two half-circles, at least one is contained in the disc
convM .

So, either {x, y, x∗, x+} ⊂ M or {x, y, y∗, y+} ⊂ M , and the rq-property is again
satisfied at x, y.

Case 3: x, y /∈ D. Besides the trivial cases x, y ∈ intM and x, y ∈ bdconvM , we
only have the simple situation x ∈ intM , y ∈ bdconvM . In that situation, the circle
Cxy has necessarily two opposite arcs in M starting at x, respectively y. This proves the
rq-property at x, y.

Conjecture 2.2. Each simply connected rq-convex set in IR2 is convex.

3 Unbounded rq-convex sets
An infinite family K of closed convex sets is said to be uniformly bounded below if, for
some λ > 0, each of the sets contains a translate of the disc λB2.

Theorem 3.1. LetK be a family of pairwise disjoint closed convex sets in IRd. IfK is finite
or uniformly bounded below, then the closure of the complement of

⋃
K is rq-convex.

Proof. We may assume that all sets in K possess interior points, because the case of empty
interior is irrelevant. Let M be the closure of IRd \

⋃
K, and choose x, y ∈ M . Clearly,

the only interesting case is when x, y ∈ bdM .
The condition of uniform boundedness below for infinite K guarantees that x ∈ bdM

only if x is a boundary point of some member of K.
Let M ′ be the intersection of M with an arbitrary 2-dimensional plane Π 3 x, y. For

some Kx,Ky ∈ K, x ∈ bdKx, y ∈ bdKy . Consider the supporting hyperplane Hx of Kx

at x, the line H ′x = Hx ∩Π, and analogously Hy and H ′y . If H ′x, H
′
y are not orthogonal to

xy, there are six different situations in the neighbourhood of x and y, depicted in Figure 2
(subfigures (a)-(f)). (In the figure only the generic case is depicted, when Kx ∩ Π and
Ky ∩Π are not degenerate; but the proof works in all cases.)

In the situations of Figure 2 (subfigures (a),(c) and (e)), the circle Cxy has two opposite
arcs inside M , so M has the rq-property at x, y. In the cases of Figure 2 (subfigures (b),(d)
and (f)), a thin rectangle with xy as a side has its short sides in M , so the rq-property is
again verified.

The only remaining case is that of at least one of the lines H ′x, H
′
y , say the first, being

orthogonal to xy. In this case, there is a short line-segment x(x+ v) ⊂M in any direction
v orthogonal to xy. Now, if y+ v ∈M, we found the right quadruple {x, y, y+ v, x+ v}.
If y+ v /∈M, i.e. y+ v ∈ intKy, then y− v /∈ Ky. Thus, {x, y, y− v, x− v} is a suitable
rectangular quadruple.

We can drop the convexity condition if the considered sets are bounded.

Theorem 3.2. The complement of any bounded set in IRd is rq-convex.

The easy proof is left to the reader.

A plane tiling T is a countable family {T1, T2, . . .} of closed sets with non-empty
interiors, which cover the plane without gaps or overlaps. Every closed set Ti ∈ T is called
a tile of T . We consider the special case in which each tile is a polygon. If the corners
and sides of a polygon coincide with the vertices and edges of the tiling, we call the tiling
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Figure 2: Illustration for the proof of Theorem 3.1.

edge-to-edge. A so-called type describes the neighbourhood of any vertex of the tiling. If,
for example, in some cyclic order around a vertex there are a triangle, then another triangle,
then a square, next a third triangle, and last another square, then its type is (32.4.3.4). We
consider plane edge-to-edge tilings in which all tiles are regular polygons, and all vertices
are of the same type. Thus, the vertex-type defines our tiling up to similarity.

There exist precisely eleven such tilings [3]. These are (36), (34.6), (33.42), (32.4.3.4),
(3.4.6.4), (3.6.3.6), (3.122), (44), (4.6.12), (4.82), and (63). They are called Archimedean
tilings.

Theorem 3.3. The Archimedean tilings (44), (36), (63), (3.6.3.6), (34.6), (3.3.4.3.4),
(4.8.8) have rq-convex vertex sets.

Theorem 3.4. The vertex sets of the Archimedean tilings (3.3.3.4.4), (3.4.6.4), (4.6.12),
(3.12.12) are not rq-convex.

The proofs of Theorems 3.3 and 3.4 are also left to the reader.

4 rq-convex skeleta of parallelotopes
As already remarked in [1], for d ≥ 3, there is not even any conjectured characterization of
rectangularly convex sets in IRd. Among the sets mentioned in [1] as rectangularly convex
we find the cylinder K × [0, 1] with a (d− 1)-dimensional compact convex set K as basis.
In particular, any right parallelotope, i.e. the cartesian product of d pairwise orthogonal
line-segments, is rectangularly convex and, a fortiori, rq-convex.

Theorem 4.1. The 1-skeleton of any right parallelotope is rq-convex.

Proof. Let P = I1 × I2 × . . .× Id be our parallelotope, where Ii = [0, ai] (i = 1, . . . , d).
We verify the rq-property at the points x, y belonging to the 1-skeleton of P .
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Case 1: x, y belong to parallel edges of P . We have without loss of generality

x = (x1, 0, . . . , 0),

y = (y1, a1, . . . , ai, 0, . . . , 0).

Then we choose as third and fourth point

u = (y1, 0, . . . , 0),

v = (x1, a1, . . . , ai, 0, . . . , 0).

Indeed, xuvy is a rectangle.
Case 2: x, y belong to two edges of P having a common endpoint. Say without loss of

generality that

x = (x1, 0, . . . , 0),

y = (0, y2, 0, . . . , 0).

Then take

u = (x1, 0, a3, 0, . . . , 0),

v = (0, y2, a3, 0, . . . , 0),

completing the vertex set of a rectangle xuvy.
Case 3: x, y belong to two non-parallel disjoint edges of P . If

x = (x1, 0, . . . , 0),

y = (0, . . . , 0, yi, ai+1, . . . , ad),

then we choose

u = (x1, 0, . . . , 0, ai+1, . . . , ad),

v = (0, . . . , 0, yi, 0, . . . , 0),

and again we get the vertices of a rectangle.
Case 4: x, y belong to the same edge of P . This is immediate.

Contrary to the case of an arbitrary cylinder, the following is true.

Theorem 4.2. The boundary of any right parallelotope is rq-convex.

Proof. Take x, y on the boundary of the parallelotope P . We show that they have the
rq-property.

If x, y belong to the same facet F , choose their orthogonal projections onto the opposite
facet F ′; the four points are vertices of a rectangle.

If x ∈ F , y ∈ F ′, choose the projection x′ of x onto F ′ and the projection y′ of y onto
F ; we get the rectangle xx′yy′.

If x, y belong to two adjacent facets F, F ∗, respectively, take the orthogonal projections
x∗ and y∗ of x and y (respectively) onto F ∩ F ∗. We complete the rectangles xx∗y∗ỹ and
yy∗x∗x̃. Then, clearly, {x, x̃, y, ỹ} ⊂ bdP is a rectangular quadruple.
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Theorem 4.3. Not every convex cylinder has an rq-convex boundary.

Proof. Take a cylinder Z = E × [0, 1] ⊂ IR3, where E ⊂ IR2 is convex and bdE is
a long ellipse. Choose x on the long axis of bdE × {1}, close to one of its endpoints
{e} = {ep}×{1}, and let {e′} = {e′p}×{1} be the other endpoint. Let {yε} = {e′p}×{ε},
where ε ≥ 0. See Figure 3.

��

��
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Figure 3: A convex cylinder without rq-convex boundary.

The planeHxyε cuts (bdE)×[0, 1] along an arc αε of an ellipse. Let f(ε)=d({x}, αε).
The function f is increasing, and f(0) > 0.

The plane Hyεx cuts bdZ along a closed curve (reduced to a single point if ε = 0), of
diameter g(ε). This function g is also increasing, and g(0) = 0.

Therefore, for ε > 0 small enough,

g(ε) < f(0) < f(ε).

Choose y = yε. The above inequalities show that there is no rectangle xyy′x′ with x′, y′ ∈
bdZ.

Consider now the sphere Cxy . The set Cxy ∩ Z has four components: a component Z1

containing x, another one Z2 containing y, a third Z3 containing the point e∗ diametrically
opposite to e′ in Cxy , and a fourth, {e′}. It is easily seen that the only pairs of diametrically
opposite points in Z1 ∪ Z2 ∪ Z3 ∪ {e′} are (x, y) and (e′, e∗). But e∗ ∈ intZ, so bdZ is
not rq-convex.

5 rq-convexity of finite sets
In these last two sections, we shall use the following notation. For x, y ∈ IRd, we set
Wxy = Hxy ∪Hyx ∪ Cxy . Let A be the family of all finite point sets in IR2.

Theorem 5.1. For any set A ∈ A with cardA = n ≥ 3, we have γ(A) ≤ n2 − 2n.

Proof. If A is included in a line L, consider a line L′ parallel to L and the orthogonal
projectionA′ ofA ontoL′. Then obviouslyA∪A′ is rq-convex and cardA′ = n ≤ n2−2n,
since n ≥ 3.

If A is not included in any line, let A = {a1, a2, . . . , an}, and assume that a1a2 is a
side of the polygon convA. Obviously there are at most n− 2 lines L1, . . . , Ln−2 passing
through the remaining points of A and parallel to a1a2. Also, there are at most n lines
L′1, . . . , L

′
n passing through the points of A orthogonally onto L0 = a1a2.
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The set
A′ =

⋃
0≤i≤n−2;1≤j≤n

(Li ∩ L′j)

is obviously rq-convex and has at most n(n− 1) points, whence γ(A) ≤ n2 − 2n.

Thus, for any n ≥ 3, γ(n) ≤ n2 − 2n. In particular, γ(3) = 3.

Theorem 5.2. There are precisely two kinds of 6-point rq-convex sets in A, shown in
Figure 4.

Figure 4: 6-point rq-convex sets.

Proof. Let F = {a, b, c, d, e, f} be a 6-point rq-convex set. We assume without loss of
generality that {a, b, c, d} ∈ R, where ∠abc = π

2 . By the definition of rq-convexity, e, f
must meet one of the following seven conditions.

C1. {{e, f, a, b}, {e, f, c, d}} ⊂ R;

C2. {{e, f, a, c}, {e, f, b, d}} ⊂ R;

C3. {{e, f, a, d}, {e, f, b, c}} ⊂ R;

C4. {{e, f, a, b}, {e, f, a, c}, {e, f, a, d}} ⊂ R;

C5. {{e, f, b, a}, {e, f, b, c}, {e, f, b, d}} ⊂ R;

C6. {{e, f, c, a}, {e, f, c, b}, {e, f, c, d}} ⊂ R;

C7. {{e, f, d, a}, {e, f, d, b}, {e, f, d, c}} ⊂ R.

Clearly, C1 and C3 generate the same kind of set F , and so do C4, C5, C6 and C7.
Case 1: e, f satisfy C1. By the definition of rq-convexity, e, f ∈ Wab ∩Wcd, and so

e, f ∈ (Hab∪Hba)\{a, b, c, d} and ef, ab are parallel. Without loss of generality, we may
suppose e ∈ Hab, f ∈ Hba, which leads to the three solutions depicted in Figure 5, all of
them providing a 6-point set of the first type.
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Figure 5: e, f satisfy C1.

Case 2: e, f satisfy C2. By the definition of rq-convexity, we have e, f ∈Wac ∩Wbd,
so e, f are antipodal points of Cac; see Figure 6.
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Figure 6: e, f satisfy C2.

Case 3: e, f satisfy C4. By the definition of rq-convexity, (e, f) ∈Wab ∩Wac ∩Wad.
But Wab ∩Wac ∩Wad = {a, b, d}, so we obtain no solution in this case. See Figure 7.
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Figure 7: e, f satisfy C3.

Theorem 5.3. There are precisely three kinds of 8-point rq-convex sets, shown in Figure 8.

Figure 8: 8-point rq-convex sets.

The proof is ten pages long, so we decided not to include it into the paper. It is a
case-by-case examination, treating separately those sets which contain a 6-point rq-convex
subset and those which do not. It can be read in [4].

Theorem 5.4. The smallest odd cardinality of an rq-convex set in IR2 is 9.
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Proof. It is obvious that every rq-convex set contains a rectangular quadruple and quickly
seen that no fifth point can be added to a rectangular quadruple keeping rq-convexity.
Similarly, knowing what a 6-point rq-convex set looks like (Theorem 5.2), it is an easy
exercise to establish that there is no 7-point rq-convex set containing a 6-point rq-convex
set.

Next, we will consider the case that a 7-point rq-convex set does not contain any 6-
point rq-convex subset. Let F = {a, b, c, d, e, f, g} be such a set. Suppose a, c realise the
diameter of F . Since F is rq-convex, there is another pair of antipodal points of Cac in F ,
say {b, d}. Hence {a, b, c, d} ∈ R, and put conv{a, b, c, d} = R.

For the set of points {x, y} ⊂ {e, f, g}, if there exist z, w ∈ {a, b, c, d} such that
{w, x, y, z} ∈ R, then we say that {x, y} is rq-good. Next we will prove that for any two
points x, y ∈ {e, f, g}, {x, y} is not rq-good. Suppose {e, f} is rq-good. Then there exist
z, w ∈ {a, b, c, d}, such that {e, f, z, w} ∈ R.

Case 1: zw is a diagonal of R. Without loss of generality, we assume zw = ac, so
e, f ∈ Wac. Since {a, c} realise the diameter of F , e, f are antipodal on Cac. But so we
obtain a 6-point rq-convex subset of F , which contradicts our assumption about F .

Case 2: zw is an edge of R. We assume without loss of generality that zw = ab. Then
e, f ∈ Wab. Clearly, e, f must be antipodal points of Cab. Take a diameter a0b0 of Cab
orthogonal to ab, such that ab separates a0 from cd. We may suppose that e belongs to the
(smaller) arc ofCab from a to a0; see Figure 9. If ‖a−b‖ ≤ ‖b−c‖, then ‖c−e‖ > ‖c−a‖,
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Figure 9: zw is an edge of R.

which is impossible. So, ‖a− b‖ > ‖b− c‖.
As F is rq-convex, {e, d} enjoys the rq-property and there exist p, q ∈ {a, b, c, f, g}

such that p, q ∈Wed. Clearly, a, b, c /∈ Hde. Since d /∈ Cab, we have f /∈ Hde. Further, we
easily verify that a, b, c, f /∈ Hed∪Hde. It follows that p, q are two antipodal points of Ced.
Since ∠dae > π

2 , ∠dce < π
2 , we get a, c /∈ Ced. Hence, p = b ∈ Ced or p = f ∈ Ced, and

q = g.
(i) p = b ∈ Ced. We only can choose g such that b, g are antipodal points of Ced. As

∠ebf = π
2 , b, f, d are collinear. But then we get a 6-point rq-convex set {e, b, a, f, g, d} ⊂

F , contradicting our choice of F ; see Figure 10.
(ii) p = f ∈ Ced. Now, f, g are antipodal points of Ced. Hence, efdg is a rectangle.

The points g and b are separated by ad, or a ∈ dg if e = a0. Also,

‖d− g‖ = ‖e− f‖ = ‖a− b‖ > ‖b− c‖ = ‖a− d‖.

It follows that ‖c − g‖ > ‖c − a‖, and a contradiction is obtained. See Figure 11. Hence,
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Figure 10: p = b ∈ Ced.
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Figure 11: p = f ∈ Ced.

{e, f} is not rq-good.
Since F is rq-convex, we must have {e, f, g, a}, {e, f, g, b}, {e, f, g, c}, {e, f, g, d} ∈

R, which is true only for a = b = c = d, which is impossible. Thus, there is no 7-point
rq-convex set.

On the other hand, a 9-point rq-convex set is easily produced: just take the intersection
L ∩ L′, where L is the union of three horizontal lines and L′ the union of three vertical
lines.

Consider now the square lattice ZZ2, and the usual norm

‖(x, y)‖m = max{|x|, |y|},

defining in ZZ2 the discs of radius n ∈ ZZ

Q(n) = {(x, y) : ‖(x, y)‖m ≤ n},

centred at the origin 0. The subset Q(n) \Q(n− 1) will be called boundary of Q(n), and
Q(n− 1) its interior. Obviously, Q(n) is rq-convex, for any n ≥ 1, and so is its boundary
too. Does Q(n) remain rq-convex if one deletes parts of its interior (but not all of it)?

Theorem 5.5. The set Q(n) \ {0} is rq-convex.

Proof. For any pair of points x = (x1, x2), y = (y1, y2) in Q(n) \ {0}, consider the
points (x1, y2), (y1, x2) ∈ ZZ2. If none of them is 0, the rq-propertyis verified at (x, y), as
(x1, y2), (y1, x2) ∈ Q(n).
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Otherwise, assume without loss of generality that x1 = y2 = 0. We can also assume
that both x2, y1 are positive, the other cases being symmetrical. Consider the points x′ =
(−x2, x2 − y1) and y′ = (y1 − x2,−y1). Then x′, y′ ∈ Q(n) \ {0} and x, y, y′, x′ are the
vertices of a square.

Perhaps removing several layers of the boundary, thereby giving a set Q(n) \Q(m) for
m < n− 1, will provide an rq-convex set?

Theorem 5.6. The set Q(n) \Q(n− 2) is not rq-convex, for any n ≥ 3.

Proof. Assume first that n > 3. Consider the points x = (n, 2−n) and y = (n−3, n−1).
The point (n − 3, 2 − n) does not belong to Q(n) \ Q(n − 2). The line Hyx meets Q(n)
again at y′ = (−n, n−4). But the fourth vertex x′ = (3−n,−n−1) of the square xyy′x′

lies outside Q(n), whence Q(n) \Q(n− 2) is not rq-convex.
Now, consider the set Q(3) \ Q(1). In this case take the points x = (3,−1), y =

(−1, 2). As (−1,−1) /∈ Q(3)\Q(1) andHyx∩Q(3)\Q(1) = ∅, the result is proven.

Figure 12: rq-convex proper subsets of Q(n).

It seems that Q(n) \ {0} is the only rq-convex proper subset of Q(n) containing the
boundary of Q(n) but different from it. However, this is not proven. Other proper subsets
of Q(n) which are rq-convex abound. For some examples, see Figure 12, where the solid
black dots form rq-convex proper subsets of Q(n).

6 rq-convexity of the vertex sets of Platonic solids
Due to their symmetry, the vertex sets of the cube, regular octahedron, regular dodeca-
hedron, and regular icosahedron are all rq-convex. Among the Platonic solids, only the
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regular tetrahedron lacks this property. But what is the rq-convex completion number of
the vertex set of the regular tetrahedron?

Theorem 6.1. The rq-convex completion number of the vertex set of the regular tetrahe-
dron is 3.

Proof. Let T = {a, b, c, d} denote the vertex set of a regular tetrahedron in IR3. Obviously,
for any x, y ∈ T , we have T ∩Wxy = {x, y}. Also, it is easily seen that there is no 5-point
rq-convex set containing T . Suppose there is a 6-point rq-convex set {a, b, c, d, x, y}.
The only suitable pair of points x, y ∈ Wab ∩Wcd is obtained when {x, y} = (Hab ∩
Ccd) ∪ (Hba ∩ Ccd). But then b, c do not enjoy the rq-property in {a, b, c, d, x, y}. Hence
γ(T ) ≥ 3.

Next, we only need to prove γ(T ) ≤ 3. Let a1, b1, c1 denote the midpoints of
ad, bd, cd, respectively. See Figure 13. The line La 3 a1 parallel to bc and the anal-
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Figure 13: A 7-point rq-convex set containing the vertices of a regular tetrahedron.

ogous lines Lb and Lc are coplanar. Put

{a′} = Lb ∩ Lc, {b′} = Lc ∩ La, {c′} = La ∩ Lb.

Obviously, ab′dc′, bc′da′, ca′db′ are squares, while a′b′ab, b′c′bc, c′a′ca are rectangles.
Thus, {a, b, c, d, a′, b′, c′} is a 7-point rq-convex set, and γ(T ) = 3.

Theorem 6.1 reveals the existence of 7-point rq-convex sets in IR3, in contrast with the
inexistence of such sets in IR2. What happens in higher dimensions?
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El Alia BP 32 Bab Ezzouar
16111 Alger, Algeria

Received 15 August 2016, accepted 24 February 2017, published online 14 April 2017

Abstract

The distinguishing number of a graph H is a symmetry related graph invariant whose
study started two decades ago. The distinguishing number D(H) is the least integer d
such that H has a distinguishing d-coloring. A distinguishing d-coloring is a coloring
c : V (H) → {1, . . . , d} invariant only under the trivial automorphism. In this paper, we
continue the study of a game variant of this parameter, recently introduced. The distin-
guishing game is a game with two players, Gentle and Rascal, with antagonistic goals.
This game is played on a graph H with a fixed set of d ∈ N colors. Alternately, the two
players choose a vertex of H and color it with one of the d colors. The game ends when
all the vertices have been colored. Then Gentle wins if the d-coloring is distinguishing
and Rascal wins otherwise. This game defines two new invariants, which are the minimum
numbers of colors needed to ensure that Gentle has a winning strategy, depending who
starts the game. The invariant could be infinite. In this paper, we focus on the Cartesian

cb This work is licensed under http://creativecommons.org/licenses/by/3.0/
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product, a graph operation well studied in the classical case. We give sufficient conditions
on the order of two connected factors H and F that are relatively prime, which ensure that
one of the game distinguishing numbers of the Cartesian product H�F is finite. If H is
a so-called involutive graph, we give an upper bound of order D2(H) for one of the game
distinguishing numbers ofH�F . Finally, using in part the previous result, we compute the
exact value of these invariants for Cartesian products of relatively prime cycles. It turns out
that the value is either infinite or equal to 2, depending on the parity of the product order.

Keywords: Distinguishing number, graph automorphism, combinatorial game.

Math. Subj. Class.: 05C57, 05C69, 91A43

1 Introduction
In this paper, we consider only simple graphs. For a graph H , the sets V (H) and E(H)
respectively denote the vertex set and the edge set ofH . For an integer n ≥ 3, we denote by
Cn the cycle of order n. For n ≥ 2, we respectively write Kn and Pn for the clique and the
path of order n. The distinguishing numberD(H) of a graphH is a symmetry related graph
invariant introduced two decades ago [1]. More precisely, D(H) is the least integer d such
that H has a distinguishing d-coloring. A distinguishing d-coloring is a vertex-coloring
c : V (H) → {1, . . . , d}, invariant only under the trivial automorphism. More generally,
we say that an automorphism σ of H preserves the coloring c, or is a color preserving
automorphism, if for all u ∈ V (H), we have c(u) = c(σ(u)). The automorphism group
of H will be denoted by Aut(H). Clearly, for each coloring c of the vertex set of H , the
set Autc(H) = {σ ∈ Aut(H) : c ◦ σ = c} is a subgroup of Aut(H). A coloring c is
distinguishing if Autc(H) is trivial. The ten last years have seen a flourishing number of
works on this subject, and Cartesian products of graphs were thoroughly investigated in
[2, 5, 7, 8, 12, 14, 15, 16]. In particular, the exact value of D(Kn�Km) is given in [7, 14].
Another interesting result for our purpose is that if k ≥ 2, then D(Cn1

� · · ·�Cnk
) = 2,

except for C3�C3. In that case, D(C3�C3) = 3. This result is an easy consequence of
more general results in [14]. Cartesian products have also been investigated in the context
of distinguishing edge-coloring [4, 10]. In this paper, we are interested in a game variant
of the distinguishing number, introduced in [11]. Defining game invariants for graphs is
not a new idea. The two most known game invariants are the game chromatic number,
introduced by Brahms [6] in 1981, and the game domination numbers introduced more
recently by Brešar, Klavžar and Rall [3].

The distinguishing game is a game with two players, Gentle and Rascal, with antag-
onistic goals. This game is played on a graph H with a fixed set of d colors, d ∈ N.
Alternately, the two players choose a vertex of H and color it with one of the d colors. The
game ends when all the vertices have been colored. If the d-coloring is distinguishing then
Gentle wins. Otherwise Rascal wins.

This game defines two invariants for a graph H . The G-game distinguishing number
DG(H) is the minimum number of colors needed to ensure that Gentle has a winning
strategy for the game on H , assuming he is playing first. If Rascal is sure to win whatever
the number of colors we allow, then DG(H) = ∞. Similarly, the R-game distinguishing

E-mail addresses: sylvain.gravier@univ-grenoble-alpes.fr (Sylvain Gravier), kmeslem@usthb.dz (Kahina
Meslem), simon.schmidt@univ-grenoble-alpes.fr (Simon Schmidt), sslimani@usthb.dz (Souad Slimani)
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number DR(H) is the minimum number of colors needed to ensure that Gentle has a
winning strategy, assuming Rascal is playing first. Characterizing graphs with infinite game
distinguishing number seems to be a challenging open question. In [11], the authors give
sufficient conditions for a graph to have one infinite game distinguishing number.

Proposition 1.1. [11] Let H be a graph and σ a nontrivial automorphism of H such that
σ ◦ σ = idH .

1. If |V (H)| is even, then DG(H) =∞.

2. If |V (H)| is odd, then DR(H) =∞.

Also in [11], the exact values of those invariants have been computed for many cycles
and hypercubes. For a large class of graphs, the so-called involutive graphs, a quadratic
upper bound involving the classical distinguishing number has been provided (see Section 4
for the definition). We give here the precise statement of the results used in this paper.

Theorem 1.2. [11] Let Cn be a cycle of order n ≥ 3.

1. If n is even (resp. odd), then DG(Cn) =∞ (resp. DR(Cn) =∞).

2. If n is even and n ≥ 8, then DR(Cn) = 2.

3. If n is odd, not prime and n ≥ 9, then DG(Cn) = 2.

4. If n is prime and n ≥ 5, then DG(Cn) ≤ 3.

Moreover DR(C4) = DR(C6) = 3, DG(C3) =∞ and DG(C5) = DG(C7) = 3.

Theorem 1.3. [11] If H is an involutive graph with D(H) ≥ 2, then DR(H) ≤ D2(H)+
D(H)− 2.

In this paper, we deal with Cartesian products of connected relatively prime graphs. In
Section 3, we prove the following theorem which gives sufficient conditions on the order
of the two factors to have a finite distinguishing number.

Theorem 1.4. Let H and F be two nontrivial connected relatively prime graphs of order
n and m, respectively.

1. If n is even and m ≥ n− 1, then DR(H�F ) ≤ m+ 1.

2. If n is odd, m is even and m ≥ 2n− 2, then DR(H�F ) ≤ m+ 1.

3. If n and m are odd and m ≥ 2n− 1, then DG(H�F ) ≤ m+ 1.

In Section 4, we investigate the case where one factor is an involutive graph. In that
case, if the classical distinguishing number of the other factor is not too big, we have
a quadratic upper bound involving the classical distinguishing number of the involutive
factor.

Theorem 1.5. Let H be a connected involutive graph of order n, with D(H) ≥ 2 and F a

connected graph, relatively prime toH . IfD(F ) ≤

(
n+d2+d

2 − 1
d2+d

2 − 1

)
, thenDR(H�F ) ≤

d2 + d− 2, where d = D(H).
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Finally, in Section 5, we compute the exact value of the two invariants for Cartesian
products of relatively prime cycles. Since even cycles are involutive graphs, a part of this
result arises as a corollary of the above theorem.

Theorem 1.6. Let n1, . . . , nk, with k ≥ 2, be k distinct natural numbers greater or equal
to 3.

1. If
k∏
i=1

ni is even, then DG(Cn1
� · · ·�Cnk

) =∞ and DR(Cn1
� · · ·�Cnk

) = 2.

2. If
k∏
i=1

ni is odd, then DR(Cn1� · · ·�Cnk
) =∞ and DG(Cn1� · · ·�Cnk

) = 2.

All these three results highly involve the so-called fiber-strategy for Gentle. Section 2
is devoted to the definition and the properties of this strategy.

2 Cartesian products of graphs and the fiber-strategy
In this section, we give the minimal background needed on Cartesian products and define
an efficient strategy for Gentle, the so-called fiber-strategy, based on the fibers structure of
Cartesian products of graphs. For more information on Cartesian product see [13].

2.1 Cartesian products of graphs

Let H and F be two connected relatively prime graphs. The vertices of H�F will be
denoted by (u, v), where u ∈ V (H) and v ∈ V (F ). An H-fiber is a subgraph of H�F
induced by all the vertices having the same second coordinate. We write Hv , where v ∈
V (F ), for the H-fiber induced by {(u, v)|u ∈ V (H)}. Similarly, we define Fu, with
u ∈ V (H). The H-fibers and the F -fibers are respectively isomorphic to H and F . The
automorphism group ofH�F is isomorphic to Aut(H)×Aut(F ). If σ is an automorphism
of H�F , it can be seen as a couple (ψ, φ), where ψ ∈ Aut(H) and φ ∈ Aut(F ). In that
case, σ((u, v)) = (ψ(u), φ(v)). Another important fact is that σ must send an H-fiber
to another H-fiber and the same for the F -fibers. More precisely, σ(Hv) = Hφ(v) and
σ(Fu) = Fψ(u). To show that a color preserving automorphism has to be the identity of
Aut(H�F ), we will mostly proceed as follows. First, we show that an H-fiber cannot be
sent to another one, which means that φ is the identity and σ fixes the H-fibers setwise.
Using these informations, we prove that ψ is also the identity.

2.2 Fiber-strategy

Now, we state some technical results about the fiber-strategy, a strategy that Gentle will
follow in almost all the proofs of our main results. In a game on H�F , with H nontrivial,
we say that Gentle follows the H-fiber-strategy if we are in one of the following two cases.

Case 0:

• |V (H)| is even and Rascal starts.

• When Rascal plays in an H-fiber, Gentle plays in the same H-fiber.

Case 1:
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• |V (H)| is odd.

• |V (F )| is even and Rascal starts or |V (F )| is odd and Gentle starts.

• When Rascal colors the first vertex of a totally uncolored H-fiber, Gentle colors the
first vertex of another such H-fiber.

• When Rascal colors a vertex in anH-fiber which already has a colored vertex, Gentle
colors a vertex in the same H-fiber.

The H-fiber strategy is always valid. In Case 0, the parity of each H-fiber ensures that
Rascal will always be the first to run out of moves in an H-fiber. Hence, Rascal is always
the first to play in each H-fiber. In Case 1, after Gentle’s move, there is always an even
number of remaining totally uncolored H-fibers. Hence, Rascal will always be the first to
run out of new totally uncolored H-fibers to play in.

The following properties are easy and given without proof. They are however funda-
mental to prove the results in the further sections.

Proposition 2.1. Assume that Gentle plays according to the H-fiber-strategy.

1. He will color the last vertex of each H-fiber.

2. In Case 0, Rascal will be the first to play in all the H-fibers. Then, Gentle will play
all the second moves in each H-fiber, Rascal will play all the third moves and so on.

3. In Case 1, Gentle will play the first in exactly
⌈
|V (H)|

2

⌉
different H-fibers. Then,

Rascal will play all the second moves in each H-fiber, Gentle will play all the third
moves and so on.

In Case 0, the moves in an H-fiber alternate exactly as in the game played only on H ,
when Rascal starts (see Fig. 1, whereRi andGi respectively denote the i-th move of Rascal
and Gentle). This property will be often used by Gentle to play in an H-fiber following a
winning strategy for the game on H . In Case 1, in an H-fiber where Gentle plays first, the
moves alternate as in the game played only on H , when Gentle starts. In an H-fiber where
Rascal plays first, the only difference is that he is going to play the two first moves in a row
(see Fig. 2, whereRi andGi have the same meaning as before). In that case the Lemma 2.2
could be useful. It says that for vertex transitive graphs, if you can win the game playing
first, then you can be a real gentleman and let your opponent play this first move.

Lemma 2.2. Assume H is vertex transitive. Then either all the first moves are winning for
the first player or they are all losing.

Proof. Assume there is u0 ∈ V (H) such that coloring u0 with 1 is a winning move for the
first player. We have to prove that for any v ∈ V (H), coloring v with 1 is also a winning
move. Let G be the game in which the first player has played the winning move u0 and
let G′ be the game in which his first move has been to color another vertex v0 with 1. Let
c and c′ be respectively the coloring built during the game G and G′. Since H is vertex
transitive, there exists σ ∈ Aut(H) such that σ(v0) = u0. The winning strategy for the
first player in G′ is defined by his winning strategy in G. When his opponent colors a
vertex w in the game G′, the first player imagines that his opponent has colored σ(w) in G
with the same color. There is a vertex w′ such that coloring w′ is a winning answer for the
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H

F R1

G1

R2

G2

R3

G3

R4

G4

R5

G5

Figure 1: How moves alternate in Case 0 of the H-fiber strategy (Rascal starts).

H

F G1

G3

R1 G2

R4

G5

R3

G4R2

Figure 2: How moves alternate in Case 1 of the H-fiber strategy (Gentle starts).

first player in G. In the game G′, the first player’s answer will be to color σ−1(w′) such
that c′(σ−1(w′)) = c(w′).

By assumption, the coloring c is a winning one for the first player. Moreover, for any
v ∈ V (H), c(v) = c′(σ(v)). Hence, an automorphism ψ preserves the coloring c if and
only if σ ◦ ψ ◦ σ−1 preserves the coloring c′. This shows that c′ is also a winning coloring
for the first player. In conclusion, if there is a winning move for the first player, then any
first move is a winning move for him.
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3 Cartesian products of complete graphs.
Our goal in this section is to prove Theorem 1.4 which asserts, under certain conditions on
their orders, that for two nontrivial connected graphs H and F that are relatively prime,
and of respective order n and m, at least one game distinguishing number of H�F is
finite. Except when both cardinalities are equal, it comes directly from the following the-
orem involving Cartesian products of complete graphs. Indeed, a distinguishing coloring
of Kn�Km is always a distinguishing coloring of H�F . In the first item of Theorem 1.4,
when both factors have the same even cardinality, the corresponding product of complete
graphs is not covered by the below result. But, we are in fact going to prove that Gen-
tle’s strategy breaks all automorphisms of the subgroup of Aut(Kn�Km) isomorphic to
Aut(Kn) × Aut(Km). A coloring which distinguishes this subgroup will always be a
distinguishing coloring of H�F , when the factors are relatively prime.

Theorem 3.1. Let n and m be two distinct natural numbers greater or equal to 2.

1. If n×m is even (resp. odd), then DG(Kn�Km) =∞ (resp. DR(Kn�Km) =∞).

2. If n is even, m 6= n and m ≥ n− 1, then DR(Kn�Km) ≤ m+ 1.

3. If n is odd, m is even and m ≥ 2n− 2, then DR(Kn�Km) ≤ m+ 1.

4. If n and m are odd and m ≥ 2n− 1, then DG(Kn�Km) ≤ m+ 1.

Proof. The first item is a straightforward application of Proposition 1.1. For the last items,
note that n 6= m. Hence, the two factors Kn and Km are relatively prime. The vertices of
Kn�Km are denoted by (i, j), with i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}. The meta-color
of a Kn-fiber is the list (c1, . . . , cm+1), where cl, with l ∈ {1, . . . ,m + 1}, is the number
of vertices in this fiber which are colored with the color l at the end of the game. An
important remark is that a color preserving automorphism also preserves the meta-colors
of the Kn-fibers.

We are going to prove the second statement. We have to give a winning strategy for
Gentle playing second with m + 1 colors. A proper edge coloring of Kn, with n − 1
colors gives n− 1 perfect matchings, whose union covers all the edges of Kn. We denote
these matchings by M1, . . . ,Mn−1. Gentle’s winning strategy is as follows. First of all,
he plays according to the Kn-fiber-strategy. If Rascal plays in one of the fibers Kj

n, with
j ∈ {1, . . . , n− 1}, Gentle plays with respect to the matching Mj . It means that if Rascal
colors the vertex (i, j), then Gentle colors the unique vertex (k, j) in Kj

n, such that ik is
an edge in the matching Mj . Otherwise, he plays as he wants with respect to the Kn-fiber-
strategy. See Fig. 3, where Ri and Gi respectively denote the i-th move of Rascal and
Gentle. Gentle chooses the colors as follows. First, he always plays a color different from
the one used by Rascal just before. Second, if he has to color the last vertex of a Kn-fiber,
he chooses the color in a way that the meta-color of this fiber is distinct from all the meta-
colors of the already totally colored Kn-fibers. He has at most m− 1 meta-colors to avoid.
It is always possible because he can choose among the m colors not used by Rascal just
before.

Let us prove now that this strategy yields a distinguishing coloring c. Applying the
above strategy, Gentle will color the last vertex of each Kn-fiber (see Proposition 2.1).
Hence, he controls the meta-color of all the Kn-fibers. They will all have a distinct meta-
color at the end of the game. Therefore, a color preserving automorphism σ cannot switch
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G3
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G7R8
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Figure 3: Playing according to the matchings in a K4-fiber strategy.

these fibers. It means that σ = (ψ, idKm
), where ψ ∈ Aut(Kn). Assume that ψ is not

the identity. There exists i ∈ {1, . . . , n}, such that ψ(i) 6= i. The edge ψ(i)i belongs to a
matching Mj , with j ∈ {1, . . . , n− 1}. Since Gentle has colored either (i, j) or (ψ(i), j),
these two vertices have not the same color. It shows that the automorphism (ψ, idKm) does
not preserve the coloring c. In conclusion, c is a distinguishing coloring.

We prove now the third item. The general ideas are similar as above, but since the Kn-
fibers have odd order, a matching does not cover all the vertices of Kn. Hence, if Rascal is
the first to play in a Kn-fiber, Gentle cannot immediately play with respect to a matching.
Since n is odd, we need n matchings to cover all the edges of Kn. Each matching does not
cover exactly one vertex and this uncovered vertex is distinct for each of them. We denote
by Mj , with j ∈ {1, . . . , n}, the matching which does not cover the vertex j. Without
lost of generality, we assume that Rascal’s first move is to color the vertex (1, 1) in K1

n.
Gentle will again follow a Kn-fiber strategy. Hence, he will be the first to color a vertex in
exactly m

2 different Kn-fibers, say K2
n, . . . ,K

m
2 +1
n . When Gentle colors a vertex of Kj

n,
with j ∈ {1, . . . , m2 + 1}, if it is the first vertex of Kj

n to be colored, he chooses the vertex
(j, j). Otherwise, he plays with respect to the matching Mj . When the fiber-strategy leads
him to play in other Kn-fibers, he plays wherever he wants with respect to the Kn-fiber
strategy. For the choice of the colors, he plays as in the previous strategy. The proof that
the coloring built during the game is distinguishing is exactly the same. Just note that by
hypothesis, m

2 + 1 ≥ n. Hence, Gentle has enough Kn-fibers to use the n matchings
needed to cover all the edges of Kn.

The proof of the last item is the same as for the previous one. Because Gentle starts, he
will be the first to play in m+1

2 different Kn-fibers, which is by hypothesis greater or equal
to n.
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For K2�Km, we can compute the exact value of DR. For m ∈ {2, 3, 4}, it is shown
in [11] that DR(K2�Km) = 3. For m ≥ 5, we are going to prove that we need exactly m
colors. Then, the bound obtained above is close to be tight.

Let c be a coloring of K2�Km, with m ≥ 5. We say that two distinct K2-fibers, Ki
2

and Kj
2 are colored the same if c(Ki

2) = c(Kj
2). If we have also c((i, 1)) = c((j, 1)), we

say that the two fibers are strictly colored the same.

Proposition 3.2. If m ≥ 5, then DR(K2�Km) = m.

Proof. First, we show that with m distinct colors Gentle has a winning strategy. Recall
that Rascal starts. When Rascal plays in a K2-fiber, Gentle answers by coloring the second
vertex of this K2-fiber. That means he plays according to a K2-fiber strategy. He colors
in a way that the new colored K2-fiber is not colored the same as another K2-fiber already
colored before. This is always possible, because there are at mostm−1 differentK2-fibers
colored before and Gentle can use m colors. Moreover, he can ensure that at least one K2-
fiber is not monochromatic. Let us prove now that this strategy yields a distinguishing
coloring. Assume σ is a color preserving automorphism. Then σ(Ki

2) = Ki
2, for all

i ∈ {1, . . . ,m}. But, there is at least one bi-chromatic K2-fiber. Hence, σ must also fix
this K2-fiber pointwise. Therefore, σ has to fix all the K2-fibers pointwise. In conclusion,
σ is the identity.

It remains to prove that Rascal has a winning strategy, if strictly less than m colors are
allowed during the game. Remark that, if two distinct K2-fibers, Ki

2 and Kj
2 are strictly

colored the same at any moment in the game, then Rascal wins. Indeed, there is an au-
tomorphism σ such that σ((i, 1)) = (j, 1), σ((i, 2)) = (j, 2) and σ fixes all the other
vertices.
Rascal starts by coloring (1, 1) with 1. There are two cases.
Case 1: Gentle colors the vertex (1, 2).
Rascal answers by coloring (2, 1) with 1. If Gentle colors a vertex different than (2, 2),
Rascal wins at his next turn by coloring (2, 2) with the same color as (1, 2). So, we can
suppose that Gentle colors (2, 2). Turn by turn, this shows that Rascal can color all the
vertices of the form (i, 1) with the color 1, and that Gentle is forced to color only the
vertices of the form (i, 2). Since Gentle has strictly less than m colors at his disposal, there
are two vertices (i0, 2), (j0, 2), which receive the same color. Hence, the two K2-fibers,
Ki0

2 and Kj0
2 will be strictly colored the same and Rascal will win.

Case 2: Gentle first move is to color the vertex (2, x), with x ∈ {1, 2}.
Rascal answers by coloring with 1 the vertex (3, 1). Now, if Gentle plays in K1

2 or K3
2 ,

Rascal wins because he can play such that K1
2 and K3

2 are strictly colored the same. Sup-
pose that Gentle plays a vertex which is not in K1

2 or K3
2 . Since m ≥ 5, at least one vertex

in the fiber K1
m is still uncolored, say (5, 1). Rascal replies by coloring this vertex with 1.

The vertices (1, 2), (3, 2) and (5, 2) are still uncolored. Rascal can ensure that at least two
of the three K2-fibers, K1

2 , K3
2 and K5

2 are strictly colored the same. Indeed, if Gentle is
the first to color one of these three uncolored vertices, Rascal copies this color in one of the
two remaining vertices. Otherwise, he will be able to decide the coloring of two of them.
In conclusion, Rascal will also win in this second case.

Of course, Theorem 3.1 does not cover all possibilities. We did not manage to prove that
in the remaining cases the invariants are finite. But we know that theKn-fiber strategy used
above by Gentle will fail in these cases. More precisely, we have the following proposition.
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Proposition 3.3. Let n andm be two distinct natural numbers at least equal to 2. Whatever
the number of colors is allowed, if Gentle follows a Kn-fiber strategy on Kn�Km, he
looses in both of the following cases:

• Rascal starts, n is odd, m is even and m < 2n− 2,

• Gentle starts, n and m are odd and m < 2n− 1.

Proof. We prove the first statement. The second can be proved in exactly the same way.
Rascal’s winning strategy is to create two Km-fibers, say K1

m and Kn
m, which are strictly

colored the same. More precisely, if u ∈ K1
m and v ∈ Kn

m are in the same Kn-fiber then
they share the same color. In that case, the automorphism which only permutes K1

m and
Kn
m is a color preserving automorphism.

Rascal proceeds as follows. He plays his m
2 first moves in the same Km-fiber, say K1

m.
Since Gentle plays according to a Kn-fiber strategy, at the end of the (m2 )th turn of Gentle
eachKn-fiber has exactly one colored vertex. Thesem first moves are called the first phase
of the game. Let k be the number of uncolored vertices in K1

m at the end of this first phase.
We have: 0 ≤ k ≤ m

2 (k could be equal to 0, if Gentle has only played in K1
m during

the first phase). The forthcoming k moves of Rascal and k moves of Gentle will be called
the second phase of the game. In this phase, when Rascal plays in a Kn-fiber, Gentle has
to answer by a move in this same Kn-fiber. Hence, Rascal can play all the k remaining
uncolored vertices of K1

m. Let u be such a vertex. There is a unique vertex v in the same
Kn-fiber than u, which is already colored (this vertex has been colored by Gentle during
the first phase). Rascal copies the color of v to color u. During this second part of the game,
Gentle has played in at most k distinct Km-fibers. Since m < 2n − 2, then k < n − 1.
Hence, there exists a Km-fiber, say Kn

m, in which Gentle has not played during this second
phase. In Kn

m, there is at most one colored vertex, say w. In that case, w has been colored
by Gentle during the first phase of the game. This vertex w shares the same color as the
vertex ofK1

m, which is in the sameKn-fiber (this vertex has been colored by Rascal during
the second phase). Therefore, Rascal can now color all the uncolored vertices of Kn

m, such
that K1

m and Kn
m are strictly colored the same.

4 Cartesian products of involutive graphs.
In this section, we study the game distinguishing numbers of Cartesian products of involu-
tive graphs and prove Theorem 1.5. The class of involutive graphs has been introduced in
[11]. It contains graphs like even cycles, hypercubes or more generally diametrical graphs
and even graphs (see [9]). Let us recall the definition. An involutive graph H is a graph
such that there exists an involution, bar : V (H) → V (H), which commutes with all
automorphisms and has no fixed point. In other words:

• for every u ∈ V (H), we have u = u and u 6= u,

• for every σ ∈ Aut(H) and every u ∈ V (H), we have σ(u) = σ(u).

The set {u, u} will be called a block. An important remark is that an automorphism of an
involutive graph has to map a block to a block. In other words, there is a natural action of
the automorphism group on the set of blocks. We introduce the following concepts, which
are going to play a similar role as the meta-colors used in Section 3.

If H is an involutive graph and c is a vertex-coloring with d colors, then the type t of a
block {u, u} is defined by:
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t({u, u}) =

{
c(u)− c(u) mod d if c(u)− c(u) mod d ∈ {0, . . . , bd2c}
c(u)− c(u) mod d otherwise.

The block-list of H , Lc(H) is the list (n0, . . . , nb d2 c
) of length bd2c + 1, where ni, with

i ∈ {0, . . . , bd2c}, is the number of blocks of type i, according to the coloring c. Note that,
if σ is an automorphism of H , then t(σ({u, ū})) = t({u, ū}) and Lc(σ(H)) = Lc(H).

Assume now that H is a connected involutive graph and F is a connected graph rel-
atively prime to H . The following proposition asserts that if the classical distinguishing
number of F is not too big, then DR(H�F ) is bounded above by DR(H). Theorem 1.5
will be a straightforward application of this result.

Theorem 4.1. Let H be a connected involutive graph. Assume that Gentle has a winning
strategy playing second on H , with d ≥ DR(H) colors. Moreover, this strategy yields
colorings, whose block-list is in a fixed set L .

If F is a connected graph relatively prime toH , withD(F ) ≤
( |V (H)|

2 + bd2c
bd2c

)
−|L|+1,

then DR(H�F ) ≤ d.

Proof. We have to give a Gentle winning strategy with d colors, assuming Rascal starts.
The coloring obtained at the end of the game will be denoted by c.

First of all, Gentle will follow an H-fiber strategy. Note that |V (H)| is even. Hence,
we are in Case 0 of this strategy. Let (u1, v1) be the first vertex ofH�F colored by Rascal.
Gentle imagines a distinguishing coloring c′ of F with D(F ) colors. When Gentle has to
play in the fiberHv1 , he chooses the vertex and the color according to a winning strategy in
H . This is possible, because Gentle’s moves and Rascal’s moves in Hv1 alternate like the
moves in a game played only on H , when Rascal starts (see Proposition 2.1). Moreover,
d ≥ DR(H) by hypothesis. In the other H-fibers, when Rascal plays the vertex (u, v),
Gentle answers by coloring the vertex (u, v). In this way, Gentle will be able to control the
block-list of these fibers. More precisely, he chooses the colors such that:

(†) for every v, w ∈ V (F ), Lc(H
v) = Lc(H

w) if c′(v) = c′(w).

This is possible if there exists at least (D(F ) − 1) + |L| distinct possible block-lists. In-
deed, Gentle cannot control in advance the block-list of the fiber Hv1 . By hypothesis, we
only know that this block-list will belong to L. Hence, |L| kinds of block-list are used
to stand for the imaginary color c′(v1). Finally, with (D(F ) − 1) + |L| possible block-
lists, Gentle has enough possibilities to associate distinct block-lists to distinct colors of
the coloring c′. The number of block-lists is the number of weak compositions of |V (H)|

2

(the number of blocks) into bd2c + 1 natural numbers (the number of block types). So,

there are
( |V (H)|

2 + bd2c
bd2c

)
kinds of block-lists, which is by hypothesis greater or equal

to (D(F )− 1) + |L|.
Now, we prove that the coloring obtained with this strategy is distinguishing. Assume

σ is a color preserving automorphism. We have σ = (ψ, φ), where ψ ∈ Aut(H) and
φ ∈ Aut(F ). This automorphism maps blocks in Hv to blocks in Hφ(v), for any v ∈
V (F ). Hence, the automorphism φ preserves the block-lists of the H-fibers: Lc(Hv) =
Lc(H

φ(v)), for all v ∈ V (F ). By condition (†), this automorphism preserves also the
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distinguishing coloring c′ of F . Hence, φ is the identity of Aut(F ). This implies that
σ(Hv1) = Hv1 . But the coloring of this H-fiber is obtained by following a winning
strategy for Gentle in the game on H . Therefore, ψ is the identity of H . In conclusion, σ
is trivial and the coloring c is distinguishing.

Theorem 1.5 is a straightforward application of the above result for two reasons. First,
we know that for an involutive graph H , we have DR(H) ≤ D2(H) + D(H) − 2 (see
Theorem 1.3). Moreover, with D2(H) +D(H)− 2 colors, Gentle has a winning strategy
such that he knows exactly the block-list he will get at the end of the game (see the proof
of Theorem 1.6 in [11]). It means, with the notation of the above theorem, that L is just a
singleton.

5 Cartesian products of cycles
In this final section, we give a proof of Theorem 1.6. Note that proving the statement about
the infinity of the invariants is a straightforward application of Proposition 1.1. For the
cycle Cn of order n ≥ 3, we set V (Cn) = {1, . . . , n} and E(Cn) = {ij | |i − j| =
1 mod n, i, j ∈ V (Cn)}. We begin with toroidal grids of even order. Since even cycles
are involutive graphs the first proposition is a direct corollary of Theorem 4.1.

Proposition 5.1. Let n and m be two distinct natural numbers greater or equal to 3. If n
is even and n ≥ 8, then DR(Cn�Cm) = 2.

Proof. In [11, Proposition 4.1], the winning strategy used by Gentle with two colors leads
to exactly three bi-chromatic blocks, when n ≥ 12. To show that DR(C8) = DR(C10) =
2, they used an exhaustive computer check. This computing also gives that there is a
Gentle’s winning strategy which leads to one or three bi-chromatic blocks if n = 8,
and to one or four bi-chromatic blocks if n = 10. Therefore, with the same notation
as in Theorem 4.1, we have |L| ≤ 2. For all m ≥ 3, we have D(Cm) ≤ 3. Thus,

we have D(Cm) ≤
(

n+2
2
1

)
− 2 + 1, and we can directly apply Theorem 4.1 to get

DR(Cn�Cm) = 2.

Proposition 5.2. Let n be in {4, 6} and F a connected graph relatively prime to Cn, with
at least three vertices. If D(F ) ≤ 3, then DR(Cn�F ) = 2.

Proof. Let n ∈ {4, 6}. We denote by c the coloring built during the game. We have to give
a winning strategy for Gentle with 2 colors. Gentle plays according to a Cn-fiber strategy
and uses the block-lists as meta-colors. Here, the problem is that DR(Cn) = 3. Gentle
fancies a distinguishing coloring c′ of F , where the three colors are really used. As in
Theorem 4.1, Gentle can control the block-list of the Cn-fibers such that:

for every v ∈ V (F ), Lc(C
v
n) =


(n, 0) if c′(v) = 1,

(n− 1, 1) if c′(v) = 2,

(n− 2, 2) if c′(v) = 3.

Moreover, for v ∈ V (F ), if Lc(Cvn) must be equal to (n−1, 1) or (n−2, 2), he plays such
that the block {(1, v), (n/2, v} is of type 1.

Now, we prove that the coloring c is distinguishing. Assume σ is a color preserving
automorphism. We have σ = (ψ, φ), where ψ ∈ Aut(Cn) and φ ∈ Aut(F ). For all
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v ∈ V (F ), Lc(Cvn) = Lc(C
φ(v)
n ). Hence, for all v ∈ V (F ), c′(v) = c′(φ(v)). Since c′ is a

distinguishing coloring of F , we get that φ is trivial. Hence, σ fixes the Cn-fibers setwise.
Since there is at least one Cn-fiber with block-list (n − 1, 1), ψ must be the symmetry ∆
of axes (1, n2 ) or the identity. But ∆ does not preserve the coloring in the Cn-fibers, whose
block-list is (n − 2, 2). Indeed, in such a fiber, one of the block of type 1 is stable under
∆. The other block of type 1 is sent by ∆ to a block of type 0 or switched to itself. In both
cases, it breaks the coloring. In conclusion, ψ is the identity and so is σ.

This result directly implies the following corollary.

Corollary 5.3. Let m be an integer greater or equal to 3.

1. If m 6= 6, then DR(C6�Cm) = 2.

2. If m 6= 4, then DR(C4�Cm) = 2.

The following proposition gives a general upper bound, when one factor has distin-
guishing number less or equal to 2. A corollary of this result is the case where both factors
have odd cardinality and at least one of them is not prime.

Proposition 5.4. Let H and F be two connected relatively prime graphs. Assume H is
vertex transitive, D(H) ≥ 2 and D(F ) ≤ 2.

1. If |V (H)| and |V (F )| are odd, then DG(H�F ) ≤ DG(H).

2. If |V (H)| is odd and |V (F )| is even, then DR(H�F ) ≤ DG(H).

3. If |V (H)| is even, then DR(H�F ) ≤ DR(H).

Proof. We prove the first statement. Let c be the coloring built during the game. For each
H-fiber Hv , with v ∈ V (F ), we define:

p(Hv) =

{
1 if |{u ∈ Hv|c((u, v)) = 1}| is odd
2 otherwise.

We have to define a Gentle’s winning strategy with DG(H) colors. Gentle is going to play
according to an H-fiber strategy. Note that we are in Case 1 of this strategy. In the H-
fibers, where Gentle is the first to play, the moves alternate exactly as in a game played
only on H , with Gentle playing first (see Proposition 2.1). In the other H-fibers, it is also
the case, except for the first move which is played by Rascal. In other words, Rascal will
play the two first moves in a row in theseH-fibers. SinceH is vertex transitive, we assume,
by Lemma 2.2, that Gentle has played first also in these H-fibers. Therefore, Gentle can
play following a winning strategy for H in each H-fiber. He plays like this as long as one
H-fiber is totally colored, say Hv0 . Now, he fancies a distinguishing coloring c′ of F such
that c′(v0) = p(Hv0). For the later moves, he plays such that:

(‡) for every v ∈ V (F ), c′(v) = p(Hv).

Since he follows anH-fiber strategy, we recall that he is going to play the last move in each
H-fiber. Hence, he is able to decide the parity of the number of vertices colored with 1 in
each of them.



52 Ars Math. Contemp. 14 (2018) 39–54

Let us prove now that the coloring c is distinguishing. Let σ be a color preserving
automorphism. For all v ∈ V (F ), we have p(σ(Hv)) = p(Hv). Since c′ is a distinguishing
coloring of F , it implies, by (‡), that σ fixes the H-fibers setwise. Therefore, σ(Hv0) =
Hv0 . But the coloring on this H-fiber is obtained by following a winning strategy on H .
Then, Hv0 must be fixed pointwise by σ. In conclusion, σ is the identity.

For the two remaining statements, the proof is almost the same. The only difference is
that for the third item, we are in Case 0 of the H-fiber strategy.

Corollary 5.5. Let n and m be two distinct odd natural numbers greater or equal to 3. If
n is not prime and m ≥ 7, then DG(Cn�Cm) = 2.

Proof. Under the hypothesis of the corollary, we have DG(Cn) = 2 and D(Cm) = 2.
Thus, this is a straightforward application of Proposition 5.4.

With the previous results, we are able to compute the distinguishing numbers of the
toroidal grid Cn�Cm, except for the following cases:

• C3�Cm, with m 6= 3 and m odd,

• C5�Cm, with m 6= 5 and m odd,

• Cn�Cm, with n 6= m, n and m odd and prime.

To settle this remaining cases, we state the following proposition.

Proposition 5.6. Let n and m be two two distinct odd natural numbers greater or equal to
3. If n is prime and m ≥ 7, then DG(Cn�Cm) = 2.

Proof. Let c be the coloring built during the game. For each Cn-fiber Cjn, with j ∈
{1, . . . ,m}, we define:

p(Cjn) =

{
1 if |{i ∈ Cjn|c((i, j)) = 1}| is odd
2 otherwise.

Let M1, M2 and M3 be three maximum matchings of Cn, whose union covers E(Cn). Let
v1, v2 and v3 be the only vertices of Cn, which are respectively not covered by M1, M2

and M3. Let c′ be a distinguishing coloring of Cm, with 2 colors. Such a coloring exists
because m > 5.

We have to outline a Gentle’s winning strategy with 2 colors. He is going to follow a
Cn-fiber strategy. Since m ≥ 7, there are at least three distinct Cn-fibers, Cj1n , C

j2
n , C

j3
n ,

with j1, j2, j3 ∈ {1, . . . ,m}, where Gentle is the first to play. The first vertex that Gentle
is going to color in Cjkn , with k ∈ {1, 2, 3} is (vk, jk). He colors it such that c((vk, jk)) =
c′(jk). In the other Cn-fibers, where he is the first to play, the first vertex he chooses and
the color he uses do not matter. For the later moves in Cjkn , he will choose the vertices with
respect to the matchingMk. Moreover, he uses a color distinct from the one used by Rascal
just before. In this way, the parity of the number of vertices in Cjkn colored with 1 only
depends on c((vk, jk)). Hence p(Cjkn ) = c((vk, jk)) = c′(jk), for k ∈ {1, 2, 3}. For the
moves in Cjn, with j 6∈ {j1, j2, j3}, Gentle plays whatever he wants, except when he colors
the last vertex of the Cn-fiber. In that case, he chooses the color such that p(Cjn) = c′(j).

We prove now that c is distinguishing. Let σ be a color preserving automorphism.
For all the Cn-fibers, we have p(Cjn) = c′(j). Since c′ is a distinguishing coloring of
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Cm, the automorphism σ fixes the Cn-fibers setwise. Thus, we have σ = (ψ, id), with
ψ ∈ Aut(Cn). Since n is prime, any nontrivial rotation acts transitively on a Cn-fiber. As
at least one such fiber is not monochromatic, ψ could not be a nontrivial rotation. On the
other hand, if ψ is an axial symmetry, since n is odd, there is an edge e ∈ E(Cn) such that
ψ(e) = e. This edge belongs to one of the three matchings, say M1. Gentle has played
such that in Cj1n , the edge corresponding to e is not monochromatic. Therefore ψ cannot
preserve the coloring. In conclusion, ψ must be the identity and so is σ.

We are now ready to prove Theorem 1.6.

Proof of Theorem 1.6. Let n1, . . . , nk, with k ≥ 2, be k distinct numbers greater or

equal to 3. If
k∏
i=1

ni is even (resp. odd), we have to prove that DR(Cn1� · · ·�Cnk
) = 2

(resp. DG(Cn1� · · ·�Cnk
) = 2). If k = 2, this is a consequence of Propositions 5.1

and 5.6 and Corollaries 5.3 and 5.5, except for C3�C5. An exhaustive computer check
proves that in that case two colors are also enough. For k ≥ 3, we proceed by induction.
If we are not dealing with C3�C4�C5, we can assume that nk ≥ 6. Hence, D(Cnk

) = 2
and by induction DR(Cn1

� · · ·�Cnk−1
) = 2 or DG(Cn1

� · · ·�Cnk−1
) = 2, depending

on the parity. Finally, we apply Proposition 5.4, with H = Cn1� · · ·�Cnk−1
and F =

Cnk
, to get the expected results. For C3�C4�C5, we apply Proposition 5.2 to show that

DR(C3�C4�C5) = 2.

Corollary 5.7. Let n1, . . . , nk be k distinct natural numbers greater or equal to 2.

1. If
k∏
i=1

ni is even, then DG(Pn1
� · · ·�Pnk

) =∞ and DR(Pn1
� · · ·�Pnk

) = 2.

2. If
k∏
i=1

ni is odd, then DR(Pn1
� · · ·�Pnk

) =∞ and DG(Pn1
� · · ·�Pnk

) = 2.

Proof. If k = 1, we easily have DR(Pn) = 2, when n is even and DG(Pn) = 2, when n is
odd (see [11]). If k ≥ 2 and ni ≥ 3, for all i ∈ {1, . . . , k}, then it is a straightforward con-
sequence of Theorem 1.6. Indeed, in this case, a distinguishing coloring of Cn1

� · · ·�Cnk

is also a distinguishing coloring of Pn1� · · ·�Pnk
. If one factor, say Pn1 is isomorphic to

P2, then we can apply Proposition 5.4, with H = Pn1 and F = Pn2� · · ·�Pnk
. Hence,

D(Pn2
� · · ·�Pnk

) = 2 (the only Cartesian products of paths for which it is not true are
P2�P2 and P2�P2�P2 , with D(P2�P2) = D(P2�P2�P2) = 3).
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Abstract

We describe the Bockting operator ψ for a tridiagonal pair of q-Racah type, in terms of
a certain L-operator for the quantum loop algebra Uq(L(sl2)).

Keywords: Bockting operator, tridiagonal pair, Leonard pair.

Math. Subj. Class.: 17B37, 15A21

1 Introduction
In the theory of quantum groups there exists the concept of an L-operator; this was in-
troduced in [20] to obtain solutions for the Yang-Baxter equation. In linear algebra there
exists the concept of a tridiagonal pair; this was introduced in [13] to describe the irre-
ducible modules for the subconstituent algebra of a Q-polynomial distance-regular graph.
Recently some authors have connected the two concepts. In [1], [4] Pascal Baseilhac and
Kozo Koizumi use L-operators for the quantum loop algebra Uq(L(sl2)) to construct a
family of finite-dimensional modules for the q-Onsager algebra Oq; see [2, 3, 5, ?] for re-
lated work. A finite-dimensional irreducible Oq-module is essentially the same thing as a
tridiagonal pair of q-Racah type [?, Section 12], [23, Section 3]. In [22, Section 9], Kei
Miki uses similar L-operators to describe how Uq(L(sl2)) is related to the q-tetrahedron
algebra �q . A finite-dimensional irreducible �q-module is essentially the same thing as a
tridiagonal pair of q-geometric type [16, Theorem 2.7], [14, Theorems 10.3, 10.4]. Follow-
ing Baseilhac, Koizumi, and Miki, in the present paper we use L-operators for Uq(L(sl2))
to describe the Bockting operator ψ associated with a tridiagonal pair of q-Racah type. Be-
fore going into detail, we recall some notation and basic concepts. Throughout this paper
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F denotes a field. Let V denote a vector space over F with finite positive dimension. For
an F-linear map A : V → V and a subspace W ⊆ V , we say that W is an eigenspace of A
whenever W 6= 0 and there exists θ ∈ F such that W = {v ∈ V |Av = θv}; in this case θ
is called the eigenvalue ofA associated withW . We say thatA is diagonalizable whenever
V is spanned by the eigenspaces of A.

Definition 1.1. (See [13, Definition 1.1].) Let V denote a vector space over F with finite
positive dimension. By a tridiagonal pair (or TD pair) on V we mean an ordered pair of
F-linear maps A : V → V and A∗ : V → V that satisfy the following four conditions:

(i) Each of A,A∗ is diagonalizable.

(ii) There exists an ordering {Vi}di=0 of the eigenspaces of A such that

A∗Vi ⊆ Vi−1 + Vi + Vi+1 (0 ≤ i ≤ d), (1.1)

where V−1 = 0 and Vd+1 = 0.

(iii) There exists an ordering {V ∗i }δi=0 of the eigenspaces of A∗ such that

AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 (0 ≤ i ≤ δ), (1.2)

where V ∗−1 = 0 and V ∗δ+1 = 0.

(iv) There does not exist a subspace W ⊆ V such that AW ⊆ W , A∗W ⊆ W , W 6= 0,
W 6= V .

We refer the reader to [12, 13, 17] for background on TD pairs, and here mention only a few
essential points. LetA,A∗ denote a TD pair on V , as in Definition 1.1. By [13, Lemma 4.5]
the integers d and δ from (1.1) and (1.2) are equal; we call this common value the diameter
of A,A∗. An ordering of the eigenspaces for A (resp. A∗) is called standard whenever
it satisfies (1.1) (resp. (1.2)). Let {Vi}di=0 denote a standard ordering of the eigenspaces
of A. By [13, Lemma 2.4] the ordering {Vd−i}di=0 is standard and no further ordering is
standard. A similar result holds for the eigenspaces of A∗. Until the end of this section
fix a standard ordering {Vi}di=0 (resp. {V ∗i }di=0) of the eigenspaces for A (resp. A∗). For
0 ≤ i ≤ d let θi (resp. θ∗i ) denote the eigenvalue of A (resp. A∗) for the eigenspace Vi
(resp. V ∗i ). By construction {θi}di=0 are mutually distinct and contained in F. Moreover
{θ∗i }di=0 are mutually distinct and contained in F. By [13, Theorem 11.1] the expressions

θi−2 − θi+1

θi−1 − θi
θ∗i−2 − θ∗i+1

θ∗i−1 − θ∗i
are equal and independent of i for 2 ≤ i ≤ d − 1. For this constraint the solutions can be
given in closed form [13, Theorem 11.2]. The “most general” solution is called q-Racah,
and will be described shortly.

We now recall the split decomposition [13, Section 4]. For 0 ≤ i ≤ d define

Ui = (V ∗0 + V ∗1 + · · ·+ V ∗i ) ∩ (V0 + V1 + · · ·+ Vd−i).

For notational convenience define U−1 = 0 and Ud+1 = 0. By [13, Theorem 4.6] the sum
V =

∑d
i=0 Ui is direct. By [13, Theorem 4.6] both

U0 + U1 + · · ·+ Ui = V ∗0 + V ∗1 + · · ·+ V ∗i ,

Ui + Ui+1 + · · ·+ Ud = V0 + V1 + · · ·+ Vd−i
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for 0 ≤ i ≤ d. Let I : V → V denote the identity map. By [13, Theorem 4.6] both

(A− θd−iI)Ui ⊆ Ui+1, (A∗ − θ∗i I)Ui ⊆ Ui−1 (1.3)

for 0 ≤ i ≤ d.

We now describe the q-Racah case. Pick a nonzero q ∈ F such that q4 6= 1. We say that
A,A∗ has q-Racah type whenever there exist nonzero a, b ∈ F such that both

θi = aq2i−d + a−1qd−2i, θ∗i = bq2i−d + b−1qd−2i (1.4)

for 0 ≤ i ≤ d. For the rest of this section assume that A,A∗ has q-Racah type. For
1 ≤ i ≤ d we have q2i 6= 1; otherwise θi = θ0. Define an F-linear map K : V → V such
that for 0 ≤ i ≤ d, Ui is an eigenspace of K with eigenvalue qd−2i. Thus

(K − qd−2iI)Ui = 0 (0 ≤ i ≤ d). (1.5)

Note that K is invertible. For 0 ≤ i ≤ d the following holds on Ui:

aK + a−1K−1 = θd−iI. (1.6)

Define an F-linear map R : V → V such that for 0 ≤ i ≤ d, R acts on Ui as A − θd−iI .
By (1.6),

A = aK + a−1K−1 +R. (1.7)

By the equation on the left in (1.3),

RUi ⊆ Ui+1 (0 ≤ i ≤ d). (1.8)

We now recall the Bockting operator ψ. By [8, Lemma 5.7] there exists a unique F-linear
map ψ : V → V such that both

ψUi ⊆ Ui−1 (0 ≤ i ≤ d), (1.9)
ψR−Rψ = (q − q−1)(K −K−1). (1.10)

The known properties of ψ are described in [7, 8, ?]. Suppose we are given A,A∗, R,K
in matrix form, and wish to obtain ψ in matrix form. This can be done using (1.8), (1.9),
(1.10) and induction on i. The calculation can be tedious, so one desires a more explicit
description of ψ. In the present paper we give an explicit description of ψ, in terms of a
certain L-operator for Uq(L(sl2)). According to this description, ψ is equal to −a times
the ratio of two components for the L-operator. Theorem 5.4 is our main result.

The paper is organized as follows. In Section 2 we review the algebra Uq(L(sl2)) in its
Chevalley presentation. In Section 3 we recall the equitable presentation for Uq(L(sl2)).
In Section 4 we discuss some L-operators for Uq(L(sl2)). In Section 5 we use these L-
operators to describe ψ.
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2 The quantum loop algebra Uq(L(sl2))

Recall the integers Z = {0,±1,±2, . . .} and natural numbers N = {0, 1, 2, . . .}. We will
be discussing algebras. An algebra is meant to be associative and have a 1. Recall the field
F. Until the end of Section 4, fix a nonzero q ∈ F such that q2 6= 1. Define

[n]q =
qn − q−n

q − q−1
n ∈ Z.

All tensor products are meant to be over F.

Definition 2.1. (See [10, Section 3.3].) Let Uq(L(sl2)) denote the F-algebra with genera-
tors Ei, Fi,K±1

i (i ∈ {0, 1}) and relations

KiK
−1
i = 1, K−1

i Ki = 1,

K0K1 = 1, K1K0 = 1,

KiEi = q2EiKi, KiFi = q−2FiKi,

KiEj = q−2EjKi, KiFj = q2FjKi, i 6= j,

EiFj − FjEi = δi,j
Ki −K−1

i

q − q−1
,

E3
i Ej − [3]qE

2
i EjEi + [3]qEiEjE

2
i − EjE3

i = 0, i 6= j,

F 3
i Fj − [3]qF

2
i FjFi + [3]qFiFjF

2
i − FjF 3

i = 0, i 6= j.

We call Ei, Fi,K±1
i the Chevalley generators for Uq(L(sl2)).

Lemma 2.2. (See [18, p. 35].) We turn Uq(L(sl2)) into a Hopf algebra as follows. The
coproduct ∆ satisfies

∆(Ki) = Ki ⊗Ki, ∆(K−1
i ) = K−1

i ⊗K
−1
i ,

∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗K−1
i .

The counit ε satisfies

ε(Ki) = 1, ε(K−1
i ) = 1, ε(Ei) = 0, ε(Fi) = 0.

The antipode S satisfies

S(Ki) = K−1
i , S(K−1

i ) = Ki, S(Ei) = −K−1
i Ei, S(Fi) = −FiKi.

We now discuss the Uq(L(sl2))-modules.

Lemma 2.3. (See [10, Section 4].) There exists a family of Uq(L(sl2))-modules

V(d, t) 0 6= d ∈ N, 0 6= t ∈ F (2.1)

with this property: V(d, t) has a basis {vi}di=0 such that

K1vi = qd−2ivi (0 ≤ i ≤ d),

E1vi = [d− i+ 1]qvi−1 (1 ≤ i ≤ d), E1v0 = 0,

F1vi = [i+ 1]qvi+1 (0 ≤ i ≤ d− 1), F1vd = 0,

K0vi = q2i−dvi (0 ≤ i ≤ d),

E0vi = t[i+ 1]qvi+1 (0 ≤ i ≤ d− 1), E0vd = 0,

F0vi = t−1[d− i+ 1]qvi−1 (1 ≤ i ≤ d), F0v0 = 0.

The module V(d, t) is irreducible provided that q2i 6= 1 for 1 ≤ i ≤ d.
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Definition 2.4. Referring to Lemma 2.3, we call V(d, t) an evaluation module for
Uq(L(sl2)). We call d the diameter. We call t the evaluation parameter.

Example 2.5. For 0 6= t ∈ F the Uq(L(sl2))-module V(1, t) is described as follows.
With respect to the basis v0, v1 from Lemma 2.3, the matrices representing the Chevalley
generators are

E1 :

(
0 1
0 0

)
, F1 :

(
0 0
1 0

)
, K1 :

(
q 0
0 q−1

)
,

E0 :

(
0 0
t 0

)
, F0 :

(
0 t−1

0 0

)
, K0 :

(
q−1 0
0 q

)
.

Lemma 2.6. (See [19, p. 58].) Let U and V denote Uq(L(sl2))-modules. Then U ⊗ V
becomes a Uq(L(sl2))-module as follows. For u ∈ U and v ∈ V ,

Ki(u⊗ v) = Ki(u)⊗Ki(v),

K−1
i (u⊗ v) = K−1

i (u)⊗K−1
i (v),

Ei(u⊗ v) = Ei(u)⊗ v +Ki(u)⊗ Ei(v),

Fi(u⊗ v) = u⊗ Fi(v) + Fi(u)⊗K−1
i (v).

Definition 2.7. (See [11, p. 110].) Up to isomorphism, there exists a unique Uq(L(sl2))-
module of dimension 1 on which each u ∈ Uq(L(sl2)) acts as ε(u)I , where ε is from
Lemma 2.2. This Uq(L(sl2))-module is said to be trivial.

Proposition 2.8. (See [22, Theorem 3.2].) Assume that F is algebraically closed with
characteristic zero, and q is not a root of unity. Let V denote a nontrivial finite-dimensional
irreducible Uq(L(sl2))-module on which each eigenvalue of K1 is an integral power of q.
Then V is isomorphic to a tensor product of evaluation Uq(L(sl2))-modules.

3 The equitable presentation for Uq(L(sl2))

In this section we recall the equitable presentation for Uq(L(sl2)). Let Z4 = Z/4Z denote
the cyclic group of order 4. In a moment we will discuss some objects Xij . The subscripts
i, j are meant to be in Z4.

Lemma 3.1. (See [15, Theorem 2.1], [22, Proposition 4.2].) The algebra Uq(L(sl2)) has
a presentation by generators

X01, X12, X23, X30, X13, X31 (3.1)

and the following relations:

X13X31 = 1, X31X13 = 1,
qX01X12 − q−1X12X01

q − q−1
= 1,

qX12X23 − q−1X23X12

q − q−1
= 1,

qX23X30 − q−1X30X23

q − q−1
= 1,

qX30X01 − q−1X01X30

q − q−1
= 1,

qX01X13 − q−1X13X01

q − q−1
= 1,

qX31X12 − q−1X12X31

q − q−1
= 1,

qX23X31 − q−1X31X23

q − q−1
= 1,

qX13X30 − q−1X30X13

q − q−1
= 1,

X3
i,i+1Xi+2,i+3−[3]qX

2
i,i+1Xi+2,i+3Xi,i+1+[3]qXi,i+1Xi+2,i+3X

2
i,i+1−Xi+2,i+3X

3
i,i+1 = 0.
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An isomorphism with the presentation in Definition 2.1 sends

X01 7→ K0 + q(q − q−1)K0F0, X12 7→ K1 − (q − q−1)E1,

X23 7→ K1 + q(q − q−1)K1F1, X30 7→ K0 − (q − q−1)E0,

X13 7→ K1, X31 7→ K0.

The inverse isomorphism sends

E1 7→ (X13 −X12)(q − q−1)−1, E0 7→ (X31 −X30)(q − q−1)−1,

F1 7→ (X31X23 − 1)q−1(q − q−1)−1, F0 7→ (X13X01 − 1)q−1(q − q−1)−1,

K1 7→ X13, K0 7→ X31.

Note 3.2. For notational convenience, we identify the copy of Uq(L(sl2)) given in Defini-
tion 2.1 with the copy given in Lemma 3.1, via the isomorphism given in Lemma 3.1.

Definition 3.3. Referring to Lemma 3.1, we call the generators (3.1) the equitable gener-
ators for Uq(L(sl2)).

Lemma 3.4. (See [24, Theorem 3.4].) From the equitable point of view the Hopf algebra
Uq(L(sl2)) looks as follows. The coproduct ∆ satisfies

∆(X13) = X13 ⊗X13, ∆(X31) = X31 ⊗X31,

∆(X01) = (X01 −X31) ⊗ 1 +X31 ⊗X01, ∆(X12) = (X12 −X13) ⊗ 1 +X13 ⊗X12,

∆(X23) = (X23 −X13) ⊗ 1 +X13 ⊗X23, ∆(X30) = (X30 −X31) ⊗ 1 +X31 ⊗X30.

The counit ε satisfies

ε(X13) = 1, ε(X31) = 1, ε(X01) = 1,

ε(X12) = 1, ε(X23) = 1, ε(X30) = 1.

The antipode S satisfies

S(X31) = X13, S(X13) = X31,

S(X01) = 1 +X13 −X13X01, S(X12) = 1 +X31 −X31X12,

S(X23) = 1 +X31 −X31X23, S(X30) = 1 +X13 −X13X30.

4 Some L-operators for Uq(L(sl2))

In this section we recall some L-operators for Uq(L(sl2)), and describe their basic proper-
ties.

We recall some notation. Let ∆ denote the coproduct for a Hopf algebra H . Then the
opposite coproduct ∆op is the composition

∆op : H −−−−→
∆

H ⊗H −−−−−−→
r⊗s7→s⊗r

H ⊗H.

Definition 4.1. (See [22, Section 9.1].) Let V denote a Uq(L(sl2))-module and 0 6= t ∈ F.
Consider an F-linear map

L : V ⊗V(1, t)→ V ⊗V(1, t).
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We call this map an L-operator for V with parameter t whenever the following diagram
commutes for all u ∈ Uq(L(sl2)):

V ⊗V(1, t)
∆(u)−−−−→ V ⊗V(1, t)

L

y yL
V ⊗V(1, t) −−−−→

∆op(u)
V ⊗V(1, t)

Definition 4.2. (See [22, Section 9.1].) Let V denote a Uq(L(sl2))-module and 0 6= t ∈ F.
Consider any F-linear map

L : V ⊗V(1, t)→ V ⊗V(1, t). (4.1)

For r, s ∈ {0, 1} define an F-linear map Lrs : V → V such that for v ∈ V ,

L(v ⊗ v0) = L00(v)⊗ v0 + L10(v)⊗ v1, (4.2)
L(v ⊗ v1) = L01(v)⊗ v0 + L11(v)⊗ v1. (4.3)

Here v0, v1 is the basis for V(1, t) from Lemma 2.3.

Lemma 4.3. Referring to Definition 4.2, the map (4.1) is an L-operator for V with param-
eter t if and only if the following equations hold on V :

K1L00 = L00K1, K1L01 = q−2L01K1,

K1L10 = q2L10K1, K1L11 = L11K1;

L00E1 − qE1L00 = L10, L01E1 − qE1L01 = L11 − L00K1,

L10E1 − q−1E1L10 = 0, L11E1 − q−1E1L11 = −L10K1;

F1L00 − q−1L00F1 = L01, F1L01 − qL01F1 = 0,

F1L10 − q−1L10F1 = L11 −K0L00, F1L11 − qL11F1 = −K0L01;

K0L00 = L00K0, K0L01 = q2L01K0,

K0L10 = q−2L10K0, K0L11 = L11K0;

L00E0 − q−1E0L00 = −tL01K0, L01E0 − q−1E0L01 = 0,

L10E0 − qE0L10 = tL00 − tL11K0, L11E0 − qE0L11 = tL01;

F0L00 − qL00F0 = −t−1K1L10, F0L01 − q−1L01F0 = t−1L00 − t−1K1L11,

F0L10 − qL10F0 = 0, F0L11 − q−1L11F0 = t−1L10.

Proof. This is routinely checked.

Example 4.4. (See [21, Appendix], [22, Proposition 9.2].) Referring to Definition 4.2,
assume that V is an evaluation module V(d, µ) such that q2i 6= 1 for 1 ≤ i ≤ d. Consider
the matrices that represent the Lrs with respect to the basis {vi}di=0 for V(d, µ) from
Lemma 2.3. Then the following are equivalent:
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(i) the map (4.1) is an L-operator for V with parameter t;

(ii) the matrix entries are given in the table below (all matrix entries not shown are zero):

operator (i, i− 1)-entry (i, i)-entry (i− 1, i)-entry
L00 0 q1−i−µ−1tqi−d

q−q−1 ξ 0

L01 [i]qq
1−iξ 0 0

L10 0 0 [d− i+ 1]qq
i−dµ−1tξ

L11 0 qi−d+1−µ−1tq−i

q−q−1 ξ 0

Here ξ ∈ F.

Lemma 4.5. (See [22, Proposition 9.3].) Let U and V denote Uq(L(sl2))-modules, and
consider the Uq(L(sl2))-module U ⊗ V from Lemma 2.6. Let 0 6= t ∈ F. Suppose we
are given L-operators for U and V with parameter t. Then there exists an L-operator for
U ⊗ V with parameter t such that for r, s ∈ {0, 1},

Lrs(u⊗ v) = Lr0(u)⊗ L0s(v) + Lr1(u)⊗ L1s(v) u ∈ U, v ∈ V. (4.4)

Proof. For r, s ∈ {0, 1} define an F-linear map Lrs : U ⊗ V → U ⊗ V that satisfies (4.4).
Using (4.4) and Lemma 2.6 one checks that the Lrs satisfy the equations in Lemma 4.3.
The result follows by Lemma 4.3.

Corollary 4.6. Adopt the notation and assumptions of Proposition 2.8. Then for 0 6= t ∈ F
there exists a nonzero L-operator for V with parameter t.

Proof. By Proposition 2.8 along with Example 4.4 and Lemma 4.5.

5 TD pairs and L-operators
In Section 1 we discussed a TD pairA,A∗ on V . We now return to this discussion, adopting
the notation and assumptions that were in force at the end of Section 1. Recall the scalars
q, a, b from (1.4). Recall the map K from above (1.5).

Proposition 5.1. (See [17, p. 103].) Assume that F is algebraically closed with characteris-
tic zero, and q is not a root of unity. Then the vector space V becomes a Uq(L(sl2))-module
on which K = X31, K−1 = X13 and

A = aX01 + a−1X12, A∗ = bX23 + b−1X30.

Proof. This is how [17, p. 103] looks from the equitable point of view.

Note 5.2. The Uq(L(sl2))-module structure from Proposition 5.1 is not unique in general.

We now investigate the Uq(L(sl2))-module structure from Proposition 5.1. Recall the map
R from above (1.7).

Lemma 5.3. Assume that the vector space V becomes a Uq(L(sl2))-module on which
K = X31, K−1 = X13 and

A = aX01 + a−1X12, A∗ = bX23 + b−1X30.

On this module,



P. Terwilliger: Tridiagonal pairs of q-Racah type, the Bockting operator ψ, and. . . 63

(i) R looks as follows in the equitable presentation:

R = a(X01 −X31) + a−1(X12 −X13). (5.1)

(ii) R looks as follows in the Chevalley presentation:

R = (q − q−1)(aqK0F0 − a−1E1). (5.2)

Proof. (i) In line (1.7) eliminate A,K,K−1 using the assumptions of the present lemma.
(ii) Evaluate the right-hand side of (5.1) using the identifications from Lemma 3.1 and Note
3.2.

We now present our main result. Recall the Bockting operator ψ from (1.9), (1.10).

Theorem 5.4. Assume that the vector space V becomes a Uq(L(sl2))-module on which
K = X31, K−1 = X13 and

A = aX01 + a−1X12, A∗ = bX23 + b−1X30.

Consider an L-operator for V with parameter a2. Then on V ,

ψ = −a(L00)−1L01 (5.3)

provided that L00 is invertible.

Proof. Let ψ̂ denote the expression on the right in (5.3). We show ψ = ψ̂. To do this, we
show that ψ̂ satisfies (1.9), (1.10). Concerning (1.9), by Lemma 4.3 the equation K0ψ̂ =

q2ψ̂K0 holds on V . By Lemma 3.1, Note 3.2, and the construction, we obtainK0 = X31 =

K on V . By these comments Kψ̂ = q2ψ̂K on V . By this and (1.5) we obtain ψ̂Ui ⊆ Ui−1

for 0 ≤ i ≤ d. So ψ̂ satisfies (1.9). Next we show that ψ̂ satisfies (1.10). Since L00 is
invertible and K0K1 = 1 it suffices to show that on V ,

L00(ψ̂R−Rψ̂) = (q − q−1)L00(K0 −K1). (5.4)

By this and (5.2) it suffices to show that on V ,

aqL00(ψ̂K0F0 −K0F0ψ̂)− a−1L00(ψ̂E1 − E1ψ̂) + L00(K1 −K0) = 0. (5.5)

We examine the terms in (5.5). By Lemma 4.3 and the construction, the following hold on
V :

L00ψ̂K0F0 = −aL01K0F0

= −aq−2K0L01F0

= −aq−1K0(F0L01 − a−2L00 + a−2K1L11)

and

L00K0F0ψ̂ = K0L00F0ψ̂

= q−1K0(a−2K1L10 + F0L00)ψ̂

= q−1K0(a−2K1L10ψ̂ − aF0L01)
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and

L00ψ̂E1 = −aL01E1

= −a(qE1L01 + L11 − L00K1)

= −a(qE1L01 + L11 −K1L00)

and

L00E1ψ̂ = (L10 + qE1L00)ψ̂

= L10ψ̂ − qaE1L01

and

L00K1 = K1L00, L00K0 = K0L00.

To verify (5.5), evaluate its left-hand side using the above comments and simplify the result
using K0K1 = 1. The computation is routine, and omitted. We have shown that ψ̂ satisfies
(1.10). The result follows.
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Abstract

We study vertex-quasiprimitive 2-arc-transitive digraphs, and reduce the problem of
vertex-primitive 2-arc-transitive digraphs to almost simple groups. This includes a com-
plete classification of vertex-quasiprimitive 2-arc-transitive digraphs where the action on
vertices has O’Nan-Scott type SD or CD.

Keywords: Digraphs, vertex-quasiprimitive, 2-arc-transitive.
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1 Introduction
A digraph Γ is a pair (V,→) with a set V (of vertices) and an antisymmetric irreflexive
binary relation → on V . All digraphs considered in this paper will be finite. For a non-
negative integer s, an s-arc of Γ is a sequence v0, v1, . . . , vs of vertices with vi → vi+1 for
each i = 0, . . . , s− 1. A 1-arc is also simply called an arc. We say Γ is s-arc-transitive if
the group of all automorphisms of Γ (that is, all permutations of V that preserve the relation
→) acts transitively on the set of s-arcs. More generally, for a group G of automorphisms
of Γ, we say Γ is (G, s)-arc-transitive if G acts transitively on the set of s-arcs of Γ.

A transitive permutation group G on a set Ω is said to be primitive if G does not pre-
serve any nontrivial partition of Ω, and is said to be quasiprimitive if each nontrivial normal
subgroup of G is transitive. It is easy to see that primitive permutation groups are necessar-
ily quasiprimitive, but there are quasiprimitive permutation groups that are not primitive.
We say a digraph is vertex-primitive if its automorphism group is primitive on the vertex
set. The aim of this paper is to investigate finite vertex-primitive s-arc transitive digraphs
with s > 2. However, we will often work in the more general quasiprimitive setting.
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There are many s-arc-transitive digraphs, see for example [2, 6, 7, 8]. In particular, for
every integer k > 2 and every integer s > 1 there are infinitely many k-regular (G, s)-arc-
transitive digraphs with G quasiprimitive on the vertex set (see the proof of Theorem 1 of
[2]). On the other hand, the first known family of vertex-primitive 2-arc-transitive digraphs
besides directed cycles was only recently discovered in [3]. The digraphs in this family are
not 3-arc-transitive, which prompted the following question:

Question 1.1. Is there an upper bound on s for vertex-primitive s-arc-transitive digraphs
that are not directed cycles?

The O’Nan-Scott Theorem divides the finite primitive groups into eight types and there
is a similar theorem for finite quasiprimitive groups, see [9, Section 5]). For four of the
eight types, a quasiprimitive group of that type has a normal regular subgroup. Praeger
[8, Theorem 3.1] showed that if Γ is a (G, 2)-arc-transitive digraph and G has a normal
subgroup that acts regularly on V , then Γ is a directed cycle. Thus to investigate vertex-
primitive and vertex-quasiprimitive 2-arc-transitive digraphs, we only need to consider the
four remaining types. One of these types is where G is an almost simple group, that is,
where G has a unique minimal normal subgroup T , and T is a nonabelian simple group.
The examples of primitive 2-arc-transitive digraphs constructed in [3] are of this type. This
paper examines the remaining three types, which are labelled SD, CD and PA, and reduces
Question 1.1 to almost simple vertex-primitive groups (Corollary 1.6). We now define these
three types and state our results.

We say that a quasiprimitive group G on a set Ω is of type SD if G has a unique
minimal normal subgroupN , there exists a nonabelian simple group T and positive integer
k > 2 such that N ∼= T k, and for ω ∈ Ω, Nω is a full diagonal subgroup of N (that is,
Nω ∼= T and projects onto T in each of the k simple direct factors of N ). It is incorrectly
claimed in [8, Lemma 4.1] that there is no 2-arc-transitive digraph with a vertex-primitive
group of automorphisms of type SD. However, there is an error in the proof which occurs
when concluding “σx also fixes Dt−1”. Indeed, given a nonabelian simple group T , our
Construction 3.1 yields a (G, 2)-arc-transitive digraph Γ(T ) with G primitive of type SD.
These turn out to be the only examples.

Theorem 1.2. Let Γ be a connected (G, 2)-arc-transitive digraph such thatG is quasiprim-
itive of type SD on the set of vertices. Then there exists a nonabelian simple group T such
that Γ ∼= Γ(T ), as obtained from Construction 3.1. Moreover, Aut(Γ) is vertex-primitive
of type SD and Γ is not 3-arc-transitive.

The remaining two quasiprimitive types, CD and PA, both arise from product actions.
For any digraph Σ and positive integer m, Σm denotes the direct product of m copies of Σ
as in Notation 2.6. The wreath product Sym(∆) o Sm = Sym(∆)m o Sm acts naturally on
the set ∆m with product action. Let G1 be the stabiliser in G of the first coordinate and let
H be the projection of G1 onto Sym(∆). If G projects onto a transitive subgroup of Sm,
then a result of Kovács [4, (2.2)] asserts that up to conjugacy in Sym(∆)m we may assume
that G 6 H o Sm. A reduction for 2-arc-transitive digraphs was sought in [8, Remark 4.3]
but only partial results were obtained. Our next result yields the desired reduction.

Theorem 1.3. Let H 6 Sym(∆) with transitive normal subgroup N and let G 6 H o Sm
acting on V = ∆m with product action such that G projects to a transitive subgroup of Sm
and G has component H . Moreover, assume that Nm 6 G. If Γ is a (G, s)-arc-transitive
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digraph with vertex set V such that s > 2, then Γ ∼= Σm for some (H, s)-arc-transitive
digraph Σ with vertex set ∆.

A quasiprimitive group of type CD on a set Ω is one that has a product action on Ω and
the component is quasiprimitive of type SD, while a quasiprimitive group of type PA on a
set Ω is one that acts faithfully on some partition P of Ω and G has a product action on P
such that the component H is an almost simple group. When G is primitive of type PA,
H is primitive and the partition P is the partition into singletons, that is, G has a product
action on Ω. As a consequence, we have the following corollaries.

Corollary 1.4. Suppose Γ is a connected (G, 2)-arc-transitive digraph such that G is
vertex-quasiprimitive of type CD. Then there exists a nonabelian simple group T and
positive integer m > 2 such that Γ ∼= Γ(T )m, where Γ(T ) is as obtained from Construc-
tion 3.1. Moreover, Γ is not 3-arc-transitive.

Corollary 1.5. Suppose Γ is a (G, s)-arc-transitive digraph such thatG is vertex-primitive
of type PA. Then Γ ∼= Σm for some (H, s)-arc-transitive digraph Σ and integer m > 2 for
some almost simple primitive permutation group H 6 Aut(Σ).

We give an example in Section 2.3 of an infinite family of (G, 2)-arc-transitive digraphs
Γ with G vertex-quasiprimitive of PA type such that Γ is not a direct power of a digraph Σ
(indeed the number of vertices of Γ is not a proper power). We leave the investigation of
such digraphs open.

We note that Theorem 1.2 and Corollaries 1.4 and 1.5, reduce Question 1.1 to studying
almost simple primitive groups.

Corollary 1.6. There exists an absolute upper bound C such that every vertex-primitive
s-arc-transitive digraph that is not a directed cycle satisfies s 6 C, if and only if for every
(G, s)-arc-transitive digraph with G a primitive almost simple group we have s 6 C.

Theorem 1.2 follows immediately from a more general theorem (Theorem 3.15) given
at the end of Section 3. Then in Section 4, we prove Theorem 1.3 as well as Corollaries 1.4–
1.5 after establishing some general results for normal subgroups of s-arc-transitive groups.

2 Preliminaries
We say that a digraph Γ is k-regular if both the set Γ−(v) = {u ∈ V | u → v} of in-
neighbours of v and the set Γ+(v) = {w ∈ V | v → w} of out-neighbours of v have
size k for all v ∈ V , and we say that Γ is regular if it is k-regular for some positive
integer k. Note that any vertex-transitive digraph is regular. Moreover, if Γ is regular and
(G, s)-arc-transitive with s > 2 then it is also (G, s− 1)-arc-transitive.

Recall that a digraph is said to be connected if and only if its underlying graph is con-
nected. A vertex-primitive digraph is necessarily connected, for otherwise its connected
components would form a partition of the vertex set that is invariant under digraph auto-
morphisms.

2.1 Group factorizations

All the groups we consider in this paper are assumed to be finite. An expression of a group
G as the product of two subgroups H and K of G is called a factorization of G. The
following lemma lists several equivalent conditions for a group factorization, whose proof
is fairly easy and so is omitted.
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Lemma 2.1. Let H and K be subgroups of G. Then the following are equivalent.

(a) G = HK.

(b) G = KH .

(c) G = (x−1Hx)(y−1Ky) for any x, y ∈ G.

(d) |H ∩K||G| = |H||K|.
(e) H acts transitively on the set of right cosets of K in G by right multiplication.

(f) K acts transitively on the set of right cosets of H in G by right multiplication.

The s-arc-transitivity of digraphs can be characterized by group factorizations as fol-
lows:

Lemma 2.2. Let Γ be a G-arc-transitive digraph, s > 2 be an integer, and v0 → v1 →
· · · → vs−1 → vs be an s-arc of Γ. Then Γ is (G, s)-arc-transitive if and only if Gv1...vi =
Gv0v1...viGv1...vivi+1

for each i in {1, . . . , s− 1}.

Proof. For any i such that 1 6 i 6 s − 1, the group Gv1...vi acts on the set Γ+(vi) of
out-neighbours of vi. Since vi+1 ∈ Γ+(vi) and Gv1...vivi+1 is the stabilizer in Gv1...vi of
vi+1, by Frattini’s argument, the subgroup Gv0v1...vi of Gv1...vi is transitive on Γ+(vi) if
and only if Gv1...vi = Gv0v1...viGv1...vivi+1

. Note that Γ is (G, s)-arc-transitive if and only
if Γ is (G, s − 1)-arc-transitive and Gv0v1...vi is transitive on Γ+(vi). One then deduces
inductively that Γ is (G, s)-arc-transitive if and only if Gv1...vi = Gv0v1...viGv1...vivi+1

for
each i in {1, . . . , s− 1}.

If Γ is a G-arc-transitive digraph and u → v is an arc of Γ, then since G is vertex-
transitive we can write v = ug for some g ∈ G and it follows that

vg
−1

→ v → · · · → vg
s−2

→ vg
s−1

(2.1)

is an s-arc of Γ. In this setting, Lemma 2.2 is reformulated as follows.

Lemma 2.3. Let Γ be a G-arc-transitive digraph, s > 2 be an integer, v be a vertex of Γ,
and g ∈ G such that v → vg . Then Γ is (G, s)-arc-transitive if and only if

i−1⋂
j=0

g−jGvg
j =

 i⋂
j=0

g−(j−1)Gvg
j−1

 i⋂
j=0

g−jGvg
j


for each i in {1, . . . , s− 1}.

Proof. Let vj = vg
j−1

for any integer j such that 0 6 j 6 s− 1. Then the s-arc (2.1) of Γ
turns out to be v0 → v1 → · · · → vs−1 → vs, and for any i in {1, . . . , s} we have

Gv1...vi =

i⋂
j=1

Gvj =
i⋂

j=1

g−(j−1)Gvg
j−1 =

i−1⋂
j=0

g−jGvg
j

and

Gv0v1...vi =

i⋂
j=0

Gvj =

i⋂
j=0

g−(j−1)Gvg
j−1.

Hence the conclusion of the lemma follows from Lemma 2.2.
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2.2 Constructions of s-arc-transitive digraphs

Let G be a group, H be a subgroup of G, V be the set of right cosets of H in G and g
be an element of G \ H such that g−1 /∈ HgH . Define a binary relation → on V by
letting Hx → Hy if and only if yx−1 ∈ HgH for any x, y ∈ G. Then (V,→) is a
digraph, denoted by Cos(G,H, g). Right multiplication gives an actionRH of G on V that
preserves the relation→, so that RH(G) is a group of automorphisms of Cos(G,H, g).

Lemma 2.4. In the above notation, the following hold.

(a) Cos(G,H, g) is |H:H ∩ g−1Hg|-regular.

(b) Cos(G,H, g) is RH(G)-arc-transitive.

(c) Cos(G,H, g) is connected if and only if 〈H, g〉 = G.

(d) Cos(G,H, g) is RH(G)-vertex-primitive if and only if H is maximal in G.

(e) Let s > 2 be an integer. Then Cos(G,H, g) is (RH(G), s)-arc-transitive if and only
if for each i in {1, . . . , s− 1},

i−1⋂
j=0

g−jHgj =

 i⋂
j=0

g−(j−1)Hgj−1

 i⋂
j=0

g−jHgj

 .

Proof. Parts (a)–(d) are folklore (see for example [2]), and part (e) is derived in light of
Lemma 2.3.

Remark 2.5. Lemma 2.4 establishes a group theoretic approach to constructing s-arc-
transitive digraphs. In particular, Cos(G,H, g) is (RH(G), 2)-arc-transitive if and only if
H = (gHg−1 ∩H)(H ∩ g−1Hg).

Next we show how to construct s-arc-transitive digraphs from existing ones. Let Γ be
a digraph with vertex set U and Σ be a digraph with vertex set V . The direct product of
Γ and Σ, denoted Γ × Σ, is the digraph (it is easy to verify that this is indeed a digraph)
with vertex set U × V and (u1, v1)→ (u2, v2) if and only if u1 → u2 and v1 → v2, where
ui ∈ U and vi ∈ V for i = 1, 2.

Notation 2.6. For any digraph Σ and positive integer m, denote by Σm the direct product
of m copies of Σ.

Lemma 2.7. Let s be a positive integer, Γ be a (G, s)-arc-transitive digraph and Σ be a
(H, s)-arc-transitive digraph. Then Γ × Σ is a (G × H, s)-arc-transitive digraph, where
G×H acts on the vertex set of Γ× Σ by product action.

Proof. Let (u0, v0) → (u1, v1) → · · · → (us, vs) and (u′0, v
′
0) → (u′1, v

′
1) → · · · →

(u′s, v
′
s) be any two s-arcs of Γ×Σ. Then u0 → u1 → · · · → us and u′0 → u′1 → · · · → u′s

are s-arcs of Γ while v0 → v1 → · · · → vs and v′0 → v′1 → · · · → v′s are s-arcs of Σ.
Since Γ is (G, s)-arc-transitive, there exists g ∈ G such that ugi = u′i for each i with
0 6 i 6 s. Similarly, there exists h ∈ H such that vhi = v′i for each i with 0 6 i 6 s. It
follows that (ui, vi)

(g,h) = (u′i, v
′
i) for each i with 0 6 i 6 s. This means that Γ × Σ is a

(G×H, s)-arc-transitive.
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2.3 Example

In this subsection we give an example of an infinite family of (G, 2)-arc-transitive digraphs
Γ with G vertex-quasiprimitive of PA type such that Γ is not a direct power of a digraph Σ.
In fact, we prove in Lemma 2.9 that the number of vertices of Γ is not a proper power.

Let n > 5 be odd, G1 = Alt({1, 2, . . . , n}) and G2 = Alt({n + 1, n + 2, . . . , 2n}).
Take permutations

a = (1, n+ 1)(2, n+ 2) · · · (n, 2n), b = (1, 2)(3, 4)(n+ 1, n+ 2)(n+ 3, n+ 4)

and

g = (1, n+ 2, 2, n+ 3, 5, n+ 6, 7, n+ 8, . . . , 2i− 1, n+ 2i, . . . , n− 2, 2n− 1, n,

n+ 1, 3, n+ 4, 4, n+ 5, 6, n+ 7, . . . , 2j, n+ 2j + 1, . . . , n− 1, 2n).

In fact, g = ac with

c = (1, 3, 5, 6, 7, . . . , n)(n+ 1, n+ 2, . . . , 2n).

LetG = (G1×G2)o〈a〉, and note that g ∈ G as c ∈ G1×G2. LetH = 〈a, b〉 = 〈a〉×〈b〉
and Γn = Cos(G,H, g).

Lemma 2.8. For all odd n > 5, Γn is a connected (G, 2)-arc-transitive digraph with G
quasiprimitive of PA type on the vertex set.

Proof. As (G1 ×G2) ∩H = 〈b〉 we see that G is quasiprimitive of PA type on the vertex
set. To show that Γn is connected, we shall show 〈H, g〉 = G in light of Lemma 2.4(c). Let
M = 〈H, g〉 ∩ (G1 ×G2). Then we only need to show M = G1 ×G2 since a ∈ 〈H, g〉.

Denote the projections of G1 × G2 onto G1 and G2, respectively, by π1 and π2. Note
that g2 fixes both {1, . . . , n} and {n+ 1, . . . , 2n} setwise with

π1(g2) = (1, 2, 5, 7, . . . , 2i− 1, . . . , n, 3, 4, 6, . . . , 2j, . . . , n− 1)

and
π1(gn+1) = (1, 3, 2, 4, 5, . . . , n).

We have g2 ∈M and

π1(g−(n+1)bgn+1b) = π1(g−(n+1)bgn+1)π1(b) = (3, 4)(2, 5)(1, 2)(3, 4) = (1, 2, 5),

which implies

π1(M) > π1(〈g2, b〉) > π1(〈g2, g−(n+1)bgn+1b〉) = 〈π1(g2), π1(g−(n+1)bgn+1b)〉 = G1

using the fact that the permutation group generated by a 3-cycle (α, β, γ) and an n-cycle
with first 3-entries α, β, γ is An. It follows that

π2(M) = π2(Ma) = (π2(M))a = Ga1 = G2,

and soM is eitherG1×G2 or a full diagonal subgroup ofG1×G2. However, c = ag ∈M
while π1(c) and π2(c) have different cycle types. We conclude that M is not a diagonal
subgroup of G1 ×G2, and so M = G1 ×G2 as desired.



M. Giudici and B. Xia: Vertex-quasiprimitive 2-arc-transitive digraphs 73

Now we prove that Γn is (G, 2)-arc-transitive, which is equivalent to proving that H =
(gHg−1 ∩H)(H ∩ g−1Hg) according to Lemma 2.4(e). In view of

(ab)g = (ab)ac = (ab)c = a (2.2)

we deduce that a ∈ H ∩ Hg . Since H is not normal in G = 〈H, g〉, we have Hg 6= H .
Consequently, H ∩Hg = 〈a〉. Then again by (2.2) we deduce that

H ∩Hg−1

= (H ∩Hg)g
−1

= 〈a〉g
−1

= 〈ag
−1

〉 = 〈ab〉.

This yields
(gHg−1 ∩H)(H ∩ g−1Hg) = 〈a〉〈ab〉 = H. (2.3)

Finally, the condition g−1 /∈ HgH holds as a consequence (see [3, Lemma 2.3]) of (2.3)
and the conclusion Hg 6= H . This completes the proof.

Lemma 2.9. The number of vertices of Γn is not a proper power for any odd n > 5.

Proof. Suppose that the number of vertices of Γn is mk for some m > 2 and k > 2. Then
we have

mk =
|G|
|H|

=
2(n!/2)2

4
=

(n!)2

8
(2.4)

If k = 2, then (2.4) gives (n!)2 = 2(2m)2, which is not possible. Hence k > 3. By
Bertrand’s Postulate, there exists a prime number p such that n/2 < p < n. Thus, the
largest p-power dividing n! is p, and so the largest p-power dividing the right hand side
of (2.4) is p2. However, this implies that the largest p-power dividing mk is p2, contradict-
ing the conclusion k > 3.

2.4 Normal subgroups

Lemma 2.10. Let Γ be a (G, s)-arc-transitive digraph with s > 2,M be a vertex-transitive
normal subgroup of G, and v1 → · · · → vs be an (s − 1)-arc of Γ. Then G = MGv1...vi
for each i in {1, . . . , s}.

Proof. Since M is transitive on the vertex set of Γ, there exists m ∈M such that vm1 = v2.
Denote ui = vm

i−1

1 for each i such that 0 6 i 6 s. Then Gu0u1...ui = mGu1...uiui+1
m−1

for each i such that 0 6 i 6 s − 1, and u0 → u1 → · · · → us is an s-arc of Γ since
v1 → v2 and m is an automorphism of Γ. For each i in {1, . . . , s − 1}, we deduce from
Lemma 2.2 that

Gu1...ui = Gu0u1...uiGu1...uiui+1
= (mGu1...uiui+1

m−1)Gu1...uiui+1
.

Let ϕ be the projection from G to G/M . It follows that

ϕ(Gu1...ui) = ϕ(m)ϕ(Gu1...uiui+1
)ϕ(m)−1ϕ(Gu1...uiui+1

)

= ϕ(Gu1...uiui+1
)ϕ(Gu1...uiui+1

)

= ϕ(Gu1...uiui+1
)

and so Gu1...uiM = Gu1...uiui+1
M for each i in {1, . . . , s− 1}. Again as M is transitive

on the vertex set of Γ, we have G = MGu1 . Hence

G = MGu1
= MGu1u2

= · · · = MGu1...ui = · · · = MGu1...us .
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Now for each i in {1, . . . , s}, the digraph Γ is (G, i−1)-arc-transitive, so there exists g ∈ G
such that (vg1 , . . . , v

g
i ) = (u1, . . . , ui). Hence

G = MGu1...ui = M(g−1Gv1...vig) = MGv1...vi

by Lemma 2.1(c).

By Frattini’s argument, we have the following consequence of Lemma 2.10:

Corollary 2.11. Let Γ be a (G, s)-arc-transitive digraph with s > 2, and M be a vertex-
transitive normal subgroup of G. Then Γ is (M, s− 1)-arc-transitive.

To close this subsection, we give a short proof of the following result of Praeger [8,
Theorem 3.1] using Lemma 2.10.

Proposition 2.12. Let Γ be a (G, 2)-arc-transitive digraph. If G has a vertex-regular
normal subgroup, then Γ is a directed cycle.

Proof. Let N be a vertex-regular normal subgroup of G, and u → v be an arc of Γ. Then
|G|/|N | = |Gv|, and G = GuvN by Lemma 2.10. Hence by Lemma 2.1(d), |Guv| >
|G|/|N | = |Gv| and so |Guv| = |Gv|. Consequently, Γ is 1-regular, which means that Γ is
a directed cycle.

2.5 Two technical lemmas

Lemma 2.13. LetA be an almost simple group with socle T and L be a nonabelian simple
group. Suppose Ln 6 A and |T | 6 |Ln| for some positive integer n. Then n = 1 and
L = T .

Proof. Note that Ln/(Ln ∩ T ) ∼= (LnT )/T 6 A/T , which is solvable by the Schreier
conjecture. If Ln ∩ T 6= Ln, then Ln/(Ln ∩ T ) ∼= Lm for some positive integer m,
a contradiction. Hence Ln ∩ T = Ln, which means Ln 6 T . This together with the
condition that |T | 6 |Ln| implies Ln = T . Hence n = 1 and L = T , as the lemma
asserts.

Lemma 2.14. Let A be an almost simple group with socle T and S be a primitive permu-
tation group on |T | points. Then S is not isomorphic to any subgroup of A.

Proof. Suppose for a contradiction that S . A. Regard S as a subgroup of A, and write
Soc(S) = Ln for some simple group L and positive integer n. Since S is primitive on
|T | points, Soc(S) is transitive on |T | points, and so |T | divides |Soc(S)| = |L|n. Conse-
quently, L is nonabelian for otherwise T would be solvable. Then by Lemma 2.13 we have
Soc(S) = L = T . It follows that S is an almost simple primitive permutation group with
Soc(S) regular, contradicting [5].

3 Vertex-quasiprimitive of type SD

3.1 Constructing the graph Γ(T )

Construction 3.1. Let T be a nonabelian simple group of order k with T = {t1, . . . , tk}.
Let D = {(t, . . . , t) | t ∈ T} be a full diagonal subgroup of T k and let g = (t1, . . . , tk).
Define Γ = Cos(T k, D, g) and let V be the set of right cosets of D in T k, i.e. the vertex
set of Γ(T ).
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Lemma 3.2. Γ(T ) is a |T |-regular digraph.

Proof. Suppose thatD∩g−1Dg 6= 1. Then there exist s, t ∈ T \{1} such that (s, . . . , s) =
(t−11 tt1, . . . , t

−1
k ttk). Thus s = t−1i tti for each i such that 1 6 i 6 k. Since {ti | 1 6

i 6 k} = T , we have tj = 1 for some 1 6 j 6 k. It then follows from the equality
s = t−1j ttj that s = t. Thus t = t−1i tti for each i such that 1 6 i 6 k. Hence t lies in the
center of T , which implies t = 1 as T is nonabelian simple, a contradiction. Consequently,
D ∩ g−1Dg = 1, and so Cos(T k, D, g) is |T |-regular as |D|/|D ∩ g−1Dg| = |D| = |T |.

Suppose that g−1 ∈ DgD. Then there exist s, t ∈ T such that (t−11 , . . . , t−1k ) =
(st1t, . . . , stkt). It follows that t−1i = stit for each i such that 1 6 i 6 k. Since {ti | 1 6
i 6 k} = T , we have tj = 1 for some 1 6 j 6 k. Then the equality t−1j = stjt leads to
s = t−1. Thus t−1i = t−1tit for each i such that 1 6 i 6 k. This implies that the inverse
map is an automorphism of T and so T is abelian, a contradiction. Hence g−1 /∈ DgD,
from which we deduce that Cos(T k, D, g) is a digraph, completing the proof.

Next we show that up to isomorphism, the definition of Γ(T ) does not depend on the
order of t1, t2, . . . , tk.

Lemma 3.3. Let g′ = (t′1, . . . , t
′
k) such that T = {t′1, . . . , t′k}. Then Cos(T k, D, g) ∼=

Cos(T k, D, g′).

Proof. Since {t′1, . . . , t′k} = {t1, . . . , tk}, there exists x ∈ Sk such that tix = t′i for each i
with 1 6 i 6 k. Define an automorphism λ of T k by (g1, . . . , gk)λ = (g1x , . . . , gkx) for
all (g1, . . . , gk) ∈ T k. Then λ normalizes D and λ−1gλ = g′. Hence the map Dh 7→ Dhλ

gives an isomorphism from Cos(T k, D, g) to Cos(T k, D, g′).

For any t ∈ T , let x(t) and y(t) be the elements of Sk such that tix(t) = tti and
tiy(t) = tit

−1 for any 1 6 i 6 k, and define permutations λ(t) and ρ(t) of V by letting

D(g1, . . . , gk)λ(t) = D(g1x(t) , . . . , gkx(t))

and
D(g1, . . . , gk)ρ(t) = D(g1y(t) , . . . , gky(t))

for any (g1, . . . , gk) ∈ T k. For any ϕ ∈ Aut(T ), let z(ϕ) ∈ Sk such that tiz(ϕ) = tϕi for
any 1 6 i 6 k, and define δ(ϕ) ∈ Sym(V ) by letting

D(g1, . . . , gk)δ(ϕ) = D((g1z(ϕ−1))
ϕ, . . . , (gkz(ϕ−1))

ϕ)

for any (g1, . . . , gk) ∈ T k. In particular, δ(ϕ) both permutes the coordinates and acts on
each entry.

Lemma 3.4. λ and ρ are monomorphisms from T to Sym(V ), and δ is a monomorphism
from Aut(T ) to Sym(V ).

Proof. For any s, t ∈ T , noting that x(t)x(s) = x(st), we have

D(g1, . . . , gk)λ(s)λ(t) = D(g1x(s) , . . . , gkx(s))
λ(t)

= D(g1x(t)x(s) , . . . , gkx(t)x(s))

= D(g1x(st) , . . . , gkx(st))

= D(g1, . . . , gk)λ(st)
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for each (g1, . . . , gk) ∈ T k, and so λ(st) = λ(s)λ(t). This means that λ is a homomor-
phism from T to Sym(V ). Moreover, since λ(t) acts on V as the permutation x(t) on the
entries, λ(t) = 1 if and only if x(t) = 1, which is equivalent to t = 1. Hence λ is a
monomorphism from T to Sym(V ). Similarly, ρ is a monomorphism from T to Sym(V ).

For any ϕ,ψ ∈ Aut(T ), since z(ψ−1)z(ϕ−1) = z(ψ−1ϕ−1) = z((ϕψ)−1), we have

D(g1, . . . , gk)δ(ϕ)δ(ψ) = D((g1z(ϕ−1))
ϕ, . . . , (gkz(ϕ−1))

ϕ)δ(ψ)

= D((g1z(ψ−1)z(ϕ−1))
ϕψ, . . . , (gkz(ψ−1)z(ϕ−1))

ϕψ)

= D(g1, . . . , gk)δ(ϕψ)

for all (g1, . . . , gk) ∈ T k. This means that δ is a homomorphism from Aut(T ) to Sym(V ).
Next we prove that δ is a monomorphism. Let ϕ ∈ Aut(T ) such that

D((g1z(ϕ−1))
ϕ, . . . , (gkz(ϕ−1))

ϕ) = D(g1, . . . , gk)δ(ϕ) = D(g1, . . . , gk) (3.1)

for each (g1, . . . , gk) ∈ T k. Take any i ∈ {1, . . . , k} and (g1, . . . , gk) ∈ T k such that
gj = 1 for all j 6= i and gi 6= 1. By (3.1), there exists t ∈ T such that (gjz(ϕ−1))ϕ = tgj for
each j ∈ {1, . . . , k}. As a consequence, we obtain t = 1 by taking any j ∈ {1, . . . , k}\{i}
such that jz(ϕ

−1) 6= i. Also, for j ∈ {1, . . . , k}, (gjz(ϕ−1))ϕ 6= t if and only if j = i. It

follows that iz(ϕ
−1) = i. As i is arbitrary, this implies that z(ϕ−1) = 1, and so ϕ = 1.

This shows that δ is a monomorphism from Aut(T ) to Sym(V ).

Let M be the permutation group on V induced by the right multiplication action of T k.
For any group X , the holomorph of X , denoted by Hol(X), is the normalizer of the right
regular representation of X in Sym(X). Note that 〈x(T ), y(T ), z(Aut(T ))〉 = x(T ) o
z(Aut(T )) = y(T ) o z(Aut(T )) is primitive on {1, . . . , k} and permutation isomorphic
to Hol(T ). Thus,

X := 〈M,λ(T ), ρ(T ), δ(Aut(T ))〉 (3.2)

is a primitive permutation group on V of type SD with socle M , and the conjugation
action of X on the set of k factors of M ∼= T k is permutation isomorphic to Hol(T ). Let
v = D ∈ V , a vertex of Γ(T ). For any t ∈ T let σ(t) ∈ M be the permutation of V
induced by right multiplication by (t, . . . , t). Then

Xv/σ(T ) = Xv/(Xv ∩M) ∼= XvM/M = X/M ∼= Hol(T )

since M acts transitively on V , and therefore

|Xv| = |σ(T )||Hol(T )| = |T |3|Out(T )|. (3.3)

Lemma 3.5. X 6 Aut(Γ(T )).

Proof. Clearly M 6 Aut(Γ(T )), so it remains to verify that λ(T ), ρ(T ) and δ(Aut(T ))
are subgroups of Aut(Γ(T )). Let D(g1, . . . , gk) ∈ V and D(g′1, . . . , g

′
k) ∈ V . Then we

have D(g1, . . . , gk)→ D(g′1, . . . , g
′
k) in Γ(T ) if and only if

(g′1g
−1
1 , . . . , g′kg

−1
k ) ∈ D(t1, . . . , tk)D. (3.4)
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Let t ∈ T . Since (3.4) holds if and only if

(g′1x(t)g
−1
1x(t)

, . . . , g′kx(t)g
−1
kx(t)

) ∈ D(t1x(t) , . . . , tkx(t))D

= D(tt1, . . . , ttk)D

= D(t1, . . . , tk)D,

we conclude that D(g1, . . . , gk) → D(g′1, . . . , g
′
k) if and only if D(g1, . . . , gk)λ(t) →

D(g′1, . . . , g
′
k)λ(t). This shows λ(t) ∈ Aut(Γ(T )) for any t ∈ T . Similarly, we have

ρ(t) ∈ Aut(Γ(T )) for any t ∈ T . Let ϕ ∈ Aut(T ). Then (3.4) holds if and only if

((g′
1z(ϕ−1)g

−1
1z(ϕ−1)

)ϕ, . . . , (g′
kz(ϕ−1)g

−1
kz(ϕ−1)

)ϕ) ∈ D((t1z(ϕ−1))
ϕ, . . . , (tkz(ϕ−1))

ϕ)D

= D((tϕ
−1

1 )ϕ, . . . , (tϕ
−1

k )ϕ)D

= D(t1, . . . , tk)D.

It follows that D(g1, . . . , gk)→ D(g′1, . . . , g
′
k) if and only if

D(g1, . . . , gk)δ(ϕ) → D(g′1, . . . , g
′
k)δ(ϕ),

and so δ(ϕ) ∈ Aut(Γ(T )) for any ϕ ∈ Aut(T ). This completes the proof.

Denote H = 〈M,λ(T )〉 = M o λ(T ) 6 X .

Lemma 3.6. Γ(T ) is (H, 2)-arc-transitive.

Proof. It is readily seen that Hv = σ(T )× λ(T ) ∼= T 2. Let K = {σ(t)λ(t) | t ∈ T}. For
any t ∈ T and any (g1, . . . , gk) ∈ T k we have

D(g1, . . . , gk)g
−1σ(t)λ(t)g = D(g1t

−1
1 t, . . . , gkt

−1
k t)λ(t)g

= D(g1x(t)t
−1
1x(t)

t, . . . , gkx(t)t
−1
kx(t)

t)g

= D(g1x(t)(tt1)−1t, . . . , gkx(t)(ttk)−1t)g

= D(g1x(t)t
−1
1 , . . . , gkx(t)t

−1
k )g

= D(g1x(t) , . . . , gkx(t))

= D(g1, . . . , gk)λ(t).

Hence g−1σ(t)λ(t)g = λ(t) for all t ∈ T . Consequently, g−1Kg = λ(T ) < Hv and so
K 6 Hv ∩ gHvg

−1. Now for any elements s and t of T ,

σ(s)λ(t) = (σ(s)λ(s))λ(s−1t) ∈ Kλ(T ) = K(g−1Kg).

It follows that

Hv 6 K(g−1Kg) 6 (Hv ∩ gHvg
−1)(Hv ∩ g−1Hvg),

so Hv = (Hv ∩ gHvg
−1)(Hv ∩ g−1Hvg). Thus by Remark 2.5, Γ(T ) is (H, 2)-arc-

transitive, as the lemma asserts.

An immediate consequence of Lemma 3.6 is that Γ(T ) is (X, 2)-arc-transitive. How-
ever, X is not transitive on the set of 3-arcs of Γ(T ), as we shall see in the next lemma.
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Lemma 3.7. Γ(T ) is not (X, 3)-arc-transitive.

Proof. Suppose that Γ(T ) is (X, 3)-arc-transitive. Then since M is a vertex-transitive
normal subgroup of X , Corollary 2.11 asserts that Γ(T ) is (M, 2)-arc-transitive. As a
consequence, Mv is transitive on A2(v) := {(v1, v2) ∈ V 2 | v → v1 → v2}, the set of
2-arcs starting from v. However, |Mv| = |T | while |A2(v)| = |T |2 as Γ(T ) is |T |-regular.
This is not possible.

3.2 Classification

Throughout this subsection, let T be a nonabelian simple group, k > 2 be an interger,
D = {(t, . . . , t) | t ∈ T} be a full diagonal subgroup of T k, V be the set of right cosets of
D in T k, and M be the permutation group induced by the right multiplication action of T k

on V . Suppose thatG is a permutation group on V withM 6 G 6M.(Out(T )×Sk), and
Γ is a connected (G, 2)-arc-transitive digraph. Let v = D ∈ V and w be an out-neighbour
of v. Then w = D(t1, . . . , tk) ∈ V for some elements t1, . . . , tk of T which are not all
equal. Without loss of generality, we assume tk = 1. Let u = D(t−11 , . . . , t−1k ) ∈ V
and g ∈ M be the permutation of V induced by right multiplication by (t1, . . . , tk) ∈ T k.
Moreover, define {Ω1, . . . ,Ωn} to be the partition of {1, . . . , k} such that ti = tj if and
only if i and j are in the same part of {Ω1, . . . ,Ωn}. Note that Gv 6 Aut(T ) × Sk.
Let α be the projection of Gv into Aut(T ) and β be the projection of Gv into Sk. Let
A = α(Gv) and S = β(Gv), so that Gv 6 A × S, where each element σ of A is induced
by an automorphism of T acting on V as

D(g1, . . . , gk)σ = D(gσ1 , . . . , g
σ
k )

and each element x of S is induced by a permutation on {1, . . . , k} acting on V as

D(g1, . . . , gk)x = D(g1x−1 , . . . , gkx−1 ).

As G > M we have Inn(T ) 6 A 6 Aut(T ). Moreover, since G is 2-arc-transitive,
Lemma 2.2 implies that Gv = GuvGvw. Let R be the stabilizer in S of k in the set
{1, . . . , k}.

Take any σ ∈ A and x ∈ S. Then σx ∈ Gu if and only if x−1σ−1 fixes u, that is

D((t−11x )σ
−1

, . . . , (t−1(k−1)x)σ
−1

, (t−1kx )σ
−1

) = D(t−11 , . . . , t−1k−1, 1),

or equivalently,

D(tkxt
−1
1x , . . . , tkxt

−1
(k−1)x , 1) = D((t−11 )σ, . . . , (t−1k−1)σ, 1). (3.5)

Similarly, σx ∈ Gw if and only if x−1σ−1 fixes w, which is equivalent to

D(t−1kx t1x , . . . , t
−1
kx t(k−1)x , 1) = D(tσ1 , . . . , t

σ
k−1, 1). (3.6)

Lemma 3.8. 〈t1, . . . , tk〉 = T .

Proof. For all σ ∈ α(Guv), there exists x ∈ S such that σx ∈ Gu. Then (3.5) im-
plies that tkxt−1ix = (t−1i )σ and thus tσi = tixt

−1
kx for all i such that 1 6 i 6 k. This

shows that α(Guv) stabilizes 〈t1, . . . , tk〉. Similarly, for all σ ∈ α(Gvw), there exists
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x ∈ S such that σx ∈ Gw. Then (3.6) implies that tσi = t−1kx tix for all i such that
1 6 i 6 k. Accordingly, α(Gvw) also stabilizes 〈t1, . . . , tk〉. It follows that A = α(Gv) =
α(GuvGvw) = α(Guv)α(Gvw) stabilizes 〈t1, . . . , tk〉. Hence 〈t1, . . . , tk〉 = T since
Inn(T ) 6 A 6 Aut(T ).

Lemma 3.9. Guv ∩ (A×R) = Gvw ∩ (A×R).

Proof. Let σ ∈ A and x ∈ R. Then tkx = tk = 1, and thus (3.6) shows that σx ∈ Gw if
and only if tix = tσi for all i such that 1 6 i 6 k. Similarly, (3.5) shows that σx ∈ Gu
if and only if t−1ix = (t−1i )σ for all i such that 1 6 i 6 k. Since this is equivalent to
tix = tσi for all i, we conclude that σx ∈ Gw if and only if σx ∈ Gu. As a consequence,
Guv ∩ (A×R) = Gvw ∩ (A×R).

Lemma 3.10. Guv ∩A = Gvw ∩A = 1.

Proof. In view of Lemma 3.9 we only need to prove that Gvw ∩ A = 1. For any σ ∈
Gvw ∩A, (3.6) shows that D(t1, . . . , tk−1, 1) = D(tσ1 , . . . , t

σ
k−1, 1), and so tσi = ti for all

i such that 1 6 i 6 k. By Lemma 3.8, this implies that σ = 1 and so Gvw ∩ A = 1, as
desired.

Lemma 3.11. Both β(Guv) and β(Gvw) preserve the partition {Ω1, . . . ,Ωn}.

Proof. Let x ∈ β(Guv). Then there exists σ ∈ A such that σx ∈ Gu, and so (3.5) gives

tkxt
−1
ix = (t−1i )σ (3.7)

for all i such that 1 6 i 6 k. For any i, j ∈ {1, . . . , k}, if i and j are in the same part of
{Ω1, . . . ,Ωn}, then ti = tj and so (t−1i )σ = (t−1j )σ , which leads to tix = tjx by (3.7).
Since tix = tjx if and only if ix and jx are in the same part of {Ω1, . . . ,Ωn}, this shows
that x, hence β(Guv), preserves the partition {Ω1, . . . ,Ωn}. The proof for β(Gvw) is
similar.

Lemma 3.12. t1, . . . , tk are pairwise distinct.

Proof. Let U be the subset of V consisting of the elements D(g1, . . . , gk) with gi = gj
whenever i and j are in the same part of {Ω1, . . . ,Ωn}. By Lemma 3.11, both β(Guv) and
β(Gvw) preserve the partition {Ω1, . . . ,Ωn}. Then since S = β(Gv) = β(GuvGvw) =
β(Guv)β(Gvw), we derive that S preserves the partition {Ω1, . . . ,Ωn}. As a consequence,
S stabilizes U setwise. Meanwhile, A and g stabilize U setwise. Hence G = 〈Gv, g〉 6
〈A × S, g〉 stabilizes U setwise, which implies U = V . Thus each Ωi has size 1 and so
t1, . . . , tk are pairwise distinct.

Lemma 3.13. Guv ∩R = Gvw ∩R = 1.

Proof. In view of Lemma 3.9 we only need to prove that Gvw ∩R = 1. Let x ∈ Gvw ∩R.
Then tkx = tk = 1, and so (3.6) shows that tix = ti for all i such that 1 6 i 6 k.
Note that t1, . . . , tk are pairwise distinct by Lemma 3.12. We conclude that x = 1 and so
Gvw ∩R = 1, as desired.

Lemma 3.14. k = |T |, {t1, . . . , tk} = T and Γ ∼= Γ(T ) as given in Construction 3.1.
Moreover, ifG is vertex-primitive, then the induced permutation group ofG on the k copies
of T is a subgroup of Hol(T ) containing Soc(Hol(T )).
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Proof. It follows from Lemma 3.9 that Guvw ∩ (A×R) = Guv ∩ (A×R). Then as G is
2-arc-transitive on Γ, we have

|Gv|
|Guv|

=
|Guv|
|Guvw|

6
|Guv|

|Guvw ∩ (A×R)|
(3.8)

=
|Guv|

|Guv ∩ (A×R)|
=
|Guv(A×R)|
|A×R|

6
|A× S|
|A×R|

= k.

We thus obtain |Gv| 6 k|Guv| = k|Gvw|. From Lemma 3.10 we deduce β(Guv) ∼= Guv
and β(Gvw) ∼= Gvw. Moreover, t1, . . . , tk are pairwise distinct by Lemma 3.12, which
implies |T | > k. Therefore,

k|S| 6 |T ||S| 6 |Gv ∩A||S| = |Gv| 6 k|Guv| = k|β(Guv)| 6 k|S|

and
k|S| 6 |T ||S| 6 |Gv ∩A||S| = |Gv| 6 k|Gvw| = k|β(Gvw)| 6 k|S|.

Hence |Gv ∩ A| = |T | = k, |Gv| = k|Guv| = k|Gvw| and β(Guv) = β(Gvw) = S. As
a consequence, T = {t1, . . . , tk} by Lemma 3.12, and so Γ ∼= Cos(T k, D, g) ∼= Γ(T ).
Also, (3.8) implies that Guvw = Guvw ∩ (A × R). If Guv ∩ S = 1 or Gvw ∩ S = 1,
then Lemma 3.10 implies S = β(Guv) ∼= Guv . A or S = β(Gvw) ∼= Gvw . A,
contradicting Lemma 2.14. ThusGuv∩S andGvw∩S are both nontrivial normal subgroups
of β(Guv) = β(Gvw) = S.

From now on suppose that G is primitive and so S is a primitive subgroup of Sk.
By Lemma 3.13, Guv ∩ R = Gvw ∩ R = 1, so we derive that Guv ∩ S and Gvw ∩ S
are both regular normal subgroups of S. Moreover, Guv ∩ S 6= Gvw ∩ S for otherwise
Guvw ∩S = Guv ∩S would be a regular subgroup of S, contrary to the condition Guvw =
Guvw∩ (A×R) 6 A×R. This indicates that S has at least two regular normal subgroups,
and so Soc(S) = N2n for some nonabelian simple group N and positive integer n such
that k = |N |n and S/(Guv ∩ S) has a normal subgroup isomorphic to Nn. It follows that

Nn . S/(Guv ∩ S) = β(Guv)/(Guv ∩ S) ∼= α(Guv)/(Guv ∩A) ∼= α(Guv) 6 A,

and then Lemma 2.13 implies that n = 1 and N ∼= T . Thus, Soc(S) ∼= T 2, and so
Soc(Hol(T )) 6 S 6 Hol(T ).

We are now ready to give the main theorem of this section. Recall X defined in (3.2).

Theorem 3.15. Let T be a nonabelian simple group, k > 2 be an interger, and T k 6 G 6
T k.(Out(T )×Sk) with diagonal action on the set V of right cosets of {(t, . . . , t) | t ∈ T}
in T k. Suppose Γ is a connected (G, 2)-arc-transitive digraph with vertex set V . Then
k = |T |, Γ ∼= Γ(T ), Aut(Γ) = X is vertex-primitive of type SD with socle T k and the
conjugation action on the k copies of T permutation isomorphic to Hol(T ), and Γ is not
3-arc-transitive.

Proof. We have by Lemma 3.14 that k = |T |, {t1, . . . , tk} = T and Γ ∼= Γ(T ). In the
following, we identify Γ with Γ(T ). Let X be as in (3.2) and Y = Aut(Γ(T )). Then X
is vertex-primitive of type SD with socle T |T |, and the conjugation action of X on the |T |
copies of T is permutation isomorphic to Hol(T ). Also, X 6 Y by Lemma 3.5. It follows
from [1, Theorem 1.2] that Y is vertex-primitive of type SD with the same socle of X .
Then again by Lemma 3.14 we have Yv 6 Aut(T ) × Hol(T ). Thus by (3.3) Yv = Xx.
Since X is vertex-transitive, it follows that Y = XYv = X , and so Γ is not 3-arc-transitive
by Lemma 3.7.
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4 Product action on the vertex set
In this section, we study (G, s)-arc-transitive digraphs with vertex set ∆m such that G acts
on ∆m by product action. We first prove Theorem 1.3.

Proof of Theorem 1.3. Let G1 be the stabiliser in G of the first coordinate and π1 be the
projection of G1 into Sym(∆). Then π1(G1) = H . Since N is normal in H and transitive
on ∆, Nm is normal in G and transitive on ∆m = V . Hence Corollary 2.11 implies that Γ
is (Nm, s− 1)-arc-transitive. In particular, since s > 2, Nm is transitive on the set of arcs
of Γ, and so Γ has arc set A = {un → vn | n ∈ Nm} for any arc u→ v of Γ.

Let α ∈ ∆, u = (α, . . . , α) ∈ V and v = (β1, . . . , βm) be an out-neighbour of u in Γ.
By Lemma 2.10 we have G = NmGuv . Let ϕ be the projection of G to Sm, and we regard
ϕ(G) as a subgroup of Sym(V ). Then

ϕ(G) 6 HmG = Hm(NmGuv) = HmGuv.

Take any i in {1, . . . ,m}. Since ϕ(G) is transitive on {1, . . . ,m}, there exists x ∈ ϕ(G)
such that 1x = i and x = yz with y = (y1, . . . , ym) ∈ Hm and z ∈ Guv . Note that
z ∈ Guv and x ∈ Sm both fix u. We conclude that y fixes u and hence yj ∈ Hα for each

j in {1, . . . ,m}. Also, y−1x = z ∈ Guv 6 Gv implies βy
−1
1

1 = βi. It follows that for
each i in {1, . . . ,m} there exists hi ∈ Hα with βhii = β1. Let w = (β1, . . . , β1) ∈ V ,
h = (h1, . . . , hm) ∈ (Hα)m and Γh be the digraph with vertex set V and arc set Ah :=
{unh → vnh | n ∈ Nm}. It is evident that uh = u, vh = w, and h gives an isomorphism
from Γ to Γh. Let Σ be the digraph with vertex set ∆ and arc set I := {αn → βn1 | n ∈ N}.
Then N 6 Aut(Σ), and viewing Nmh = hNm we have

Ah = {uhn → vhn | n ∈ Nm} = {un → wn | n ∈ Nm}
= {(αn1 , . . . , αnm)→ (βn1

1 , . . . , βnm1 ) | n1, . . . , nm ∈ N}.

This implies that Γh = Σm. Consequently, Γ ∼= Σm.
For any β ∈ ∆, denote by δ(β) the point in V = ∆m with all coordinates equal to β.

Then δ(α)→ δ(β1) in Γh since α→ β1 in Σ. Let x be any element of H . Then since

H = h−11 Hh1 = h−11 π1(G1)h1 = π1(h)−1π1(G1)π1(h) = π1(h−1G1h),

there exists g ∈ h−1G1h such that x = π1(g). As g is an automorphism of Γh and
δ(α) → δ(β1) in Γh, we have δ(α)g → δ(β1)g in Γh. Comparing first coordinates, this
implies that απ1(g) → β

π1(g)
1 in Σ, which turns out to be αx → βx1 in Σ. In other words,

αx → βx1 is in I . It follows that

I = {αxn → βxn1 | n ∈ N} = {αnx → βnx1 | n ∈ N}

as xN = Nx. Hence x preserves I , and so H 6 Aut(Σ).
Let α0 → α1 → · · · → αs be an s-arc of Σ. Since Γ is (Nm, s− 1)-arc-transitive and

Nm = h−1Nmh, it follows that Γh is (Nm, s−1)-arc-transitive. Then for any (s−1)-arc
α′1 → · · · → α′s of Σ, since δ(α1) → · · · → δ(αs) and δ(α′1) → · · · → δ(α′s) are both
(s − 1)-arcs of Γh, there exists (n1, . . . , nm) ∈ Nm such that δ(αi)(n1,...,nm) = δ(α′i)
for each i with 1 6 i 6 s. Hence αn1

i = α′i for each i with 1 6 i 6 s. Therefore,
Σ is (N, s − 1)-arc-transitive. Let Σ+(αs−1) be the set of out-neighbours of αs−1 in
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Σ. Take any β ∈ Σ+(αs−1). As δ(αs) and δ(β) are both out-neighbours of δ(αs−1) in
Γh and Γh is (h−1Gh, s)-arc-transitive, there exists g ∈ h−1Gh 6 H o Sm such that g
fixes δ(α0), δ(α1), . . . , δ(αs−1) and maps δ(αs) to δ(β). Write g = (x1, . . . , xm)σ with
(x1, . . . , xm) ∈ Hm and σ ∈ Sm. Then x1 fixes α0, α1, . . . , αs−1 and maps αs to β. This
shows that Σ is (H, s)-arc-transitive, completing the proof.
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1 Introduction
All groups and all graphs in this paper are finite. Let G be a group and let S be an inverse-
closed subset of G. The Cayley graph of G with respect to S is the edge-coloured graph
Cay(G,S) with vertex-set G and, for every g ∈ G and s ∈ S, an edge {g, sg} with colour
{s, s−1}. Its group of colour-preserving automorphisms is denoted Autc(Cay(G,S)). Let
Aut±1(G,S) = {α ∈ Aut(G) : sα ∈ {s, s−1} for all s ∈ S}. It is easy to see that
GR o Aut±1(G,S) 6 Autc(Cay(G,S)), where GR is the right-regular representation
of G.

Definition 1.1 ([5]). The Cayley graph Cay(G,S) is CCA (Cayley colour automorphism)
if Autc(Cay(G,S)) = GR o Aut±1(G,S). The group G is CCA if every connected
Cayley graph on G is CCA.

In other words, a Cayley graph is CCA if and only if the colour-preserving graph au-
tomorphisms are exactly the “obvious” ones. The terminology we use for this problem
largely comes from [5]. Other papers that study this problem include [2, 3, 4, 8].

Note that Cay(G,S) is connected if and only if S generatesG. It is also easy to see that
GR o Aut±1(G,S) is precisely the normaliser of GR in Autc(Cay(G,S)). In particular,
Cay(G,S) is CCA if and only if GR is normal in Autc(Cay(G,S)), c.f. [5, Remark 6.2].

In Section 2, we introduce some basic terminology and recall a few previous results
on the CCA property. In Section 3, we consider wreath products of permutation groups,
and produce conditions that are sufficient to determine when such a product is a non-CCA
group. This generalises results from [5]. In Section 4, we give some new constructions for
non-CCA graphs.

Finally, in Section 5, we obtain a characterisation of non-CCA groups whose order is
not divisible by four, in which every Sylow subgroup is cyclic. This generalises the work
of [3], which dealt with the case of groups of odd squarefree order.

2 Preliminaries
The identity of a group G is denoted 1G, or simply 1 if there is no risk of confusion. We
denote a dihedral group of order 2n by Dn, while Q8 denotes the quaternion group of order
8 with elements {±1,±i,±j,±k} and multiplication defined as usual.

We now state some preliminary results and introduce some terminology related to Cay-
ley graphs. Let Γ be a graph and let v be a vertex of Γ. The neighbourhood of v is denoted
by Γ(v). If A is a group of automorphisms of Γ, then the permutation group induced by
the vertex-stabiliser Av on the neighbourhood of v is denoted AΓ(v)

v .

Lemma 2.1 ([5, Lemma 6.3]). The vertex-stabiliser in the colour-preserving group of au-
tomorphisms of a connected Cayley graph is a 2-group.

Definition 2.2. Let G be a group, let Γ = Cay(G,S) and let N be a normal subgroup of
G. The quotient graph Γ/N is Cay(G/N,S/N), where S/N = {sN : s ∈ S}.

Lemma 2.3 ([3, Lemma 3.4]). Let A be a colour-preserving group of automorphisms of
Cay(G,S), let N be a normal subgroup of A and let K be the kernel of the action of A
on the N -orbits. If N 6 G, then A/K is a colour-preserving group of automorphisms
of Γ/N .
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Lemma 2.4. Let Γ = Cay(G,S), let A be a colour-preserving group of automorphisms
of Γ, let N be a normal 2-subgroup of A and let K be the kernel of the action of A on the
N -orbits. If Kv 6= 1, then S contains an element whose order is a power of 2 that is at
least 4.

Proof. Let v0 = v. Since Kv0 6= 1, KΓ(v0)
v0 6= 1 and there exists k ∈ Kv0 and a neighbour

u0 of v0 such that uk0 6= u0. Let u1 = uk0 . Note that Ku1
6= Kv0 hence there exists

` ∈ Ku1
such that v`0 6= v0. Let v1 = v`0. Repeating this process, we get a monochromatic

cycle C = (u0, v0, u1, v1, ...) of length at least 3. By construction, ui ∈ uK0 = uN0 and
vi ∈ vK0 = vN0 for all i. In particular, |C ∩ vN0 | ∈ {|C|, |C|/2}. Since each vertex of Γ lies
in a unique monochromatic cycle of a given colour, C is a block for A. On the other hand,
vN0 is also a block for A and thus so is C ∩ vN0 . It follows that |C ∩ vN0 | divides |N | which
is a power of 2. This implies that |C| is also a power of 2. Since |C| > 3, |C| is divisible
by 4 and the result follows from the fact that C is monochromatic.

For a group H , let H2 := 〈x2 | x ∈ H〉. The following lemma is inspired by an
argument contained within [5, Theorem 6.8].

Lemma 2.5. Let Γ = Cay(G,S) be connected, let A be a colour-preserving group of
automorphisms of Γ that is normalised by G and let v be a vertex of Γ. If Av has a
subgroup U such that U 6 (Av)

2 and no other subgroup of Av is isomorphic to U , then
U = 1. In particular, Av is isomorphic to neither Z2n for n > 2 nor isomorphic to D2n

for n > 3.

Proof. Since A is colour-preserving, AΓ(v)
v is an elementary abelian 2-group. Since U 6

(Av)
2, it follows that U fixes all the neighbours of v. Let s ∈ S. Since A is normalised

by G, we have Us 6 A and, by the previous observation, Us 6 Av . As Av has a unique
subgroup isomorphic to U , we must have U = Us. Since this holds for every s ∈ S, U is
normalised by G. As G is transitive and U fixes v, this implies that U = 1.

The second part of the lemma follows from the first. Indeed, ifAv is isomorphic to Z2n

for n > 2 or to D2n for n > 3, then (Av)
2 is non-trivial and is the unique cyclic subgroup

of its order.

3 Wreath products
Proposition 3.1. Let H be a permutation group on a set Ω, let G be a group and let
X = G oΩ H . If

(i) there is an inverse-closed generating set S for G and a non-identity bijection
τ : G → G such that τ fixes 1, and τ(sg) = s±1τ(g) for every g ∈ G and ev-
ery s ∈ S, and

(ii) either H is nontrivial or τ 6∈ Aut(G),

then X is non-CCA.

Proof. Let m = |Ω| and write Ω = {1, . . . ,m} such that, if H is nontrivial, then 1 is not
fixed by H .

Write X = H n (G1 × · · · × Gm). Note that, if g ∈ Gi and h ∈ H , then gh ∈ Gih .
Without loss of generality, we may assume that 1G /∈ S. Let Si be the subset of Gi
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corresponding to S, let T = (H − {1H}) ∪ S1 ∪ · · · ∪ Sm and let Γ = Cay(X,T ). Note
that T generates X hence Γ is connected. We will show that Γ is non-CCA.

Define τ ′ : X → X by τ ′ : hg1g2 · · · gm 7→ hτ(g1)g2 · · · gm, where gi ∈ Gi and
h ∈ H . Let v be a vertex of Γ and let s ∈ T . We will show that τ ′(sv) = s±1τ ′(v) and
hence τ ′ is a colour-preserving automorphism of Γ. Write v = hg1 · · · gm with h ∈ H
and gi ∈ Gi. Let g = g1 · · · gm. Note that τ ′(v) = τ ′(hg) = hτ ′(g). If s ∈ H , then
τ ′(sv) = τ ′(shg) = shτ ′(g) = sτ ′(v). Suppose now that s ∈ Si for some i ∈ Ω. If
ih 6= 1, then

τ ′(shg) = τ ′(g1 · · · shgih · · · gm) = τ(g1)g2 · · · shgih · · · gm =

= shτ(g1)g2 · · · gm = shτ ′(g).

If ih = 1, then sh ∈ S1 ⊆ T and

τ ′(shg) = τ ′(shg1 · · · gm) = τ(shg1)g2 · · · gm = (sh)±1τ(g1)g2 · · · gm = (sh)±1τ ′(g).

Either way, we have

τ ′(sv) = τ ′(hshg) = hτ ′(shg) = h(sh)±1τ ′(g) = s±1hτ ′(g) = s±1τ ′(hg) = s±1τ ′(v).

This completes the proof that τ ′ is a colour-preserving automorphism of Γ. It remains
to show that τ ′ is not a group automorphism of X . (Note that τ ′ fixes 1X , so if τ ′ ∈
XR o Aut±1(X,T ), then τ ′ ∈ Aut(X).)

If H is nontrivial, then, since 1 is not fixed by H , there exists h ∈ H such that 1h 6= 1.
Let g be an element of G1 that is not fixed by τ . We have τ ′(gh) = τ ′(hgh) = hgh = gh
but τ ′(g)τ ′(h) = τ(g)h. Since g 6= τ(g), τ ′ is not an automorphism of X .

If H is trivial and τ 6∈ Aut(G), then there exist g1, g2 ∈ G such that τ(g1g2) 6=
τ(g1)τ(g2). Applying τ ′ to the corresponding elements of G1 shows that τ ′ is not an
automorphism of X . This completes the proof.

We now obtain a few corollaries of Proposition 3.1.

Corollary 3.2. Let H be a permutation group on a set Ω and let G be a group. If G is
non-CCA, then G oΩ H is non-CCA.

Proof. Since G is non-CCA, there exists a colour-preserving graph automorphism τ of a
Cayley graph Cay(G,S) such that τ(1G) = 1G but τ does not normalise GR. Since τ is
colour-preserving, τ(sg) = s±1τ(g) for every g ∈ G and every s ∈ S. Finally, since τ
does not normalise GR, we have τ 6∈ Aut(G) and the result follows from Proposition 3.1.

Corollary 3.3. Let H be a nontrivial permutation group on a set Ω and let G be a group.
If G = B nA, where A is abelian of exponent greater than 2, then G oΩ H is non-CCA.

Proof. Every element of G can be written uniquely as ba with a ∈ A and b ∈ B. Let τ be
the permutation of G mapping ba to ba−1. Clearly, τ fixes 1G but, since A has exponent
greater than 2, τ is not the identity. Let S = (A ∪ B) − {1G}. Note that S is an inverse-
closed generating set for G. Let g ∈ G, let s ∈ S and write g = ba with a ∈ A and b ∈ B.
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If s ∈ B, then τ(sg) = τ(sba) = sba−1 = sτ(ba) = sτ(g). Otherwise, s ∈ A, sb ∈ A
and

τ(sg) = τ(sba) = τ(bsba) = b(sba)−1 = b(sb)−1a−1 = s−1ba−1 = s−1τ(g).

The result then follows from Proposition 3.1, since H is nontrivial.

Corollary 3.4. Let H be a permutation group on a set Ω and let G be a group. If

(i) G has exponent greater than 2,

(ii) H is nontrivial when G is abelian, and

(iii) G has a generating set S with the property that sg = s±1 for every s ∈ S and g ∈ G,

then G oΩ H is non-CCA.

Proof. We can assume without loss of generality that S is inverse-closed. Let τ be the
permutation of G that maps every element to its inverse. For every s ∈ S and g ∈ G, we
have sg = s±1 and thus τ(sg) = g−1s−1 = s±1g−1 = s±1τ(g). Since G has exponent
greater than 2, τ is not the identity. If H is trivial, then G is non-abelian so that τ is not an
automorphism of G. The result then follows from Proposition 3.1.

In view of Corollary 3.4, it would be interesting to determine the groups G such that
G has a generating set S with the property that sg = s±1 for every s ∈ S and g ∈ G.
This family of groups includes abelian groups and Q8. This family is closed under central
products but it also includes examples which do not arise as central products of smaller
groups in the family, for example the extraspecial group of order 32 and minus type.

4 A few constructions for non-CCA graphs
In this section, we will describe a few constructions which yield non-CCA Cayley graphs.
For a group G, let KG denote Cay(G,G−{1}), the complete Cayley graph on G. We will
need a result which tells us when GR < Autc(KG). First we state some definitions.

Definition 4.1. Let A be an abelian group of exponent greater than 2, and define a map
ι : A → A by ι(a) = a−1 for every a ∈ A. The generalised dihedral group over A is
Dih(A) = Ao 〈ι〉.

Definition 4.2. Let A be an abelian group of even order and of exponent greater than
2, and let y be an element of A of order 2. The generalised dicyclic group over A is
Dic(A, y) := 〈A, x | x2 = y, ax = a−1 ∀a ∈ A〉. Let ι be the permutation of Dic(A, y)
that fixes A pointwise and maps every element of the coset Ax to its inverse.

It is not hard to check that ι is an automorphism of Dic(A, y).

Definition 4.3. For α ∈ {i, j, k}, let Sα = {±α} × Zn2 and let σα be the permutation of
Q8 × Zn2 that inverts every element of Sα and fixes every other element.

Theorem 4.4 ([2], Classification Theorem). If G is a group, then GR < Autc(KG) if and
only if one of the following occurs:

1. G is abelian but is not an elementary abelian 2-group, and Autc(KG) = Dih(G),
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2. G is generalised dicyclic but not of the form Q8 × Zn2 , and Autc(KG) = GR o 〈ι〉,
where ι is as in Definition 4.2, or

3. G ∼= Q8 × Zn2 and Autc(KG) = 〈GR, σi, σj , σk〉, where σi, σj , σk are as in Defini-
tion 4.3.

Definition 4.5. Let B be a permutation group and let G be a regular subgroup of B. We
say that (G,B) is a complete colour pair if G is as in the conclusion of Theorem 4.4 and
B 6 Autc(KG).

For a graph Γ, let L(Γ) denote its line graph.

Proposition 4.6. Let Γ be a connected bipartite G-edge-regular graph. If H is a group of
automorphisms of Γ such that:

(i) G 6 H ,

(ii) the orbits of H on the vertex-set of Γ are exactly the biparts, and

(iii) for every vertex v of Γ, either

(a) GΓ(v)
v = H

Γ(v)
v , or

(b) (G
Γ(v)
v , H

Γ(v)
v ) is a complete colour pair,

then H is a colour-preserving group of automorphisms of L(Γ) viewed as a Cayley graph
on G.

Proof. Since G acts regularly on edges of Γ, its induced action on L(Γ) is regular on
vertices. Vertices of Γ induce cliques in L(Γ), which we call special. Clearly, H has
exactly two orbits on special cliques. Moreover, special cliques partition the edges of
L(Γ), and each vertex of L(Γ) is in exactly two special cliques, one from each H-orbit.
Since G 6 H , the set of edge-colours appearing in special cliques from different H-orbits
is disjoint.

Let v be a vertex of Γ and let C be the corresponding special clique of L(Γ). Note that
H

Γ(v)
v is permutation isomorphic to HC

C , while GΓ(v)
v
∼= GCC

∼= GC . Since G is vertex-
regular on L(Γ), GC is regular on C and thus C can be viewed as a complete Cayley
graph on GC . If (G

Γ(v)
v , H

Γ(v)
v ) is a complete colour pair, Theorem 4.4 implies that HC

C is
colour-preserving. If GΓ(v)

v = H
Γ(v)
v , then since G is colour-preserving, so is HC

C . Since
G acts transitively on the special cliques within an H-orbit and G is colour-preserving, it
follows that H is colour-preserving.

Remark 4.7. In the proof of Proposition 4.6, we only use one direction of Theorem 4.4,
namely that if G appears in Theorem 4.4, then GR < Autc(KG). The converse is not used
here, but it can help to identify situations where Proposition 4.6 can be used to construct
non-CCA graphs.

Example 4.8. Let Γ be the Heawood graph and let H be the bipart-preserving subgroup of
Aut(Γ). Note thatH ∼= PSL(2, 7) andH contains an edge-regular subgroupG isomorphic
to F21, the Frobenius group of order 21. Moreover, for every vertex v of Γ, we have
G

Γ(v)
v
∼= Z3 whileHΓ(v)

v
∼= D3 and (Z3,D3) is a complete colour pair. By Proposition 4.6,
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H is a colour-preserving group of automorphisms of L(Γ) viewed as a Cayley graph on
G. Since G is not normal in H , it follows that L(Γ) is a non-CCA graph and so F21 is a
non-CCA group.

Example 4.8 was previously studied in [3] and [5], under a slightly different guise.

Example 4.9. Let A ∼= Q8 × Zm2 and B = Autc(KA) = 〈AR, σi, σj , σk〉. Then A is not
normal in B, and by Theorem 4.4(3), (A,B) is a complete colour pair. Let n = |A| and let
Kn,n be the complete bipartite graph of order 2n. Let G = A×A and let H = B×B. By
Proposition 4.6, H is a colour-preserving group of automorphisms of L(Kn,n) viewed as a
Cayley graph on G. Since A is not normal in B, G is not normal in H hence L(Kn,n) is a
non-CCA graph and so G is a non-CCA group.

For a graph Γ, let S(Γ) denote its subdivision graph.

Corollary 4.10. Let Γ be a connected G-arc-regular graph. If H is a group of automor-
phisms of Γ such that:

(i) G 6 H , and

(ii) (G
Γ(v)
v , H

Γ(v)
v ) is a complete colour pair for every vertex v of Γ,

then H is a colour-preserving group of automorphisms of L(S(Γ)) viewed as a Cayley
graph on G.

Proof. Let Γ′ = S(Γ). We show that Proposition 4.6 applies to Γ′. Clearly, Γ′ is bipartite
and G acts on it faithfully and edge-regularly. It is also obvious that, in its induced action
on Γ′, H must preserve the biparts of Γ′. Finally, let x be a vertex of Γ′. If x arose from
a vertex v of Γ, then we have that AΓ(v)

v is permutation isomorphic to AΓ′(x)
x for every

A 6 Aut(Γ). Since (G
Γ(v)
v , H

Γ(v)
v ) is a complete colour pair, so is (G

Γ′(x)
x , H

Γ′(x)
x ). If

x arose from an edge of Γ, then x has valency 2 and, since G is arc-transitive, GΓ′(x)
x =

H
Γ′(x)
x

∼= Z2 and (G
Γ′(x)
x , H

Γ′(x)
x ) is a complete colour pair.

Example 4.11. Let Γ be the Heawood graph and let H = Aut(Γ). Note that H contains
an arc-regular subgroupG isomorphic to AGL(1, 7). Moreover, for every vertex v of Γ, we
have GΓ(v)

v
∼= Z3 while HΓ(v)

v
∼= D3. By Corollary 4.10, H is a colour-preserving group

of automorphisms of L(S(Γ)) viewed as a Cayley graph on G. Since G is not normal in
H , it follows that Γ is a non-CCA graph and so AGL(1, 7) is a non-CCA group.

Remark 4.12. In fact, AGL(1, 7) is a Sylow cyclic group whose order is not divisible by
four, so Example 4.11 will appear again in our characterisation of non-CCA groups of this
sort, in Section 5. However, the construction we have just presented is very different from
the approach we use in that section.

5 Sylow cyclic and order not divisible by four
We first introduce some notation that will be useful throughout this section. Recall that
PGL(2, 7) has a unique conjugacy class of subgroups isomorphic to AGL(1, 7). The in-
tersection of such a subgroup with the socle PSL(2, 7) is a Frobenius group of order 21
which we will denote F21. We say that a group G is Sylow cyclic if, for every prime p, the
Sylow p-subgroups of G are cyclic.
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Our aim in this section is to characterise both the non-CCA Sylow cyclic groups whose
order is not divisible by four, and the structure of the corresponding colour-preserving
automorphism groups for non-CCA graphs.

Theorem 5.1. Let G be a Sylow cyclic group whose order is not divisible by four, let
Γ = Cay(G,S), let A be a colour-preserving group of automorphisms of Γ, let R be
a Sylow 2-subgroup of G and let r be a generator of R. If G is not normal in A, then
G = (F ×H) oR and A = (T × J) oR, where the following hold:

(i) PSL(2, 7) ∼= T E A,

(ii) T ∩G = F ∼= F21,

(iii) J ∩G = H E J E A,

(iv) H is self-centralising in J ,

(v) J splits over H ,

(vi) H is normal in A.

Proof. To avoid ambiguity, for g ∈ G, we write [g] for the vertex of Γ corresponding to g
and, for X ⊆ G, we write [X] for {[x] : x ∈ X}.

Let P be a Sylow 2-subgroup of A containing R. By Lemma 2.1, A[1] is a 2-group. Up
to relabelling, we may assume that A[1] 6 P . Since G is regular, we have A = GA[1] and
|A| = |G||A[1]|. Note that (v) and (vi) follow from the rest of the claims. Indeed, H must
have odd order and, since |A : G| is a power of 2, so is |J : H| and thus J = H o (P ∩J).
As H has odd order and is normal in J , it must be characteristic in J and thus normal in A.

Since |G| is not divisible by 4, it follows thatG has a characteristic subgroupG2 of odd
order such that G = G2 oR. By order considerations, we have A = G2P .

Case 1: There is no minimal normal subgroup of A of odd order.
In this case, we have that soc(A) = T1 × · · · × Tk × B, where soc(A) is the socle of

A, the Tis are non-abelian simple groups, and B is an elementary abelian 2-group. Recall
that A = G2P , that is, A has a 2-complement. Since this property is inherited by normal
subgroups, soc(A) and Ti also have 2-complements for every i. This implies that, for every
i, Ti ∼= PSL(2, p) for some Mersenne prime p (see [7, Theorem 1.3] for example). Now,
|Ti| is divisible by 3 but the Sylow 3-subgroup of soc(A) is cyclic (since |A : G| is a
power of 2 and G is Sylow cyclic) so that k = 1. Let T = T1. Suppose that p > 7 and
hence p > 31. Note that T[1] has index at most 2 in some Sylow 2-subgroup of T which
is isomorphic to D(p+1)/2. It follows that T[1] has order at least (p + 1)/2 and is either
dihedral or cyclic. Since p > 31, this implies that T[1] contains a unique cyclic subgroup
of order (p+ 1)/8, say U , and U is contained in (T[1])

2. By Lemma 2.5, U = 1, which is
a contradiction. It follows that p = 7 and T ∼= PSL(2, 7).

Let O2(A) be the largest normal 2-subgroup of A. If O2(A) = 1, then soc(A) = T ∼=
PSL(2, 7) and A is isomorphic to one of PSL(2, 7) or PGL(2, 7). If A ∼= PSL(2, 7),
then, as F21 is the only proper subgroup of PSL(2, 7) with index a power of 2, G ∼= F21

and the theorem holds. If A ∼= PGL(2, 7), then, for the same reason, G is isomorphic to
either F21 or AGL(1, 7). If G ∼= F21, then A[1] must be a Sylow 2-subgroup of A and thus
isomorphic to D8. In particular, A[1] contains a unique cyclic subgroup of order 4 and this
subgroup is contained in (A[1])

2. This contradicts Lemma 2.5. We must therefore have
G ∼= AGL(1, 7) and again the theorem holds.
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We now assume that O2(A) 6= 1. In particular, the orbits of O2(A) are of equal length,
which is a power of 2 greater than 1. It follows that |O2(A) : O2(A)[1]| = |[1]O2(A)| = 2.
LetK be the kernel of the action ofA on the O2(A)-orbits. By Lemma 2.4,K is semiregu-
lar hence so is O2(A). It follows that |O2(A)| = 2 and O2(A) is central in A. This implies
that B = O2(A), hence soc(A) = T × O2(A). Now, A[1] is a complement for O2(A) in
P , so by Gaschutz’ Theorem (see for example [6, 3.3.2]), O2(A) has a complement in A.

Clearly, O2(A) 6 CA(T ). We show that equality holds. Suppose, on the contrary,
that O2(A) < CA(T ). Since CA(T ) is normal in A, CA(T )/O2(A) must contain a min-
imal normal subgroup of A/O2(A), say Y/O2(A). Since O2(A) has a complement in A,
O2(A) has a complement in Y , say Z. Thus Y = O2(A) × Z and Z is isomorphic to
Y/O2(A) which is a minimal normal subgroup of A/O2(A) and therefore either an ele-
mentary abelian group of odd order, or a product of non-abelian simple groups. It follows
that Z is characteristic in Y and thus normal in A. Since the action of A by conjugation on
Z and on Y/O2(A) are equivalent, we see that Z is a minimal normal subgroup of A. The
only possibility is that Z = T but, since T has trivial centre, this contradicts the fact that
Z 6 Y 6 CA(T ). This concludes our proof that CA(T ) = O2(A) ∼= Z2.

As O2(A) has a complement inA, it follows thatA is isomorphic to one of PSL(2, 7)×
Z2 or PGL(2, 7) × Z2. Suppose first that A ∼= PSL(2, 7) × Z2. Since G has even order,
is not normal in A and has index a power of 2, we must have G ∼= F21 × Z2 and the
theorem holds with H = J = 1. Finally, suppose that A ∼= PGL(2, 7)× Z2. In particular,
P = Q × O2(A) where Q ∼= D8. Note that |P : A[1]| = 2 and A[1] ∩ O2(A) = 1 hence
A[1]
∼= P/O2(A) ∼= D8. This contradicts Lemma 2.5.

Case 2: There exists a minimal normal subgroup of A of odd order.
Let N be a minimal normal subgroup of odd order, that is, |N | is a power of some odd

prime p. Let K be the kernel of the action of A on the set of N -orbits. Since the N -orbits
have odd size and K[1] 6 A[1] is a 2-group, K[1] must fix at least one point in every N -
orbit. For each N -orbit B, pick b ∈ G such that K[1] = K[b] and B = [b]N . Now the
kernel of the action of K on [1]N is K([1]N ) =

⋂
n∈N (K[1])

n =
⋂
n∈N (K[b])

n = K([b]N ).

It follows that K([1]N ) fixes every vertex of Γ, and so K acts faithfully on [1]N . Moreover,
N[1] = 1 henceK = N oK[1]. As |A : G| is a power of 2, G contains a Sylow p-subgroup
of A. Since N is normal in A, it is contained in every Sylow subgroup of A, and thus
N 6 G. We therefore have GK = GNK[1] = GK[1]. Since G is Sylow cyclic and N is
elementary abelian, we must have |N | = p.

If K[1] 6= 1, then K[1] must move a neighbour of [1], say [s] for some non-involution
s ∈ S. It follows that K[s] must move [1], necessarily to [s2] since K is colour-preserving,
and thus [s2] ∈ [1]N . Let C be the cycle containing [1] with edge-label {s, s−1}. We have
shown that [1], [s2] ∈ [1]N ∩ C and hence |[1]N ∩ C| > 2. Since [1]N and C are both
blocks for the action of G, the former of prime order, it follows that [1]N ∩ C = [1]N ,
that is [1]N ⊆ C. Since K acts faithfully on [1]N , K[1] acts faithfully on C and thus
|GK : G| = |K[1]| 6 2. It follows that G is normal in GK, GK = G oK[1] and either
K = N ∼= Zp or K ∼= Dp.

Suppose that GK/K is normal in A/K and hence GK is normal in A. We show that
this implies thatG is normal inA, which is a contradiction. This is trivial ifG = GK hence
we assume that |GK : G| = 2 and K ∼= Dp. If G has odd order, then it is characteristic
in GK and thus normal in A. We may thus assume that G has even order. Recall that
G2 is a characteristic subgroup of index 2 in G, hence G2 is normal in GK and, since
|GK : G2| = 4, we have that G2 is characteristic in GK and thus normal in A. Note that
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G and G2 oK[1] both have index two in GK but G2 oK[1] is not semiregular, hence they
are not conjugate in A. In particular, G2 oK[1] and G are distinct index two subgroups of
GK and thus GK/G2 is elementary abelian of order 4. Let X be the centraliser of N in
GK. Since N ∼= Zp, Aut(N) is cyclic hence GK/X is cyclic and X is not contained in
G2. Since N , G2 and GK are normal in A, so is XG2. If XG2 = G, then we are done.
We thus assume that this is not the case. Note that |XG2 : X| = |G2 : CG2(N)| is odd,
hence every Sylow 2-subgroup of XG2 centralises N . Since K[1] has order 2 but does not
centralise N , G2 o K[1] is not contained in XG2. We thus conclude that G, G2K[1] and
XG2 are the three index two subgroups of GK containing G2. One of them is normal in
A, and we have seen that the other two are not conjugate in A. It follows that all three are
normal in A. In particular, G is normal in A, a contradiction.

We may thus assume thatGK/K is not normal inA/K. Again, we use the bar notation
with respect to the mapping A 7→ A/K. By Lemma 2.3, A is a colour-preserving group of
automorphisms of Γ/N . By induction, we have G = (F ×H)oD and A = (T ×J)oD,
where D is a Sylow 2-subgroup of G, PSL(2, 7) ∼= T E A, T ∩G = F ∼= F21, J ∩G =
H E J E A and H is self-centralising in J . Further, since R ∩ K = 1 we may assume
R = D. Note that T/CT (K) 6 Aut(K) is soluble since K is either cyclic or dihedral. As
T/K ∼= PSL(2, 7), it follows that T = KCT (K) and hence CT (K)/Z(K) ∼= PSL(2, 7).
If K ∼= Dp, then Z(K) = 1. Set T0 = CT (K) in this case. Otherwise, Z(K) = N = K ∼=
Zp and, since the Schur multiplier of PSL(2, 7) has order 2, we have CT (K) = N × T0

for some T0. In both cases, T0
∼= PSL(2, 7) and, since both T and K are normal in A, so

is T0, which proves (i). Now, TJ = T0KJ = T0J , both T0 and J are normal in A and
T0 ∩ J = 1 hence A = (T0 × J) o R. Since T0 = T there is F0 6 T0 such that F0 = F .
Since F0 ∩ K = 1 we have F0

∼= F0
∼= F21. Further, F = F0K = F0 × K. Since

|GK : G| 6 2, we have that F0 6 G and, since F0 is maximal in T0, we have T0∩G = F0

which is (ii).
Note that |H| is not divisible by 4, hence H = H0 o K[1] for some characteristic

subgroup H0 of H . In particular, H = H0. Now GK = FHR = F0H0K[1]R so
G = F0H0R = (F0 × H0) o R. Since H0 is characteristic in H , it is normal in J .
Recall that K ∩ G = N 6 H0, hence K ∩ F0R = 1. As J ∩ F0R = 1, this implies that
J∩F0R = 1. SinceH0 6 J , we have J∩G = H0(J∩F0R) = H0, which is (iii). Note that
H0/N ∼= H . Since H contains its centraliser in J , we have CJ(H0) 6 HK = H0K[1].
As N 6 H0 and N is self-centralising in K, we have CJ(H0) 6 H0, which is (iv).

This concludes the proof.

We now build on the previous result and give some information about the structure of
the connection set.

Theorem 5.2. Let G be a Sylow cyclic group whose order is not divisible by four, let
Γ = Cay(G,S) be a connected non-CCA graph and let A = Autc(Γ). Using the notation
of Theorem 5.1, write A = (T × J)oR and G = (F ×H)oR. Let r be the generator of
R, let Y = S \ (F ∪ (H oR)) and let

Γ′ = Cay(F oR, (F ∩ S) ∪ {r} ∪ {s2 : s ∈ Y }).

Then

1. Γ′ is connected and non-CCA,
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2. Y ⊆ {fz : f ∈ F, z ∈ Hr, |f | = 3, |z| = 2}, and

3. if Y 6= ∅, then |R| = 2, and T commutes with R.

Proof. Since Γ is non-CCA, G is not normal in A. This yields the conclusion of The-
orem 5.1. As in the proof of that theorem, for g ∈ G, we write [g] for the vertex of
Cay(G,S) corresponding to g and, for X ⊆ G, we write [X] for {[x] : x ∈ X}.

Let P be a Sylow 2-subgroup of A containing R. Up to relabelling, we may assume
that A[1] 6 P and thus P = A[1]R. It follows that [1]PH = [H o R] is a block for
A. As T is normal in A, its orbits are also blocks. One such block is [1]T = [F ]. As
[F ] ∩ [H o R] = [1], we find that the two block systems induced by [F ] and by [H o R]
are transverse.

The action of T on [F ] is equivalent to the action of PSL(2, 7) by conjugation on its 21
Sylow 2-subgroups. In particular, if f ∈ F and T[1] = T[f ], then f = 1. This observation,
together with the previous paragraph, yields that the set of fixed points of T[1] is exactly
[H oR].

We first show (2) and (3). Let s ∈ Y . Note that [Fs] is the orbit of T that contains
s. Since s /∈ H o R, [s] is not fixed by T[1]. Since T is colour-preserving, we have that
[s] 6= [s−1] ∈ [Fs]. It follows that 1 6= s2 ∈ F . In particular, |s2| ∈ {3, 7}. Since A
is colour-preserving, the cycles coloured {s, s−1} form a block system for A. This means
that [〈s2〉] is also a block for A, contained in the block [F ]. Now, PSL(2, 7) on its action
on 21 points does not admit blocks of size 7, therefore |s2| = 3. Since s 6∈ F this implies
|s| = 6. Notice also that [{1, s3}] is a block of A. Thus, [s3] is a fixed point of T[1], so
[s3] ∈ [H o R]. Since |s3| = 2 but |H| is odd, s3 6∈ H hence |R| = 2 and s3 ∈ Hr.
Since H and F centralise each other and s3r ∈ H and s2 ∈ F , it follows that s2 commutes
with r. Note that [1]P = [R] is a block for A. Now, [〈s2〉] is also a block for A, being a
set of vertices of even distance contained in one of the monochromatic hexagons coloured
{s, s−1}. It follows that [〈s2, r〉] is also a block for A, of size 6 and contained in the block
[1]TP = [F oR]. Note that PGL(2, 7) does not have blocks of size 6 in its transitive action
on 42 points. It follows that T oR 6∼= PGL(2, 7), and hence T commutes with R. Writing
f = s4 and z = s3 concludes the proof of (2) and (3).

Let π : G 7→ F oR be the natural projection and let s ∈ Y . By the previous paragraph,
we have s−1 = s2s3 = s2hr, where s2 ∈ F and h ∈ H . It follows that π(s−1) = s2r.
As S is inverse-closed, we have π(Y ) = {s2r : s ∈ Y }. Since 〈S〉 = G, we have
F o R = 〈π(S)〉 6 〈F ∩ S, r, s2r : s ∈ Y 〉 = 〈F ∩ S, r, s2 : s ∈ Y 〉 and thus Γ′ is
connected. Note that [1]ToR = [F o R] hence T o R 6 Autc(Γ

′). Since F o R is not
normal in T oR, Γ′ is not CCA.

The following result is, in some sense, a converse to Corollary 5.2.

Proposition 5.3. Let G be a Sylow cyclic group whose order is not divisible by four such
that G = (F × H) o R where F ∼= F21, R is a Sylow 2-subgroup of G, and F and
H are normal in G. Let r be the generator of R, let S be a generating set for G, let
Y = S \ (F ∪ (H oR)), let S′ = (F ∩ S) ∪ {r} ∪ {s2 : s ∈ Y }, and let

Γ′ = Cay(F oR,S′).

If

1. Γ′ is connected and non-CCA,
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2. Y ⊆ {fz : f ∈ F, z ∈ Hr, |f | = 3, |z| = 2}, and

3. if Y 6= ∅, then |R| = 2, and F commutes with R,

then Cay(G,S) is connected and non-CCA.

Proof. Since S generates G, Cay(G,S) is connected. Since Γ′ is a connected and non-
CCA Cayley graph on F oR, it follows from Theorem 5.1 that there exists a group T oR
of colour-preserving automorphisms of Γ′, with F 6 T and T ∼= PSL(2, 7).

This yields an action of T on F o R. We extend this action to the vertex-set of
Cay(G,S) in the following way: for t ∈ T and xh ∈ G, with x ∈ F o R and h ∈ H , let
(xh)t = xth.

Notice that if x ∈ F o R, then, since r ∈ S′ is an involution and T o R is colour-
preserving on Γ′, for any t ∈ T we have (rx)t = rxt.

Note that F 6 T ∩ G < T . Since T is simple, it follows that T ∩ G is not normal in
T . We claim that T is a colour-preserving group of automorphisms of Cay(G,S). By the
previous comment, this will show that Cay(G,S) is non-CCA.

Let t ∈ T , let v ∈ G and write v = xh with x ∈ F oR and h ∈ H . We will show that,
for all s ∈ S, we have (sv)t = s±1vt.

Suppose first that s ∈ S′. (This includes the case when s ∈ F .) Since T is colour-
preserving on Γ′, we have (sx)t = s±1xt. Since sx ∈ F oR, we have (sv)t = (sxh)t =
(sx)th = s±1xth = s±1vt, as required.

Suppose next that s ∈ H oR. Write s = h′ri and x = rjf , where h′ ∈ H , f ∈ F and
i, j ∈ Z. Let h′′ ∈ H be such that ri+jh′′ = h′ri+j . Then

(sv)t = (h′ri+jfh)t = (ri+jh′′fh)t = (ri+jfh′′h)t = (ri+jf)th′′h = ri+jf th′′h

= ri+jh′′f th = h′ri+jf th = srjf th = s(rjf)th = sxth = svt,

as desired.
Finally, suppose s ∈ Y . We can write s = fz where f ∈ F , z ∈ Hr, |f | = 3 and

|z| = 2. By (3), we have s3 = z, s2 = f2 and |s| = 6. Since s3 ∈ H o R, the argument
of the previous paragraph shows (s3v)t = s3vt. On the other hand, since s2 ∈ S′, we
have (s3v)t = (s2(sv))t = s±2(sv)t. Combining these gives (sv)t = s3±2vt = s±1vt, as
desired.

We view Theorem 5.2 as a reduction of the CCA problem for groups of the kind ap-
pearing in its statement to the determination of non-CCA graphs on F21 and AGL(1, 7). It
therefore becomes of significant interest to understand the structure of such graphs.

Let x and y be elements of order 7 and 6 in AGL(1, 7), respectively, and let d = (y3)x.
Note that 〈x, y2〉 = F21. Let

S21 = {y±2, (xy2)±1}, S42,1 = {y±2, d} and S42,2 = {y±2, (y±2)d, d}.

Note that Cay(F21, S21) is isomorphic to the line graph of the Heawood graph (see Exam-
ple 4.8), while Cay(AGL(1, 7), S42,1) is isomorphic to the line graph of the subdivision of
the Heawood graph (see Example 4.11).

Proposition 5.4.

1. The graph Cay(F21, S) is connected but not CCA if and only if S is conjugate in
AGL(1, 7) to S21.
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2. The graph Cay(AGL(1, 7), S) is connected but not CCA if and only if S is conjugate
in AGL(1, 7) to one of S42,1 or S42,2.

3. The graph Cay(F21 × Z2, S) is connected but not CCA if and only if S is conjugate
in AGL(1, 7)× Z2 to some inverse-closed subset of

{y±2, (xy2)±1, y±2r, (xy2)±1r, r}

that generates F21 × Z2, where Z2 = 〈r〉.

Proof. This was verified using MAGMA [1]. The proof of the first claim can also be found
in [3, Proposition 2.5, Remark 2.6].

Remark 5.5. It can be checked that Proposition 5.4(3) yields eleven generating sets for
F21 × Z2, up to conjugacy in AGL(1, 7)× Z2.
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Abstract

It is well known that not every combinatorial configuration admits a geometric realiza-
tion with points and lines. Moreover, some of them do not even admit realizations with
pseudoline arrangements, i.e., they are not topological. In this paper we generalize the con-
cept of topological configurations to a more general one (in a least possible way) such that
every combinatorial configuration is realizable in this way.

In particular, we generalize the notion of a pseudoline arrangement to the notion of a
quasiline arrangement by relaxing the condition that two pseudolines meet exactly once.
We also generalize well-known tools from pseudoline arrangements such as sweeps and
wiring diagrams. We introduce monotone quasiline arrangements as a subfamily of quasi-
line arrangements that can be represented with generalized wiring diagrams. We show
that every incidence structure (and therefore also every combinatorial configuration) can
be realized as a monotone quasiline arrangement in the real projective plane.

A quasiline arrangement with selected vertices belonging to an incidence structure can
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two “distinct” realizations of an incidence structure as a quasiline arrangement.
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1 Introduction
A (nk) configuration consists of a set of n points and a set of n lines, such that each point
is incident to the same number k of lines and each line is incident to the same number k
of points. We adopt the view from Grünbaum’s book [12] that configurations of points and
lines come in three sorts: combinatorial, geometric and topological.

The most general are combinatorial configurations where sets of points and lines are
abstract sets. A configuration is geometric if its lines are lines in Euclidean or projec-
tive plane, and its points form a subset of intersection points of these lines. Similarly, a
configuration is topological if its lines are pseudolines in the projective plane that form a
pseudoline arrangement (formal definitions will be given in later sections). An important
problem is to consider whether a given combinatorial configuration can be realized as a
geometric or as a topological configuration.

The smallest combinatorial (n3) configuration, the Fano plane, has seven points and
seven lines and is unique, up to isomorphism. Likewise, there is only one (83) config-
uration, called Möbius-Kantor configuration. There are three nonisomorphic (93) con-
figurations, one of them is the well known Pappus configuration. While Fano plane and
Möbius-Kantor configuration cannot be realized as geometric configurations (see, for ex-
ample, [12, Theorem 2.1.3]), all the (93) configurations can. The Pappus configuration as
a geometric configuration is shown in Figure 1.

Figure 1: The Pappus configuration.

It was realized quite early by H. Schröter [17] that among the ten (103) configurations,
exactly one, called anti-Desargues configuration, is not geometric. A remarkable result
was proved by E. Steinitz in his thesis [18] that every combinatorial (n3) configuration
can be represented with straight lines, except for one that may be curved. He didn’t notice
however, that additional incidences may appear.

F. Levi [13] introduced the notion of pseudolines and showed that the combinatorial
configurations (73) and (83) cannot be realized with pseudoline arrangements in the pro-
jective plane. There is a fundamental difference between the (73) and (83) configurations
and the anti-Desargues configuration. Namely, the latter can be realized as a pseudoline ar-
rangement in the projective plane, i.e. it is a topological configuration. J. Bokowski and his
coworkers applied modern methods of computational synthetic geometry to study the ex-
istence or nonexistence of topological configurations [5]. B. Grünbaum, J. Bokowski, and
L. Schewe [1] investigated the problem of existence of topological (n4) configurations and
showed that topological configurations exist if and only if n ≥ 17. Recently J. Bokowski
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and R. Strausz [4] associated to each topological configuration a map on a surface that they
call a manifold associated to the topological configuration and suggested a possible defini-
tion of equivalence of two topological configurations. Namely, topological configurations
are distinct in a well-defined sense if and only if the associated maps are distinct.

The main purpose of this paper is to generalize the concept of topological configu-
rations to a more general one (in the least possible way) such that every combinatorial
configuration, and more generally, every combinatorial incidence structure, would be real-
izable in this sense. It is not hard to see that every combinatorial incidence structure can be
realized by points and curves in the projective plane. However, it is not obvious that all the
curves in question may, in fact, be pseudolines. It turns out that we only need to relax the
condition of unique intersection of pairs of pseudolines.

In Section 4 we first generalize the notion of a pseudoline arrangement to the notion
of a quasiline arrangement by relaxing the condition that two pseudolines meet exactly
once. Then we introduce a subclass of quasiline arrangements that we call monotone.
In Sections 5 and 6 we also generalize well-known tools from pseudoline arrangements
such as sweeps, wiring diagrams, and allowable sequences of permutations. It is known
that every pseudoline arrangement can be represented by a wiring diagram and conversely,
every wiring diagram can be viewed as a pseudoline arrangement; see J. E. Goodman [8].
We show that every monotone quasiline arrangement can be represented by a generalized
wiring diagram that is in turn also a monotone quasiline arrangement. In this respect the
class of monotone quasiline arrangements is the weakest generalization of the class of
pseudoline arrangements.

In Section 7 we deal with polygonal quasiline arrangements. We show that a monotone
quasiline arrangement without digons is topologically equivalent to a monotone polygonal
quasiline arrangement with no bends (arcs connecting two vertices of the arrangement are
all straight lines).

In Section 8 we introduce a generalization of topological incidence structures that we
call (monotone) quasi-topological incidence structures by allowing the set of lines to form
a (monotone) quasiline arrangement instead of a pseudoline arrangement. In Section 9 we
show the main result of this paper that every combinatorial incidence structure, in partic-
ular every combinatorial configuration, can be realized as a monotone quasi-topological
incidence structure.

A natural parameter for a monotone quasiline arrangement is the maximal number of
crossings of pairs of pseudolines. A monotone quasiline arrangement is a pseudoline ar-
rangement if and only if this parameter is equal to 1. Similarly, combinatorial incidence
structures can be stratified by the minimal number of crossings over all the representations
as monotone quasi-topological incidence structures. Topological incidence structures are
exactly those representations with the maximal number of crossings equal to 1. The proof
of our main result is constructive and it shows that an incidence structure with v points
and n lines can be realized such that the number of intersections of every two pseudolines
is upper bounded by (v + 1)n2. It would be interesting to characterize those incidence
structures which allow realizations with monotone quasiline arrangements such that the
maximal number of intersections of two pseudolines is small and/or independent of v and
n.

Finally, the concept of a map associated with a topological configuration can be ex-
tended to the quasi-topological case (Section 10).
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2 Combinatorial and geometric incidence structures
In this section we review basic definitions and facts about incidence structures; see B.
Grünbaum [12] or T. Pisanski and B. Servatius [15] for more background information. An
incidence structure C is a triple C = (P,L, I), where P and L are non-empty disjoint finite
sets and I ⊆ P × L. The elements of P are called points and the elements of L are called
lines. The relation I is called incidence relation; if (p, L) ∈ I, we say that the point p is
incident to the line L or, in a geometrical language, that p lies on L. We further require that
each point lies on at least two lines and each line contains at least two points. To stress the
fact that these objects are of purely combinatorial nature we sometimes call them abstract
or combinatorial incidence structures.

Two incidence structures C = (P,L, I) and C′ = (P ′,L′, I ′) are isomorphic, if there
exists an incidence preserving bijective mapping from P ∪ L to P ′ ∪ L′ which maps P to
P ′ and L to L′.

Complete information about the incidence structure can be recovered also from its Levi
graph with a given black and white coloring of the vertices. The Levi graph G(C) of an
incidence structure C is a bipartite graph with “black” vertices P and “white” vertices L
and with an edge joining some p ∈ P and some L ∈ L if and only if p lies on L in C.

An incidence structure is lineal if any two distinct points are incident with at most one
common line (or equivalently, any two distinct lines are incident to at most one point). This
is equivalent to saying that the Levi graph of a lineal incidence structure has girth at least
6. A (nr, bk)-configuration is a lineal incidence structure C = (P,L, I) with |P| = v and
|L| = b such that each line is incident with the same number k of points and each point
is incident with the same number r of lines. In the special case when n = b (and by a
simple counting argument also r = k) we speak of a balanced configuration and shorten
the notation (nk, nk) to (nk).

A set of lines in the real Euclidean or projective plane together with a subset of inter-
section points of these lines such that each line contains at least two intersection points is
called a geometric incidence structure. From the definition it follows that each point lies
on at least two lines. A geometric incidence structure together with the incidences of points
and lines defines a combinatorial incidence structure, which we call the underlying combi-
natorial incidence structure. Such a combinatorial incidence structure is certainly lineal.
Two geometric incidence structures are isomorphic if their underlying combinatorial inci-
dence structures are isomorphic. A geometric incidence structure G is a realization of a
combinatorial incidence structure C if the underlying combinatorial incidence structure of
G is isomorphic to C.

3 Pseudolines and topological incidence structures
In this section we review basic facts about pseudoline arrangements. For more background
on this topic see J. E. Goodman [8] or B. Grünbaum [11]. By a projective plane we mean
the real projective plane or the extended Euclidean plane. A pseudoline is a simple non-
contractible closed curve in the projective plane. In particular, each line in the projective
plane is a pseudoline.

Pseudolines and certain relationships between them inherit properties from the topo-
logical structure of the projective plane [8]. For instance:

Fact I. Any two pseudolines have at least one point in common.
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Fact II. If two pseudolines meet in exactly one point they intersect transversally at that
point.

A pseudoline arrangement A is a collection of at least two pseudolines in the projec-
tive plane with the property that each pair of pseudolines of A has exactly one point in
common (at which they cross transversally). Such a point of intersection is called a vertex
or a crossing of the arrangement. A crossing in which only two pseudolines meet is called
regular. If more than two pseudolines meet in the same point, the crossing is called singu-
lar. Each pseudoline arrangement A determines an associated 2-dimensional cell complex
into which the pseudolines of A decompose the projective plane. Its cells of dimension
0,1,2 are called vertices, edges, and cells (or polygons), respectively; see [11, p. 40]. Two
pseudoline arrangements are isomorphic if the associated cell complexes are isomorphic;
that is, if and only if there exists an incidence preserving bijective mapping between the
vertices, edges, and cells of one arrangement and those of the other.

We say that a pseudoline is polygonal, if it is a line or it can be subdivided into a finite
number of closed line segments (whereby the endpoints of the line segments occur of course
twice). A pseudoline arrangement is polygonal if every pseudoline of the arrangement is
polygonal. Note that a line arrangement is polygonal. A point on a polygonal pseudoline
that is not a crossing of the arrangement is called a bend if two line segments meet at that
point and the join of these segments is not again a line segment. A crossing v of a polygonal
pseudoline arrangement is straight, if there exists a neighborhood N(v) of v such that the
intersection of N(v) with every pseudoline ` containing v is a line segment.

It is well-known that every pseudoline arrangement is isomorphic to a a polygonal
pseudoline arangement. In [11, Theorem 3.3] essentialy the following theorem is presented
and a proof by induction is proposed.

Proposition 3.1. Every pseudoline arrangement is isomorphic to a polygonal pseudoline
arrangement with no bends.

To describe pseudoline arrangements combinatorially, wiring diagrams are standard
tools to use; see J. E. Goodman [8] and J. E. Goodman and R. Pollack [9].

A partial wiring diagram is a collection of x-monotone polygonal lines, called wires, in
the Euclidean plane, each of them horizontal except for a finite number of “short” segments,
where it crosses another polygonal line. A wiring diagram is a partial wiring diagram with
the property that every two polygonal lines cross exactly once.

A wiring diagram whose wires are equally spaced can be viewed as a pseudoline ar-
rangement: take a disk that is large enough that all the crossings are in its interior, and
positioned such that the intersections of each polygonal line with the boundary of the disk
are on opposite sides of the boundary of the disk. The disk can now be viewed as a disk
model of the projective plane and the lines of the wiring diagram inside the disk form a
polygonal pseudoline arrangement. Figure 2 (b) shows a wiring diagram that is isomorphic
to the line arrangement on Figure 2 (a).

Conversely, every pseudoline arrangement can be described with a wiring diagram;
see [8].

Theorem 3.2. Every pseudoline arrangement is isomorphic to a wiring diagram.

A pseudoline arrangement can also be viewed as an incidence structure when we define
a subset of its crossings as its point set. We say that an incidence structure is topological if



102 Ars Math. Contemp. 14 (2018) 97–116

12
3

4

1

2

3

4

4

3

2

1

Figure 2: A pseudoline arrangement and a corresponding wiring diagram.

its points are points in the projective plane, and lines are pseudolines that form a pseudoline
arrangement. A topological incidence structure T is a topological realization of a combi-
natorial incidence structure C if the underlying combinatorial incidence structure of T is
isomorphic to C. A topological incidence structure is polygonal if its lines are polygonal
pseudolines. Note that any geometric incidence structure is also (polygonal) topological.

There are three distinct notions of equivalence of topological incidence structures. The
weakest is combinatorial equivalence. Two topological incidence structures are combina-
torially equivalent or isomorphic if they are isomorphic as combinatorial incidence struc-
tures. The strongest one is the notion of topological equivalence between pseudoline ar-
rangements in the projective plane. Two topological incidence structures are topologically
equivalent if there exists an isomorphism of the underlying pseudoline arrangements that
induces an isomorphism of the underlying combinatorial incidence structures.

One intermediate notion is mutation equivalence; see J. Bokowski and V. Pilaud [2].
A mutation or a Reidemeister move of a pseudoline arrangement is a local transforma-
tion to another pseudoline arrangement where only one pseudoline ` moves across a single
crossing v of the remaining arrangement. Only the position of the crossings of ` with the
pseudolines incident to v is changed. If those crossings are not points of the incidence struc-
ture, we say that such a mutation is admissible. Two topological incidence structures are
mutation equivalent if they can be modified by (possibly empty) sequences of admissible
mutations to obtain topologically equivalent topological incidence structures.

As a consequence of Proposition 3.1 we have the following result.

Proposition 3.3. Every topological incidence structure is topologically equivalent to a
polygonal topological incidence structure with no bends.

As we mentioned already, the underlying combinatorial incidence structure of a geo-
metric incidence structure is necessary lineal. Note that the same is true for the underlying
combinatorial incidence structure of a topological incidence structure. This is equivalent
to saying that every incidence structure that allows a description with a wiring diagram is
lineal. However, our generalization considered in the next sections covers both lineal and
non-lineal incidence structures.
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4 Quasiline arrangements
In this section we generalize the notion of a pseudoline arrangement in which we relax the
condition on pseudoline crossings. A quasiline arrangement is a collection of at least two
pseudolines in the real projective plane with the property that any two pseudolines have a
finite number of points in common and that at each common point they cross transversally.
Note that any pair of pseudolines in a quasiline arrangement meets an odd number of times.
The terms such as crossings, bends, polygonal quasiline arrangements, and isomorphic
quasiline arrangements are defined in the same way as for pseudoline arrangements.

To simplify the discussion we will consider only quasiline arrangements in the extended
Euclidean plane with the following additional properties:

• none of the crossings of the arrangement are points at infinity and

• every pseudoline of the arrangement intersects the line at infinity exactly once.

The former condition can easily be achieved in general by a suitable projective trans-
formation while the latter is an essential assumption. Namely, a pseudoline can intersect
the line at infinity more than once.

In the sequel we define a subclass of quasiline arrangements, called monotone quasiline
arrangements, that is in some sense the least generalization of the pseudoline arrangements.

It is well-known that the extended Euclidean plane is in its topological sense equivalent
to the disk model of the projective plane: the projective plane is represented by a disk, with
all the pairs of antipodal points on the boundary identified. The boundary of the disk is
the line at infinity of the projective plane and the points on the line at infinity are points at
infinity. For the rest of the section we will use the disk model of the projective plane.

Let A be a quasiline arrangement. We choose an orientation for the line at infinity `
and a point x on ` that is not on any of the pseudolines of the arrangement. Denote by x+,
x− the corresponding points on the boundary of the disk representing the projective plane
without identifying x+ and x−. These two points divide the boundary of the disk into two
arcs, `+ from x+ to x− and `− from x− to x+, again by forgetting the identification of
antipodal points. Starting at x+ and moving along ` in the positive direction we orient a
pseudoline that we meet for the first time such that it points to the interior of the circle.
We call such an orientation a monotone orientation of the quasiline arrangement A and
call the arrangement together with the point x+ (or equivalently, with a monotone orienta-
tion) a marked arrangement. In a marked arrangement we have a natural ordering of the
pseudolines as the order of intersections with ` starting at x+. Moreover, the orientation
of pseudolines induces the order of crossings on every pseudoline. A marked arrange-
ment (A, x+) is proper if the order of the intersection points of any two pseudolines is the
same for both pseudolines. Observe that the property of being proper is heredity by taking
subarrangements.

A quasiline arrangementA is a monotone quasiline arrangement if there exists a proper
marked arrangement (A, x+) for some x+ on the boundary of the disk, representing the
line at infinity. Note that it is not the same to require that there exists an orientation of the
pseudolines such that the order of the intersection points on any two pseudolines is the same
for both pseudolines. Figure 3 shows a quasiline arrangement in which the order of cross-
ings is the same for any pair of pseudolines if the pseudolines are oriented alternatingly.
However, it is not a monotone quasiline arrangement, since any monotone orientation of
the arrangement induces different orders of crossings on the horizontal line and at least one
of the other pseudolines.
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Figure 3: A quasiline arrangement that is not a monotone quasiline arrangement.

We now generalize the notion of the wiring diagram from Section 3 to be able to de-
scribe also monotone quasiline arrangements. A generalized wiring diagram is a partial
wiring diagram with the property that every two polygonal lines cross an odd number of
times. A generalized wiring diagram can be viewed as a monotone polygonal quasiline
arrangement just like a wiring diagram can be viewed as a pseudoline arrangement. Fig-
ure 4 (b) shows a generalized wiring diagram which is topologically equivalent to the quasi-
line arrangement from Figure 4 (a). Observe that by adding seven points (corresponding to
the crossings where three pseudolines cross) we arrive at the unique (73) configuration –
the Fano plane.
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Figure 4: (a) A monotone quasiline arrangement and (b) its generalized wiring diagram.

One of the main results of the paper is the following generalization of Theorem 3.2.

Theorem 4.1. Every monotone quasiline arrangement is isomorphic to a generalized
wiring diagram.

We will prove the theorem in Section 6. To do this we will need the notions of sweeping
and allowable sequences of permutations, which we introduce in the next two sections.

5 Sweeping quasiline arrangements
In this section we introduce the notion of sweeping and show that every proper marked
quasiline arrangement has a sweep. With a slight modification working in the disk model
of the projective plane instead of the Euclidean plane, we follow S. Felsner and H. Weil [7].
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Let (A, x+) be a proper marked quasiline arrangement. A sweep of (A, x+) is a se-
quence c0, c1, . . . , cr , of pseudolines such that the following conditions hold:

(1) pseudolines c0 and cr coincide with the line at infinity,

(2) any two pseudolines ci and cj intersect exactly once at x,

(3) none of the pseudolines ci contains a vertex of the arrangement A,

(4) each pseudoline ci has exactly one point of intersection with each pseudoline of A,

(5) for any two consecutive pseudolines ci, ci+1 of the sequence there is exactly one
vertex of the arrangementA between them, i.e., in the interior of the region bounded
by ci and ci+1 disjoint from the line at infinity.

We will show that every proper marked quasiline arrangment has a sweep. To this end
we define a directed graph, or briefly a digraph, D = D(A, x+) that corresponds to a
marked quasiline arrangement (A, x+) as follows. The vertices of D are the vertices of A
and there is a directed edge for every pair of vertices u and v that are consecutive on an
arc of some pseudoline oriented from u to v that has an empty intersection with the line at
infinity. We say that such a digraph is associated with the marked arrangement (A, x+).
Note that this digraph is embedded in the plane. The undirected plane graph G underlying
D(A, x+) will be called the graph associated with the arrangementA. Note thatG depends
only on the arrangement A and not on the orientation of the pseudolines.

In [7] S. Felsner and H. Weil prove that the digraph associated with a marked arrange-
ment of pseudolines is acyclic. We prove the following generalization of this result.

Lemma 5.1. The digraph associated with a proper marked quasiline arrangement is
acyclic.

Proof. Without loss of generality we may assume that the line at infinity is oriented
counterclockwise. Let (A, x+) be a proper marked quasiline arrangement andD its associ-
ated digraph. Note that D is a plane graph, embedded in the interior of the disk, represent-
ing the projective plane. The interior of the disk is homeomorphic to the plane, therefore
Jordan curve theorem applies; see [14, p. 25].

First we observe that D contains no directed cycles of length 2, otherwise there are
two lines with different orders of vertices on them and (A, x+) is not a proper marked
arrangement. For the same reason there are no directed cycles, all the edges of which
belong to two pseudolines.

Suppose D contains a directed cycle. Let C be a directed cycle, given by the sequence
of vertices and edges v0, e0, v1, . . . , et−1, vt = v0 such that no other directed cycle is
contained in the area bounded by C. It is easy to see that C bounds a face of D by Jordan’s
theorem. Since at each vertex of the arrangement there meet at least two pseudolines, two
consecutive edges of C lie on different pseudolines. Assume that C is oriented clockwise;
see Figure 5. If C is oriented counterclockwise, the proof is similar.

Now consider the arrangement A′ consisting only of the pseudolines `0, . . . , `t−1 that
contain the edges e0, . . . , et−1 of C consecutively. Note that also (A′, x+) is a proper
marked arrangement. Denote by pi the intersection of `i with the line at infinity ` for each
i. We observe that `i and `i+1 are distinct (the indices are taken modulo t), since two
consecutive edges of C lie on different pseudolines. Without loss of generality we may
assume that p+0 appears first after x+.
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Since p+1 appears after p+0 on the line at infinity, the arc of `1 from v1 to p+1 must
intersect `0 to reach `+. It can intersect `0 only between p+0 and v0 (an odd number of
times), otherwise we obtain a directed cycle contained in only two pseudolines. Similarly,
since p−1 appears after p−0 on `−, the arc of `1 from v2 to p−1 must intersect `0 to reach `−.
It can intersect `0 only between v1 and p−0 (an odd number of times); see Figure 5.

v1v0

v2
v3

vt-1

p0
+

p1
+

p0
-

p1
-

Figure 5: A directed cycle in a marked quasiline arrangement.

Now the arc of `2 between v2 and p+2 cannot intersect `1 after v2, since then we again
obtain a directed cycle on two lines. Therefore it must intersect `0 after v1 and then again
before v0 to reach `+. If t > 2, we see that also the arc of `2 between v3 and p−2 must
intersect `0 to reach `−. In order to avoid self-intersection it can cross `0 only after v1 (at
least once). With the same reasoning we conclude that for each of `i, i = 2, . . . , t − 2,
either `i = `0 or

• the arc of `i between vi and p+i first intersects `0 after v1 at least once and then again
before v0 at least once;

• the arc of `i between vi+1 and p−i intersects `0 only after v1 (at least once).

For the line `t−1 there are two cases to consider.

• The pseudolines `t−1 and `1 are distinct. As before, the arc of `t−1 between vt−1 and
p+t−1 first intersects `0 after v1 at least once and then again before v0 at least once. But
then the arc of `t−1 after v0 cannot reach `− without intersecting `0 before v0 thus
producing a directed cycle on two pseudolines, or self-intersection. A contradiction.

• The pseudoline `t−1 is the same as `1. Then the order of vertices v0 = vt and v1 is
not the same for `0 and `1, a contradiction.

Lemma 5.2. Every proper marked quasiline arrangement has a sweep.

Proof. Let (A, x+) be a proper marked quasiline arrangement. By Lemma 5.1, its asso-
ciated digraph D is acyclic. Therefore there exist a topological sorting v1, . . . , vr of the
vertices of D.

We will define a sweep consisting of pseudolines c0, c1, . . . , cr passing through x, such
that in the interior of the region bounded by ci−1 and ci, i = 1, . . . , r, there will be exactly
one vertex of the arrangement, namely vi.

Define c0 and cr to be the line at infinity.
Suppose that ci−1 has been defined for some i < r − 1. Let `i1 , . . . , `it be the pseudo-

lines of the arrangementA that contain vi, in the order they intersect ci−1. Take the triangle
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T with sides on ci−1, `i1 and `it and one of the vertices being vi. This is well defined, since
`i1 and `it intersect ci−1 only once by definition of ci−1. Only vertices v1, . . . , vi−1 of the
arrangement (and all of them) are on the other side of ci−1 as vi (in the interior of the disk,
representing the projective plane), therefore all the lines `i1 , . . . , `i1 are directed towards
vi and there are no other vertices of the arrangement in the triangle T besides vi. Define ci
to be the right boundary of an ε-tube around ci−1 and T , until it approaches x. If ε is small
enough, only vertex vi will be in the interior of the region bounded by ci−1 and ci and ci
will intersect every line of the arrangement only once.

Clearly the pseudolines c0, c1, . . . , cr obtained in this way define a sweep of the marked
arrangement (A, x+).

6 Generalized allowable sequences and wiring diagrams
Wiring diagrams and allowable sequences of permutations are standard tools for describing
pseudoline arrangements; see J. E. Goodman [8] and J. E. Goodman and R. Pollack [9].
We need to generalize these two notions in order to be able to describe also monotone
quasiline arrangements. We introduced generalized wiring diagrams in Section 4. In this
section we generalize also the notion of an allowable sequence and show how generalized
wiring diagrams and generalized allowable sequences of permutations are related.

Fix n ∈ N. A sequence Σ = π0, . . . , πr of permutations is called a partial allowable
sequence of permutations if it fulfills the following properties:

(1) π0 is the identity permutation on {1, . . . , n},
(2) each permutation πi, 1 ≤ i ≤ r, is obtained by the reversal of a consecutive substring

Mi from the preceding permutation πi−1.

For every i, 1 ≤ i ≤ r, we call Mi a move. Move Mi represents the transition from
permutation πi−1 to permutation πi.

Two partial allowable sequences Σ and Σ′ are elementary equivalent if Σ can be trans-
formed into Σ′ by interchanging two disjoint adjacent moves. Two partial allowable se-
quences Σ and Σ′ are called equivalent if there exists a sequence Σ = Σ1,Σ2, . . . ,Σm =
Σ′ of partial allowable sequences such that Σi and Σi+1 are elementary equivalent for
1 ≤ i < m.

A partial allowable sequence of permutations of n elements is called an allowable se-
quence of permutations if any two elements x, y ∈ {1, . . . n} are joint members of exactly
one move. The following result is easy to see.

Proposition 6.1. Let Σ = π0, . . . , πr be an allowable sequence of permutations. Then πr
is the reverse permutation on {1, . . . , n}.

A partial allowable sequence of permutations Σ = π0, . . . , πr is called a qeneralized al-
lowable sequence of permutations if any two elements x, y ∈ {1, . . . n} are joint members
of an odd number of moves. We make the following observation.

Proposition 6.2. A partial allowable sequence of permutations Σ = π0, . . . , πr is a gen-
eralized allowable sequence of permutations if and only if πr is the reverse permutation on
{1, . . . , n}.

To any partial allowable sequence there corresponds a partial wiring diagram:
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• start drawing n horizontal lines, numbered with numbers 1, . . . , n from top to bot-
tom, at points (0, n), . . . , (0, 1),

• to each move Mi there corresponds coordinate xi = i,

• at each coordinate xi there is a crossing where the lines in the move Mi cross
transversally; i.e., the order of lines from Mi is reversed.

Conversely, to any partial wiring diagram there corresponds a partial allowable se-
quence in the following way. We number the lines of the wiring diagram from top to bottom
with numbers 1, . . . , n. We start with the identity permutation and after each crossing of
the wiring diagram we list the lines from top to bottom.

Obviously, a partial wiring diagram, corresponding to an allowable sequence is also
a wiring diagram. A partial wiring diagram, corresponding to a generalized allowable
sequence is also a generalized wiring diagram.

Example 6.3. The sequence of permutations

1234, 3214, 3241, 3421, 4321

is an allowable sequence of permutations which corresponds to the wiring diagram from
Figure 2.

Now we can prove Theorem 4.1.

Proof of Theorem 4.1. Let A be a monotone quasiline arrangement with n pseudolines.
Then there exists a proper marked arrangement (A, x+) for some x on the line at infinity.
We may label the lines of A by numbers 1, . . . , n in the order in which they are met on
the line at infinity starting at x+. Take a sweep c0, c1, . . . , cr of (A, x+). It determines
a sequence of permutations on the set {1, . . . , n}: just list the lines in the order in which
they are met on each ci, i = 0, . . . , r, starting at x+. Since between any two pseudolines
ci and ci+1 there is exactly one vertex of the arrangement, and the order of lines that meet
in that vertex is reversed when they leave the vertex, this sequence of permutations is a
partial allowable sequence of permutations. Moreover, since the order of the lines of A is
reversed at cr, it is also a generalized allowable sequence of permutations. To a general-
ized allowable sequence of permutations there corresponds a generalized wiring diagram.
This generalized wiring diagram is isomorphic to the original quasiline arrangement by
construction. 2

7 Polygonal quasiline arrangements without bends
In this section we return to the extended Euclidean plane, where the concept of straight
lines and bends is well defined. Two distinct lines that are parallel in the Euclidean plane
meet at the line at infinity. This is a bend at infinity. The notions of proper marked ar-
rangements and monotone quasiline arrangements are also well defined in the extended
Euclidean plane, by mapping homeomorphically a quasiline arrangement to the disk model
of the projective plane and back, sending the line at infinity to the line at infinity.

Every pseudoline arrangement is isomorphic to a polygonal pseudoline arrangement
with no bends by Proposition 3.1. With polygonal quasiline arrangements we cannot al-
ways avoid bends. The reason is that a quasiline arrangement may contain digons. A digon
in a quasiline arrangement is cell of the associated cell complex that is adjacent to two
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edges and two vertices. For example, if a quasiline arrangement consists of two polygo-
nal pseudolines, intersecting in three points, it contains three digons. We will show that
digons are in fact the only reason for the need of bends in monotone polygonal quasiline
arrangements. First we prove a technical lemma.

Lemma 7.1. Let (A, x+) be a proper marked quasiline arrangement that contains no
digons. Let G be the undirected plane graph underlying the associated directed graph
D = D(A, x+) of (A, x+). Then the following properties hold.

(i) Graph G contains no cycles of length two, i.e., G is simple.

(ii) Suppose A contains at least three crossings. Then G is 2-connected.

Proof. (i) We will show that if G contains a cycle of length two, then it contains a face of
length two which corresponds to a digon inA. SupposeG contains a cycle C of length two
with vertices v1 and v2. If C is the boundary of a face, we are done. Otherwise at least one
pseudoline connects vertices v1 and v2 in the interior of C. If there are no vertices of the
arrangement in the interior of C, we have at least two faces of length two in G. Otherwise
there is a vertex inside C where at least two pseudolines cross. To form a crossing, at
least two pseudolines that are consecutive in the cyclic order around v1 must cross. At
least one crossing w will be such that there is no other crossings between v1 and w on two
consecutive lines through v1. They form a face of length two of G inside C with vertices
v1 and w.

(ii) Graph G is connected, since every two pseudolines of A cross. Let v be a vertex of
G and suppose that G − v is not connected. Then there exist vertices u,w which are in
different components of G − v. If there existed two lines of A not incident with v, one
of them incident with u and the other one incident with w (or one line not incident with
v, and incident with both u and w) we would have a path connecting u and w in G − v.
Therefore we may assume w.l.o.g. that all lines of A incident with u are also incident with
v (there are at least two such lines, which intersect at least three times, once in u and once
in v). Since A contains no digons, there exists a line ` that intersects some lines through
u between u and v and is not incident with v by a similar reasoning as in (i). Such a line
intersects all lines through w. If there exists a line through w not incident with v, we have
a path from u to w in G− v, a contradiction.

If also every line incident with w is incident with v, there exists a line `′ that intersects
some lines through w between v and w and is not incident with v, otherwise we have
digons. Lines ` and `′ either intersect or ` is equal to `′ and we again have a path from u to
w in G− v, a contradiction.

Remark 7.2. Note that the requirement that the order of the intersection points of any two
lines is the same for both lines in Lemma 7.1 is necessary, since otherwise there may be
a vertex of the arrangement that is incident to all the lines of the arrangement and no two
pseudolines that are consecutive around that vertex form a digon; see Figure 6. Note that
the graph associated to this quasiline arrangement is not 2-connected.

Theorem 7.3. Let A be a monotone quasiline arrangement. Then A is isomorphic to
a monotone polygonal quasiline arrangement with no bends if and only if it contains no
digons.
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v

Figure 6: A quasiline arrangement such that the associated graph is not 2-connected.

Proof. If A contains a digon, there has to be a bend.
We now prove the converse. Suppose A contains no digons. If A contains only one

crossing, the claim is clear. Therefore we may assume that A contains at least three cross-
ings. Since A is a monotone quasiline arrangement, we may choose a point x+ such that
(A, x+) is a proper marked arrangement. Let G be the undirected plane graph underly-
ing its associated directed graph D = D(A, x+). Graph G is simple and 2-connected by
Lemma 7.1. Therefore we can draw G in the plane in such a way that the vertices on the
boundary of the outer face are the vertices of a convex polygon P , all the edges of G are
straight lines and the cyclic orders of edges around each vertex is preserved by [6]. To ob-
tain a polygonal quasiline arrangement that is topologically equivalent to A, we draw the
part corresponding to G with straight lines as above. To extend it to the whole arrangement
we have to add the arcs crossing the line at infinity that were omitted. These arcs connect
pairs of boundary vertices of P ; to each pseudoline of the arrangement there corresponds
a pair of boundary vertices. It cannot happen that some line has only one common vertex
with P , since in that case all the pseudolines would share a common vertex (this is not
possible for monotone quasiline arrangements without digons). We connect these pairs of
boundary vertices with straight lines and omit the parts of them in the interior of P , to ob-
tain the missing arcs. In that way we assure that there are no bends at infinity. Note that any
pair of pseudolines can have at most one common vertex of P , since there are no digons in
A. Therefore all the lines are distinct. The order in which the pseudolines enter P is the
same as the order in which they leave P and this order is therefore reflected in the order of
the straight lines that represent them. That also means that no two of these straight lines are
parallel and they intersect only in the interior (these parts are omitted) or in the vertices of
P since P is convex. The polygonal quasiline arrangement that we obtained therefore has
no bends. Since the orders of lines around each crossing is preserved, it is homeomorphic
to the original quasiline arrangement by [14, Theorem 3.3.1].

8 Quasi-topological incidence structures
In this section the class of quasi-topological configurations based on quasiline arrange-
ments is introduced in a way parallel to topological configurations that are based on pseu-
doline arrangements. An incidence structure is quasi-topological if its points are points
in the projective plane, and lines are pseudolines that form a quasiline arrangement. A
quasi-topological incidence structure is monotone if its underlying quasiline arrangement
is monotone. A quasi-topological incidence structure Q is a quasi-topological realization
of a combinatorial incidence structure C if the underlying combinatorial incidence structure
of Q is isomorphic to C.

The notions of combinatorial and topological equivalence for quasi-topological inci-
dence structures are the same as for topological incidence structures. However, since the
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pseudolines are allowed to cross more than once, we extend the notion of mutation equiv-
alence. We will also consider as admissible mutations the local transformations where
one pseudoline moves across another pseudoline such that they form a digon and no other
pseudolines are crossed.

Figure 7 (a) shows a monotone quasi-topological realization of the (73) combinato-
rial configuration that cannot be realized as a topological configuration; it is polygonal
with three bends. However, the quasi-topological realization of the (73) configuration from
Figure 7 (b) with a 7-fold rotational symmetry is not a monotone quasi-topological configu-
ration, since in every monotone orientation of the pseudolines, for some of the pseudolines
the crossings will be in the opposite order.

(a) (b)

Figure 7: Two different quasi-topological realizations of the (73) configuration.

By Theorem 4.1 all monotone quasi-topological incidence structures can be represented
with wiring diagrams (where only a subset of the crossings of the wiring diagram are con-
sidered as the points of the incidence structure). Obviously, a topological incidence struc-
ture is also monotone quasi-topological. The following theorem therefore shows that the
class of monotone quasi-topological incidence structures is in a sense the least generaliza-
tion of the class of topological incidence structures.

Theorem 8.1. A quasi-topological incidence structure can be represented by a generalized
wiring diagram if and only if it is monotone.

Proof. Let Q be a quasi-topological incidence structure. Suppose it can be represented by
a generalized wiring diagram, i.e., it is topologically equivalent to the monotone quasiline
arrangement that corresponds to the generalized wiring diagram. Then it must be monotone
itself.

Conversely, letQ be monotone. Then the underlying quasiline arrangementA is mono-
tone and it can be represented by a generalized wiring diagram by Theorem 4.1.

The following result is a consequence of Theorem 7.3.

Theorem 8.2. Let Q be a monotone quasi-topological incidence structure. Then Q is
topologically equivalent to a monotone polygonal quasi-topological incidence structure
with no bends if and only if the underlying quasiline arrangement contains no digons.
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9 Combinatorial incidence structures as quasiline arrangements
Not every lineal combinatorial incidence structure can be realized as a topological inci-
dence structure. Such examples are the well-known configurations (73), the Fano plane,
and (83), the Möbius-Kantor configuration. In this section we show that every combinato-
rial incidence structure can be realized as a monotone quasi-topological incidence structure.
In view of Theorem 8.1, monotone quasi-topological incidence structures are in a sense the
least generalization of topological incidence structures with the property that any combina-
torial incidence structure has a realization within this class.

Theorem 9.1. Every combinatorial incidence structure can be realized as a monotone
quasi-topological incidence structure in the projective plane. Moreover, the order of pseu-
dolines that come to each point of the quasi-topological incidence structure may be pre-
scribed.

Proof. Let C be a combinatorial incidence structure and let v be the number of points and
n be the number of lines of C. Without loss of generality we may number the lines of C
by numbers 1, . . . , n. To each point of C we assign a substring Mi of {1, . . . , n}, which
corresponds to the incident lines of that point in the prescribed order; if the order of lines
around points is not prescribed, it may be arbitrary. We find a quasi-topological realization
of C in the following way:

• Let π1, . . . , πv be permutations of {1, . . . , n} with the property that elements from
Mi appear consecutively in πi. Let π′i be obtained from πi by reversing the order of
elements from Mi. Let π′0 be the identity permutation and πv+1 the reverse permu-
tation on {1, . . . , n}.

• Form the sequence π′0, π1, π
′
1, . . . , πv, π

′
v, πv+1; if π′i = πi+1, take just one of them.

If π′i 6= πi+1, insert a sequence of permutations between them to obtain a generalized
allowable sequence, for i = 0, . . . v. This can always be done, in a bubble sort like
manner by interchanging two adjacent numbers in every step.

• A generalized allowable sequence corresponds to a generalized wiring diagram
which in turn corresponds to a monotone quasi-topological incidence structure. The
points of the incidence structure correspond to the crossings Mi, i = 1, . . . , v.

The proof of Theorem 9.1 in fact provides us with an algorithm to construct an actual
quasi-topological representation of a given combinatorial incidence structure.

We now consider the number of crossings in a quasiline arrangement. Given a quasiline
arrangement A, let p be a crossing of A. We define the local crossing number of p to be(
k
2

)
if k lines cross at p. Observe that the crossing number of a regular crossing is 1. The

crossing number of the quasiline arrangement A is the sum over all crossing numbers of
its vertices. Given a quasi-topological incidence structure, every pair of pseudolines has at
least one point in common. If such a point is not a point of the incidence structure, we call
it an unwanted crossing.

Proposition 9.2. Given a topological (nk) configuration, where all the unwanted crossings
are regular, the number of unwanted crossings is

(
n
2

)
− n

(
k
2

)
.
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The number of unwanted crossings in a quasi-topological incidence structure, obtained
as in the proof of Theorem 9.1, can be high. However, if the incidence structure has v points
and n lines, the number of crossings is at most (v + 1)n2. Observe that the total number
of crossings also gives an upper bound for the maximal number of crossings between two
pseudolines. The following two problems are therefore natural to consider.

Problem 9.3. For a given combinatorial incidence structure determine the minimal num-
ber of crossings to realize it as a monotone quasi-topological incidence structure in the
projective plane.

Problem 9.4. For a given combinatorial incidence structure determine the smallest num-
ber c such that it is realizable as a monotone quasi-topological incidence structure in the
projective plane with the maximal number of crossings between every pair of pseudolines
smaller than c.

A quasi-topological configuration obtained from the proof of Theorem 9.1 can have
many digons. Is it possible to avoid digons? Is it any easier if we only consider lineal
incidence structures?

Problem 9.5. Is every lineal combinatorial incidence structure realizable as a polygonal
quasi-topological incidence structure in the projective plane with no bends?

Problem 9.6. Which combinatorial incidence structures are realizable as polygonal quasi-
topological incidence structures in the projective plane with no bends?

If all the unwanted crossings are straight and there are no bends, a polygonal quasi-
topological incidence structure is determined by the coordinates of the original vertices
(and the directions at which the pseudolines approach infinity). Therefore also the follow-
ing two problems are of interest.

Problem 9.7. Is every lineal combinatorial incidence structure realizable as a polygonal
quasi-topological incidence structure in the projective plane with no bends and all the un-
wanted crossings straight?

Problem 9.8. Is every topological incidence structure topologically equivalent to a poly-
gonal topological incidence structure in the projective plane with no bends and all the
unwanted crossings straight?

10 Quasi-topological incidence structures as curves on surfaces
A curve arrangement is a collection of simple closed curves on a given surface such that
every pair of curves has at most one point in common at which they cross transversely. In
addition the arrangement should be cellular, i.e., the complement of the curves is a union
of open discs; see J. Bokowski and T. Pisanski [3].

In this section we show that to any quasi-topological incidence structure we can as-
sociate a map M on a closed surface S that can be used to distinguish between mutation
classes of quasi-topological configurations. Such a map defines an arrangement of curves
on the surface S; i.e., every quasi-topological incidence structure can be viewed as a curve
arrangement on some surface. This is a generalization of the work of J. Bokowski and R.
Strausz [4], where only topological configurations were considered. For the background
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on graphs and maps we refer the reader to B. Mohar and C. Thomassen [14] or J. L. Gross
and T. W. Tucker [10].

Let Q be a quasi-topological incidence structure. We define a graph G = (V,E)
corresponding to Q in the following way. The vertices of V are the points of Q. Two
vertices are connected by an edge if the corresponding points of Q are consecutive on
some pseudoline (the intersection points of pseudolines that are not points of the incidence
structure are ignored). Note thatG is Eulerian since every pseudoline contributes two edges
through a vertex. For each vertex v we choose a cyclic order πv of edges around v. The
cyclic orders of all the vertices form a rotation system π = {πv; v ∈ V }. Now define a
signature mapping λ : E → {1,−1} in the following way. For each edge e = uv we check
if the local orientations at u and v, determined by the cyclic order of edges around them,
agree if we move from u to v along e. If they agree we set λ(e) = 1, otherwise λ(e) = −1.
The pair Π = (π, λ) is an embedding scheme of G. This defines a map, we denote it by
M = M(Q), on some surface S. This map is uniquely determined, up to homeomorphism;
see B. Mohar and C. Thomassen [14, Theorem 3.3.1]. Note that surface S is non-orientable.
This can be seen as follows. Take a cycle c of the map M that corresponds to a pseudoline.
Since this is an orientation-reversing curve, starting at a vertex v and traveling along c, after
returning to v the orientation at v is reversed. That means that there must be an odd number
of edges on c with negative signature. Consequently the embedding ofM is non-orientable
by [14, Lemma 4.1.4].

A straight-ahead walk or a SAW in an Eulerian map is a walk that always passes from
an edge to the opposite edge in the rotation at the same vertex; see T. Pisanski et al. [16].
Since the pseudolines of Q cross transversally at each crossing of Q, every pseudoline
corresponds to a straight-ahead walk in the map M(Q). We have shown the following.

Theorem 10.1. For any quasi-topological incidence structure Q with the set of points P
and the set of lines L there exists an Eulerian map M = M(Q) on a closed surface, with
skeleton G = (V,E) such that P = V , and each SAW is a simple closed curve that
corresponds to a line from L.

The maps corresponding to quasi-topological incidence structures can be used to dis-
tinguish between quasi-topological incidence structures that are not mutation equivalent.

Theorem 10.2. If two quasi-topological incidence structures Q1 and Q2 are mutation
equivalent, then M(Q1) = M(Q2).

Proof. Admissible mutations do not change the cyclic order of the pseudolines around any
crossing that is a point of the incidence structure. On the other hand, the cyclic orders
of the pseudolines around every vertex defines the rotation systems for maps M(Q1) and
M(Q2). Moreover, if we choose local rotations consistently, also the embedding schemes
are equal. Two maps with equal embedding schemes are considered to be the same.

Example 10.3. Consider the quasi-topological configurations from Figure 7. The cor-
responding maps have 7 vertices and 21 edges. The map corresponding to the quasi-
topological configuration on the left has six faces of length three and three faces of length
8, so it has Euler characteristic -5 and thus it has nonorientable genus equal to 7. The
map corresponding to the quasi-topological configuration on the right has seven faces of
length five and one face of lenght seven, so it has Euler characteristic -6 and thus it has
nonorientable genus equal to 8. Therefore the two quasi-topological configurations are not
mutation equivalent.
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For a given quasi-topological incidence structure Q the map M(Q) can be viewed
as a curve arrangement on some nonorientable surface. Since every combinatorial inci-
dence structure can be realized as a quasi-topological incidence structure, we can define
the (non)orientable genus of the incidence structure C as the smallest g = g(C) for which
there exists a (non)orientable surface of genus g on which C can be represented with a curve
arrangement.

Problem 10.4. For a given combinatorial incidence structure determine its (non) orientable
genus.
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Abstract

Transit functions provide a unifying approach to many results on intervals, convexities,
and betweenness. Here we show that hierarchical structures arising in cluster analysis
and phylogenetics have a natural characterization in terms of transit functions and that
hierarchies are identified by multiple combinations of independent axioms.
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1 Introduction
Rooted trees are commonly used in phylogeny to represent the evolutionary history of a
collection of organisms. Internal vertices in these trees are interpreted as the last com-
mon ancestors for their extant descendants, which are represented by the leaves of the tree.
Phylogenetic trees not only depict an evolutionary history, they also express a hierarchi-
cal classification of the organisms by identifying subtrees with taxonomic groups such as
animals, plants, or insects. The tree structure of evolution thus implies a hierarchical clas-
sification of life forms. A wide variety of methods has become available in computational
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biology to infer phylogenetic trees from diverse sources of data [12], most prominently
among them DNA sequences. Hierarchical clustering produces an analogous tree structure
without the need to pre-suppose an evolutionary process in time that gives rise to the clus-
ters. Instead, these intrinsic (dis)similarities of the objects under considerations are used
to obtain a hierarchical classification [1]. Clustering is a topic of key importance in data
mining and knowledge discovery.

Throughout this contribution, V is a finite, non-empty set. We use the notation ⊂ to
mean proper subset, and write ⊆ otherwise.

Definition 1.1. A hierarchy on V is a set system C ∈ 2V so that

(H1) V ∈ C,

(H2) {x} ∈ C for all x ∈ V .

(H3) A,B ∈ C implies that either A ∩B = ∅, A = B, A ⊂ B, or B ⊂ A.

Hierarchies have a representation as a rooted tree T with leaf set V . Denote by V ∪W
the complete vertex set of T , i.e., W is the set of internal vertices of T including the root
denoted by r. For simplicity we disregard the trivial case of T consisting of a single vertex.
Furthermore, we require that every internal vertex has at least two children. This type of
tree is sometimes called homeomorphically irreducible. Hence we assume from |V | ≥ 2.
There is a natural partial order � on V ∪W so that x � y if and only if y lies on the path
from x to the root r. The leaves are minimal elements with respect to �, the root is the
unique maximal element. For any subset A ⊆ V ∪W of vertices in T , the intersection of
the paths from v ∈ A to the root is again a path. The minimal vertex in this path is the
last common ancestor of A, denoted by lca(A). For each vertex x ∈ V ∪W , the subtree
T [x] below x consists of all vertices y � x, i.e , all those for which the path to the root
passes through x. For its leaf set we write V [x] = V [T [x]] = {y ∈ V |y � x}. Clearly we
have lca(V [x]) = x for all x ∈ V ∪W , and V [x] = {x} if and only if x ∈ V . Moreover,
V [r] = V .

There is a well-known bijection between hierarchies and homeomorphically irreducible
rooted trees. Given C, the tree TC represents the elements of C as vertices so that V becomes
the root, the singleton sets {x}, x ∈ V become the leaves, and each internal vertex u of TC
corresponds to a non-trivial cluster which then can be represented as V [T [u]] ∈ C. There
is an edge between u and u′ if and only if V [T [u]] 6= V [T [u′]] and there is no u′′ so that
V [T [u]] ⊂ V [T [u′′]] ⊂ V [T [u′]] or V [T [u′]] ⊂ V [T [u′′]] ⊂ V [T [u]]. The tree TC is
therefore (isomorphic to) the Hasse diagram of C w.r.t. set inclusion. Conversely, consider
an internal vertex u ∈W . The leaf u1, . . . , uk of u, define a partition of V [T [u]], since the
leaf sets of the subtrees are disjoint, non-empty, and satisfy V [T [u]] =

⋃
i V [T [ui]]. Thus

T defines a unique hierarchy TC .
With a hierarchy C we can naturally associate the function RC : V × V → 2V , defined

by
RC(x, y) =

⋂
{A ∈ C|x, y ∈ A} (1.1)

as the intersection of all clusters that simultaneously contain both x and y. It follows
immediately from property (H3) that RC(x, y) is itself a cluster of C, i.e., RC(x, y) ∈ C
for all x, y ∈ V . With a homeomorphically irreducible rooted tree T we can, in an equally
natural way, associate a function RT : V × V → 2V on the leaves of T by setting

RT (x, y) = V [lca({x, y})] (1.2)
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By construction RT (x, y) consists of all the leaves of the subtree “spanned” by x and y. The
bijection of trees and cluster systems, and the fact that V [lca({x, y})] ∈ CT furthermore,
implies that RT = RCT and, conversely, RC = RTC .

Function R : V × V → 2V have been studied extensively under the name transit func-
tions [9]. In graph theory, they arise in a broad range of contexts involving betweenness,
intervals, and convexity [2, 3, 4, 6, 8, 5, 7, 9, 10, 11]. A topic of particular interest in this
field is the characterization of graph classes in terms of first order properties of their transit
functions and the axiomatic characterization of a well-known transit function in terms of
(transit) axioms. Therefore we ask in this contribution whether there is a set of axioms that
uniquely determines the transit functions RT of rooted trees.

Formally, a transit function on a non-empty set V is a function R : V × V → 2V

satisfying the three axioms

(t1) u ∈ R(u, v) for all u, v ∈ V .

(t2) R(u, v) = R(v, u) for all u, v ∈ V .

(t3) R(u, u) = {u} for all u ∈ V .

Basically, a transit function describe how one can move from an element u to an element v
through elements in R(u, v).

A convexity K ⊂ 2V is closed under intersections and both V ∈ K and ∅ ∈ K. In
the context of transit function, we are primarily interested in convexities that in addition
satisfy {x} ∈ K for all x ∈ V . A hierarchy is, therefore, a particular kind of convexity
(to be precise, we have to add the empty set to the hierarchy C as defined by (H1), (H2),
and (H3) to guarantee closure under intersections). The converse is not true, however, as
exemplified by K = {{a, b}, {b, c}, {b}, ∅}.

The canonical transit function of a convexity K is given by the convex hulls spanned
by x and y, i.e., it is defined by equ.(1.1) [9]. For every transit function R on V , there is
an associated convexity, where a subset W of V is R-convex if R(u, v) ⊆ W , for every
u, v ∈W . The family of RT -convex sets coincide with the hierarchic convexity on V .

The following non-trivial betweenness axioms were considered already by Mulder [9]:

(b1) x ∈ R(u, v), x 6= v ⇒ v /∈ R(u, x);

(b2) x ∈ R(u, v)⇒ R(u, x) ⊆ R(u, v);

(m) x, y ∈ R(u, v)⇒ R(x, y) ⊆ R(u, v).

A transit function R is called monotone if it satisfies axiom (m). It is satisfied by construc-
tion for the canonical transit function of a convexity, see e.g. [4, 9], and thus in particular
by transit function of a hierarchy.

2 Transit functions of hierarchies
In the context of transit functions of hierarchies (or rooted trees) we encounter several
additional betweenness properties:

(a) For all u ∈ V , there is u so that R(u, u) = V .

(h) R(u, v) ∩R(x, y) 6= ∅ ⇒ R(u, v) ⊆ R(x, y) or R(x, y) ⊆ R(u, v).

(h′) x ∈ R(u, v)⇒ R(u, x) = R(u, v) or R(x, v) = R(u, v).



120 Ars Math. Contemp. 14 (2018) 117–128

(h′′) x ∈ R(u, v)⇒ R(u, v) = R(u, x) ∪R(x, v).

(h′′′) x /∈ R(u, v)⇒ R(u, x) = R(x, v).

(m′) R(u, v) ∩R(x, y) 6= ∅ ⇒ ∃p and q such that R(u, v) ∩R(x, y) = R(p, q)

We say that a transit function is hierarchical if it satisfies axiom (h).
Now consider a hierarchy C and its transit function R = RC defined in equ.(1.1). We

easily check that (m) is satisfied also without recourse to the theory of convexities: Since
R(u, v) ∈ C it follows immediately that for all x, y ∈ R(u, v) the smallest element of C
that contains both x and y must be a subset of R(u, v). Thus R(x, y) ⊆ R(u, v). Hence R
satisfies the axioms (m) and thus also (b2).

On the other hand, RC does not satisfy (b1), i.e., it is not a betweenness in the sense of
Mulder [9]:

Example 2.1. Set V = {a, b, c, d}, R(a, b) = R(a, c) = R(b, c) = V − {d}, and
R(a, d) = R(b, d) = R(c, d) = V . It corresponds to the hierarchy {{{a}, {b}, {c}}, {d}}.
Since b ∈ R(a, c) and c ∈ R(a, b), (b1) does not hold.

Axiom (h) simply states that the transit sets form a hierarchy, which is obviously true
by virtue of the defining equ.(1.1) for the transit function of any hierarchy. Axiom (m′)
states that the system of transit sets is closed under intersections. Property (m′) is, in fact,
an immediate consequence of (h) since either R(u, v) ∩ R(x, y) 6= ∅ in this case implies
R(p, q) = R(u, v) or R(p, q) = R(x, y). The canonical transit function of a convexity,
and thus RC , therefore satisfies (m′).

Theorem 2.2. The collection of transit sets of a transit function R is a hierarchy, i.e., a
convexity satisfying (H3), if and only if R satisfies (m), (m′), and there is a pair p, q ∈ V
so that R(p, q) = V .

Proof. By construction, the canonical transit function of a convexity fulfills the three con-
ditions. Conversely, it is well known that the transit sets are convex (w.r.t. to R) if and only
if R satisfies (m). Condition (m′) is necessary and sufficient to ensure that the intersection
of transit sets is closed under intersection, and the existence of a pair p, q ∈ V so that
R(p, q) = V is equivalent to V ∈ K.

Axiom (h′) is motivated by the following simple observation for rooted trees: Let u
and v be two leaves of a rooted tree T . Consider an arbitrary leaf x ∈ V [T [lca(u, v)]].
Then one of the three statements is true: (i) x is contained in the same subtree rooted by a
child of lca(u, v) as v, (ii) x is contained in the same subtree rooted by a child of lca(u, v)
as u, (iii) x is located in a subtree that is rooted at a child of lca(u, v) that contains neither
u nor v. In the first case lca(x, v) = lca(u, v), in the second case lca(x, u) = lca(u, v),
and in the third case lca(u, x) = lca(v, x) = lca(u, v). Thus, V [T [lca(u, v)]] coincides
with V [T [lca(u, x)]] or V [T [lca(u, y)]].

In the following, we derive the analogous result for hierarchies without making use of
the corresponding rooted tree.

Lemma 2.3. Let C be a hierarchy of a finite set V . The associated transit function R = RC
defined in equ.(1.1) satisfies (h′).

Proof. Let u, v, x ∈ V and x ∈ R(u, v). The statement of (h′) holds trivially if x = u or
x = v. If u = v then R(u, v) = {u} by (t3) and thus x = u.
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Thus, we assume that u, v and x are pairwise distinct. Define W [u|v] as the largest
cluster i.e., W [u|v] ∈ C, so that u ∈ W [u|v] and v /∈ W [u|v]. By (H1) and (H3) we have
{u} ⊆W [u|v] ⊂ R(u, v), hence W [u|v] is well defined.

Suppose q ∈ W [u|v]. Then W [q|v] ∩W [u|v] 6= ∅ and hence W [q|v] ⊆ W [u|v]. By
construction, W [q|v] is the largest cluster in C that contains q but not v. Since W [u|v] also
has this property, we have W [u|v] ⊆W [q|v], i.e., W [q|v] = W [u|v] for all q ∈W [u|v].

Let p ∈ W [u|v] and q ∈ W [v|u]. Since W [u|v] = W [p|v], W [v|u] = W [q|u], and
R(p, q) are clusters of C, W [p|v] ∩ R(p, q) 6= ∅ and W [q|u] ∩ R(p, q) 6= ∅, (H3) im-
plies W [p|v] ⊂ R(p, q) and W [q|u] ⊂ R(p, q). Since R satisfies (m) we have R(p, q) ⊆
R(u, v) since p, q ∈ R(u, v). On the other hand, u, v ∈ R(p, q) and R(u, v) is by con-
struction the smallest cluster that contains both u and v so that R(u, v) ⊆ R(p, q). Thus
R(p, q) = R(u, v).

In particular, if x ∈W [u|v] then R(x, v) = R(u, v).
Now suppose x ∈ R(u, v) \ (W [u|v] ∪ W [v|u]). Using (H3) again we conclude

W [u|v] ∪ {x} ⊆ R(q, x) for all q ∈W [u|v] and R(q, x) ⊆ R(u, v).
By maximality of W [u|v], W [u|v] ∪ {x} is not contained in any cluster of C that is a

(proper) subset of R(u, v) and does not contain v. Hence the smallest cluster containing
W [u|v]∪{x}, i.e., R(u, x) also contains v and hence R(u, v). By (m), R(u, x) ⊆ R(u, v).
Thus R(u, x) = R(v, x) = R(u, v). Thus (h′) holds.

The hierarchy axiom (H1) implies immediately that there is a pair of points p, q so that
R(p, q) = V . For any x ∈ V we have R(x, p) = V or R(x, q) = V , thus the transit
function of a hierarchy satisfies axiom (a).

We shall see below that the transit functions of hierarchies also satisfy (h′′) and (h′′′).
Instead of giving direct proofs, we will draw these conclusions directly from general im-
plications between the above properties of transit functions.

3 Characterization
Theorem 3.1. Suppose R satisfies (a), (h′), (h), and (m). Then R is the transit function
of a hierarchy C as defined in equ.(1.1).

Proof. It follows immediately from (h), (a), and (t3) that CR = {R(p, q)|p, q ∈ V } is a
hierarchy. The corresponding transit function Q := RCR can be represented as

Q(u, v) =
⋂
{R(p, q), p, q ∈ V |u, v ∈ R(p, q)} (3.1)

Thus R is the transit function of the hierarchy C if and only if R = Q. By (t1) and (m)
we have Q(u, v) ⊆ R(p, q) for all p, q so that u, v ∈ R(p, q). In particular, therefore
Q(u, v) ⊆ R(u, v). The smallest transit set R(p, q) that contains both u and v (which is
well-defined by virtue of the hierarchy axioms) there is contained in R(u, v).

We now construct a partition A of R(u, v) as follows: (i) Au := {x ∈ R(u, v)|
R(x, u) 6= R(u, v)} and Av := {x ∈ R(u, v)|R(x, v) 6= R(u, v)}. By (h′) we have
R(x, v) = R(u, v) for x ∈ Au and R(x, u) = R(u, v) for x ∈ Av . (ii) The remain-
der R′ = R(u, v) \ (Au ∪ Av) consists, by axiom (h′) of all x ∈ R(u, v) that satisfy
R(u, x) = R(v, x) = R(u, v). If R′ is nonempty, choose an arbitrary q ∈ R′ and define
Aq := {x ∈ R(u, q)|R(q, x) ⊂ R(u, x)} and note that, by (h′), R(q, u) = R(u, x) =
R(u, v). Since R(u, x) = R(v, x) = R(v, q) we Aq = {x ∈ R(v, q)|R(q, x) ⊂ R(v, x)}
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as alternative representation. (iii) Now replace R′ ← R\Aq , pick a point q′ in R′ and con-
struct Aq′ = {x ∈ R(u, q′)|R(q′, x) ⊂ R(u, x)}. Again, we have R(u, q′) = R(u, q) =
R(u, v), and we can replace u by v or q in the definition of Aq′ . We repeat this construction
until R′ is empty and arrive at the A := {Au, Av, Aq, . . . } of R(u, v).

By construction, A has the property that R(p, q) ⊆ R(u, v) if and only if p, q ∈ Az for
some Az ∈ A and R(x, y) = R(u, v) if and only if x and y are contained in two different
classes of A.

Suppose p, q ∈ Az and there is w ∈ R(p, q) so that w /∈ Az . By (m) R(p, w) ⊆
R(p, q) and by construction of Az we have R(p, q) ⊂ R(u, v). On the other hand, w /∈ Az

implies, for all p ∈ Az , that R(p, w) = R(u, v), leading to the contradiction R(p, q) ⊂
R(p, w). Thus p, q ∈ Az implies R(p, q) ⊆ Az .

If Az 6= R(p, q), then there is s ∈ Az \ R(p, q). We have R(p, s) ∩ R(p, q) 6= ∅, thus
by (h) R(p, q) ⊂ R(p, s). Repeating the argument we eventually arrive at a p̄ ∈ Az so that
R(p, p̄) = Az , i.e., Az ∈ C.

Since u and v are contained in two different classes of A, and R(p, q) ⊆ Az whenever
p, q ∈ Az we can reason as follows: If p, q ∈ R(u, v) and u, v ∈ R(p, q) then p and q are
contained in different classes of A and therefore R(p, q) = R(u, v). The smallest transit
set that contains u, v therefore is R(u, v). It follows that R(u, v) = Q(u, v).

As a by-product of the proof, we have obtained, for each transit set R(u, v), its partition
into maximal proper subsets R(p, q). This amounts to an explicit construction of the Hasse
diagram of C directly from the transit function.

4 Implications among axioms
The characterization in Theorem 3.1 can be simplified further by observing that the condi-
tions (a), (h′), (h), and (m) are not independent. First, find that we can simply drop (a)
by virtue of (h)⇒ (a).

Lemma 4.1. Let R be a transit function on V satisfying axiom (h). Then R satisfies axiom
(a).

Proof. For u, v ∈ V consider a vi ∈ V so that R(u, v) ∩ R(u, vi) 6= ∅. Since (h) holds,
we have R(u, v) ⊆ R(u, vi) or R(u, vi) ⊆ R(u, v). W.l.o.g. assume R(u, v) ⊆ R(u, vi).
If R(u, vi) = V there is nothing to show. Otherwise, choose vj ∈ V such that vj /∈
R(u, vi). Again, we have R(u, vi) ∩ R(u, vj) 6= ∅ and thus, by (h), R(u, vi) ⊆ R(u, vj)
or R(u, vj) ⊆ R(u, vi). Since vj /∈ R(u, vi) we can rule out R(u, vj) ⊆ R(u, vi) and
conclude that R(u, vi) ⊆ R(u, vj). Repeating this argument we obtain a chain R(u, v) ⊆
R(u, vi) ⊆ R(u, vj) ⊆ ... ⊆ R(u, vk) of sets that, in each iteration increase by at least one
element. Thus R(u, vk) = V for some k not larger than |V |, and vk is desired element u
so that R(u, u) = V .

Several, but not all pairs of the axioms (m), (m′), (h), (h′), (h′′′) are equivalent and
characterize the transit functions of hierarchies:

Lemma 4.2. Let R be a transit function satisfying axioms (h) and (m) on V . Then R
satisfies axiom (h′).

Proof. Suppose (h) and (m) holds. For all u, v ∈ V and all x ∈ R(u, v) we have
R(u, x) ⊆ R(u, v) and R(x, v) ⊆ R(u, v) because of (m). By (h) we have R(u, x) ⊆
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R(x, v) or R(x, v) ⊆ R(u, x), R(u, x) ⊆ R(u, v) or R(u, v) ⊆ R(u, x), and R(x, v) ⊆
R(u, v) or R(u, v) ⊆ R(x, v). If R(u, x) ⊆ R(x, v), thus {x, v, u} ∈ R(x, v) and by
(m) R(u, v) ⊆ R(x, v). If R(x, v) ⊆ R(u, x), we have {x, v, u} ⊆ R(u, x) and thus
R(u, v) ⊆ R(u, x). If (h′) does not hold, there are u, v, x ∈ V can be chosen so that
neither R(u, v) ⊆ R(u, x) nor R(u, v) ⊆ R(x, v), a contradiction.

Lemma 4.3. Let R be a transit function satisfying axioms (h) and (h′) on V . Then R
satisfies axiom (m).

Proof. Let u, v ∈ V and x, y ∈ R(u, v). From (h) we obtain that R(u, v) ⊆ R(x, y)
or R(x, y) ⊆ R(u, v). In second case we are, done. Thus suppose R(x, y) * R(u, v),
i.e., R(u, v) ⊂ R(x, y), and in particular u, v ∈ R(x, y). From (h′) we known that at
least one of R(u, x) and R(v, x), and at least one of R(u, y) and R(v, y) equals R(u, v).
Since u, v ∈ R(x, y), (h′) implies R(u, x) = R(x, y) or R(u, y) = R(x, y) as well
as R(x, v) = R(x, y) or R(v, y) = R(x, y). In total, this leaves 16 cases, of which
all but two directly lead to the contradiction R(u, v) = R(x, y). In case (i), R(u, x) =
R(v, y) = R(u, v) and R(u, y) = R(v, x) = R(x, y). Here, y ∈ R(u, x) and (h′)
implies R(u, y) = R(u, x) or R(y, x) = R(u, x), which further yields the contradiction
R(x, y) = R(u, y) = R(u, x) = R(u, v). In case (ii) R(u, x) = R(v, y) = R(x, y) and
R(u, y) = R(v, x) = R(u, v). Here, x ∈ R(u, y) and (h′) implies R(u, x) = R(u, v) or
R(x, y) = R(u, v), which leads to an analogous contradiction.

Lemma 4.4. Let R be a transit function satisfying axioms (h) and (b2) on V . Then R
satisfies axiom (m).

Proof. Suppose x, y ∈ R(u, v). By (b2) R(u, x) ⊆ R(u, v) and R(u, y) ⊆ R(u, v). Since
u ∈ R(u, x) ∩ R(u, y), (h) implies that R(u, x) ⊆ R(u, y) or R(u, y) ⊆ R(u, x). In
the first case, x ∈ R(u, y) and thus R(x, y) ⊆ R(u, y) ⊆ R(u, v). In the second case
y ∈ R(u, x) and hence R(x, y) ⊆ R(u, x) ⊆ R(u, y), i.e., (m) holds.

Lemma 4.5. Let R be a transit function satisfying axioms (h) and (m) on V . Then R
satisfies axiom (h′′′).

Proof. Suppose z /∈ R(u, v). By (h) R(u, v) ⊂ R(u, z) and R(u, v) ⊂ R(v, z), and
further R(u, z) ⊆ R(v, z) or R(v, z) ⊆ R(u, z). In either case, {u, v, z} ⊆ R(u, z) and
{u, v, z} ⊆ R(v, z), hence by (m) R(u, z) ⊆ R(v, z) and R(v, z) ⊆ R(u, z). Thus (h′′′)
holds.

Lemma 4.6. Let R be a transit function satisfying axioms (h′′′) and (m) on V . Then R
satisfies axiom (h).

Proof. Suppose (h′′′) and (m) but (h) does not, i.e., there is u, v, x, y ∈ V such that
R(x, y) ∩ R(u, v) 6= ∅ but neither R(x, y) * R(u, v) nor R(u, v) * R(x, y). Thus there
is w ∈ R(x, y) ∩ R(u, v), a ∈ R(u, v) such that a /∈ R(x, y) and b ∈ R(x, y) such that
b /∈ R(u, v). Furthermore, a, b, and w are pairwise disjoint. As a consequence of (m)
we have R(a, u) ⊆ R(u, v), R(a, v) ⊆ R(u, v), R(a,w) ⊆ R(u, v), R(b, x) ⊆ R(x, y),
R(b, y) ⊆ R(x, y), and R(b, w) ⊆ R(x, y). Since a /∈ R(x, y) and hence a /∈ R(b, y)
and a /∈ R(b, w), (h′′′) implies R(a, y) = R(a, x) = R(a, b) = R(a,w). Analogously,
b /∈ R(u, v) implies R(u, b) = R(b, v) = R(a, b) = R(b, w). In particular, therefore,
R(a,w) = R(b, w). Thus b ∈ R(a,w) ⊆ R(u, v) and a ∈ R(b, w) ⊆ R(x, y), contradict-
ing the definition of a and b. Thus (h) holds.
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Lemma 4.7. Let R be a transit function satisfying axioms (h′) and (h′′′) on V . Then R
satisfies axiom (m).

Proof. Let x, y ∈ R(u, v) and suppose (m) does not hold, i.e., there is z ∈ R(x, y) such
that z /∈ R(u, v). By (h′′′) we have R(u, z) = R(v, z). Using (h′) x ∈ R(u, v) implies
R(u, x) = R(u, v) or R(x, v) = R(u, v), and y ∈ R(u, v) implies R(u, y) = R(u, v) or
R(v, y) = R(u, v). z ∈ R(x, y) implies R(x, z) = R(x, y) or R(z, y) = R(x, y). Thus
z is not contained R(u, x) or R(x, v), and it is not contained in R(u, y) or R(v, y). Using
(h′′′) again, therefore R(u, z) = R(x, z) or R(x, z) = R(z, v). Since R(u, z) = R(v, z),
we have R(u, z) = R(v, z) = R(x, z). Analogously, z is not contained in R(u, y) or
R(v, y), and thus (h′′′) implies R(u, z) = R(z, y) or R(v, z) = R(z, y), and further
R(u, z) = R(v, z) = R(y, z). Collecting all equalities we arrive at R(u, z) = R(v, z) =
R(x, z) = R(y, z) = R(x, y). Therefore u ∈ R(x, y) and (h′) implies R(u, x) = R(x, y)
or R(u, y) = R(x, y).

In the first case R(u, x) = R(x, y) 6= R(u, v) and (h′) implies R(x, v) = R(u, v),
whence R(x, v) 6= R(x, y) and finally R(v, y) = R(x, y). Thus y ∈ R(x, v), and (h′)
implies R(x, y) = R(x, v) or R(y, v) = R(x, v), i.e., R(x, y) = R(x, v) = R(u, v), a
contradiction.

In the second case R(u, y) = R(x, y) 6= R(u, v) and (h′) implies R(v, y) = R(u, v),
whence R(v, y) 6= R(x, y) and finally R(v, x) = R(x, y). Thus x ∈ R(v, y), and (h′)
implies R(x, y) = R(v, y) or R(x, v) = R(v, y), i.e., R(x, y) = R(v, y) = R(u, v), again
a contradiction. Thus R(x, y) ⊆ R(u, v).

Lemma 4.8. Let R be a transit function satisfying axioms (h′) and (b2) on V . Then R
satisfies axioms (h′′) and (m).

Proof. Let x ∈ R(u, v). Because of (h′) we have R(u, v) = R(u, x) or R(u, v) =
R(x, v). Condition (b2) establishes that R(u, x) ⊆ R(u, v) and R(x, v) ⊆ R(u, v), and
thus R(u, x) ∪ R(v, x) = R(u, v), i.e., (h′′) holds. Thus, for all y ∈ R(u, v) we have
y ∈ R(u, x) or y ∈ R(x, v). W.l.o.g., y ∈ R(x, v). By (h′′), R(x, v) = R(x, y)∪R(y, v),
hence R(x, y) ⊆ R(u, v).

Lemma 4.9. Let R be a transit function satisfying axioms (h′′′) and (b2) on V . Then R
satisfies axiom (m).

Proof. Let x, y ∈ R(u, v). Suppose R(x, y) * R(u, v) which implies that y /∈ R(u, x),
otherwise by (b2) R(x, y) ⊆ R(u, x) ⊆ R(u, v), a contradiction. Also as y /∈ R(u, x) thus
by (h′′′) we have R(u, y) = R(x, y) which is again a contradiction as R(u, y) ⊆ R(u, v)
by (b2).

5 Independence of axioms
The following examples show that (m), (m′), (h), (h′), (h′′) and (h′′′) are pairwise inde-
pendent axioms.

Example 5.1. (m) ; (h).
Set V = {a, b, c, d, f}, R(a, b) = {a, b, c}, R(d, f) = {d, f, c} and R(x, y) = {x, y} for
all other distinct pairs of points. This transit function satisfies (m) but violates (h): we
R(a, b)∩R(d, f) 6= ∅ but both R(a, b) \R(d, f) = {a, b} and R(d, f) \R(a, b) = {d, f}
are non-empty.
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Example 5.2. (m) ; (h′); (m) ; (h′′′); and (m) ; (h′′).
Let V = {u, v, x, y}, R(u, v) = V , and R(p, q) = {p, q} for all other pairs of distinct
points. It satisfies (m) but violates (h′). Axiom (h′′) does not hold because R(u, v) 6=
R(u, x) ∪ R(x, v). Axiom (h′′′) is violated by u /∈ R(x, y) = {x, y} and R(u, x) =
{u, x} 6= {u, y} = R(u, y).

As a consequence, the weaker conditions (b2) of course also fails to imply (h), (h′),
(h′′), or (h′′′).

Example 5.3. (h) ; (m); (h) ; (h′); (m′) ; (m); (m′) ; (h′).
Let V = {u, v, x, y, a} and consider the transit function R defined by R(u, v) = V − {a}
and R(x, y) = V for all other distinct pairs x, y ∈ V . This transit function satisfies (h) and
(m′). However, we have x, y ∈ R(u, v) but R(x, y) * R(u, v) contradicting (m). R also
violates (h′), since x ∈ R(u, v), but neither R(u, x) = R(u, v), nor R(x, v) = R(u, v).

Example 5.4. (h) ; (h′′′).
Set V = {a, b, c, d}, R(a, b) = {a, b}, R(a, c) = {a, b, c}, and R(x, y) = V for all
other distinct pairs x, y ∈ V . (h) holds, but (h′′′) does not hold since c /∈ R(a, b) but
R(a, c) 6= R(b, c).

Example 5.5. (h′) ; (m).
Set V = {a, b, c, d}, R(a, b) = R(a, d) = {a, b, d}, R(a, c) = R(b, c) = {a, b, c}, and
R(b, d) = R(c, d) = {b, c, d}. Here (h′) holds, but not (b2) and hence not (m).

Example 5.6. (h′) ; (h); (h′) ; (h′′′).
Set V = {a, b, c, d} and R(x, y) = {x, y} for all x, y ∈ V . Axiom (h′) is trivially satisfied.
Since the transit sets do not form a hierarchy, (h) does not hold. Furthermore, c /∈ R(a, b)
and R(a, c) = {a, c} 6= {b, c} = R(b, c), i.e., (h′′′) does not hold.

Example 5.7. (h′′′) ; (m).
Set V = {a, b, c, d}, R(a, b) = R(a, c) = {a, b, c}, and R(x, y) = V for all other distinct
pairs x, y ∈ V . (h′′′) holds but (m) does not hold since {b, c} ∈ R(a, b) = R(a, c) but
R(b, c) * R(a, c) = R(a, b).

Example 5.8. (h′′′) ; (h).
Set V = {a, b, c, d}, R(a, b) = R(b, c) = {a, b, c}, R(a, c) = {a, c, d}, and R(a, d) =
R(b, d) = R(c, d) = V . (h′′′) holds, but (h) is violated because R(a, b) * R(a, c) and
R(a, c) * R(a, b). Furthermore, (h′) does not hold since d ∈ R(a, c) but R(a, d) =
{a, d} 6= R(a, c) and R(c, d) 6= R(a, c).

Example 5.9. (m) ; (m′).
Set V = {a, b, c, d, e, f, g}, R(a, b) = {a, b, c, d, e}, R(f, g) = {c, d, e, f, g}, and
R(x, y) = {x, y} for any other pair x, y ∈ V . Clearly R is monotone. Here R(a, b) ∩
R(f, g) = {c, d, e}, which is convex, but there is no p, q ∈ X such that {c, d, e} = R(p, q),
i.e., (m′) does not hold.

Example 5.10. (h′) ; (b2); (h′) ; (h′′′).
Set V = {a, b, c, d}, R(a, b) = R(b, c) = {a, b, c}, R(a, c) = R(c, d) = {a, c, d} and
R(a, d) = R(b, d) = {a, b, d}. (h′) holds but nor (b2) and (h′′′), since c ∈ R(a, b) but
R(a, c) * R(a, b), i.e., (b2) does not hold. Since d /∈ R(b, c) but R(b, d) 6= R(c, d)
implies that (h′′′) does not hold.
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Example 5.11. (h′′′) ; (h); (h′′′) ; (b2); (h′′′) ; (h′).
Set V = {a, b, c, d}, R(a, b) = R(b, c) = {a, b, c} ,R(a, c) = {a, c, d} and R(a, d) =
R(b, d) = R(c, d) = V . (h′′′) holds for R. Since R(a, b) * R(a, c) and R(a, c) *
R(a, b), thus (h) does not hold. c ∈ R(a, b) but R(a, c) * R(a, b) hence (b2) does not
hold. As d ∈ R(a, c) but R(a, d) 6= R(a, c) and R(c, d) 6= R(a, c) thus (h′) does not hold
for R.

Hence (b2), (h′) and (h′′′) are independent axioms. While we have seen above that,
some pairs of axioms are sufficient to characterize transit functions of hierarchies, this is
not the case for all pairs.

Example 5.12. (h′) and (m) ; (h).
Set V = {a, b, c, d}, R(a, b) = {a, b}, R(a, c) = R(b, c) = {a, b, c}, R(a, d) = {a, d},
R(b, d) = {b, d} and R(c, d) = {c, d}. Clearly, both (h′) and (m) are satisfied. However,
R(a, d) ∩ R(b, d) 6= ∅, and neither transit set is contained in the other, hence (h) does not
hold.

Example 5.13. (h) and (h′′′) ; (m).
Set V = {a, b, c, d}, R(a, b) = R(a, c) = {a, b, c} and R(x, y) = V for all other distinct
pair x, y ∈ V . (h′′′) and (h) hold, but (m) does not hold since {b, c} ∈ R(a, b) = R(a, c)
but R(b, c) * R(a, c) = R(a, b).

Example 5.14. (m) and (m′) ; (h′′).
Set V = {a, b, c, d}, R(a, b) = V , and R(x, y) = {x, y}, for any other distinct elements
x, y ∈ V . R satisfies (m) and (m′) but does not satisfy (h′′), since c ∈ R(a, b) but
R(a, b) 6= R(a, c) ∪R(c, b).

Example 5.15. (m) and (m′) ; there is p, q such that R(p, q) = V .
Set V = {a, b, c, d}, R(a, b) = {a, b, c}, R(x, y) = {x, y}, for any other distinct elements
x, y ∈ V . R satisfies (m) and (m′) but there does not exist any p, q such that R(p, q) = V .

Example 5.16. (h′) and (h′′) ; (h); (h′) and (h′′) ; (h′′′).
Set V = {a, b, c, d}, R(a, c) = R(b, c) = {a, b, c}, R(x, y) = {x, y}, for any other
distinct elements x, y ∈ V . R satisfies (h′) and (h′′) but R does not satisfy (h) since
R(b, d) ∩ R(b, c) 6= ∅ but R(b, d) * R(b, c) and R(b, c) * R(b, d). Also R does not
satisfy (h′′′), since d /∈ R(b, c) but R(b, d) 6= R(d, c) .

Example 5.17. (m) and (m′) and (a) ; (h).
Set V = {a, b, c, d}, R(a, d) = R(b, d) = R(c, d) = V , R(a, c) = {a, b, c}, R(a, b) =
{a, b}, R(b, c) = {b, c} satisfied (m), (m′), and (a) but violates (h) since R(a, b) ∩
R(b, c) = {b}.

Using the results in Section 4 and the examples of non-implications among the axioms
(a), (h), (h′′), (h′′′), (b2), (m), and (m′) described in Section 5, we obtain four different
sets of axiomatic characterizations of the transit function of a hierarchy as a corollary of
Theorem 3.1. This is stated as a Theorem below.

Theorem 5.18. A transit function R on a non-empty set is the transit function of a hierarchy
if and only if R satisfies one of the following combinations of two axioms:

1. (h) and (b2),
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2. (h′′′) and (b2),

3. (h) and (h′),

4. (h′) and (h′′′).

Since each of these four pairs of axioms implies (m), and (m) implies (b2), we can also
replace (b2) by (m) in Thm. 5.18. The implications between axioms and combinations of
axioms discussed in this contribution are summarized in Figure 1.

(h ∧ b2 ⇔h′′′ ∧ b2 ⇔h ∧ h′ ⇔ h′ ∧ h′′′)

(m ∧m′ ∧ a)

convexity

(m ∧ m′)

(h′ ∧ b2)

(h′′)

(m) (m′)

(h ∧ h′′′)

(h′′′)

(b2)

(h′) (h)

(a)

Figure 1: Summary of implications between axioms. None of the implication arrows is
reversible, and only the implications implied by the transitive closure of this diagram hold.
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[10] H. M. Mulder and L. Nebeský, Axiomatic characterization of the interval function of a graph,
European J. Combin. 30 (2009), 1172–1185, doi:10.1016/j.ejc.2008.09.007.
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Abstract

We investigate the distribution of the number of vertices of a randomly chosen subtree
of a tree. Specifically, it is proven that this distribution is close to a Gaussian distribution in
an explicitly quantifiable way if the tree has sufficiently many leaves and no long branch-
less paths. We also show that the conditions are satisfied asymptotically almost surely
for random trees. If the conditions are violated, however, we exhibit by means of explicit
counterexamples that many other (non-Gaussian) distributions can occur in the limit. These
examples also show that our conditions are essentially best possible.

Keywords: Subtrees, normal distribution, homeomorphically irreducible trees, random trees.

Math. Subj. Class.: 05C05

1 Introduction
By a subtree of a tree, we mean any nonempty connected subgraph; obviously, such a
subgraph is again a tree. The distribution of the number of vertices of a randomly chosen
subtree of a tree was first studied by Jamison in two papers [5, 6], in which he investigates
the average subtree order of a tree, i.e. the mean number of vertices of a subtree. Among
his main results is the fact that the average order of subtrees of an n-vertex tree is at least
(n+2)/3, with equality only for the path. The problems that Jamison proposed in his papers
received considerable attention recently [4,14,16], as did other aspects of subtrees in trees,
specifically extremal problems, whose study was initiated by Székely and Wang [12, 13].
Jamison’s question whether the average order is always at least n/2 for homeomorphically
irreducible trees, i.e. trees without vertices of degree 2, was only answered (affirmatively)
very recently by Vince and Wang [14], who also showed that the average subtree order of
such a tree is less than 3n/4.
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Many other of Jamison’s questions remain open to date. A question of his that was also
discussed in the 2011 edition of the Combinatorics REGS [7] reads as follows:

Question 1.1. Given a tree T of order n, let sk(T ) denote the number of subtrees of order k.
When is it true that the numbers s2(T ), . . . , sn(T ) form a unimodal list (weakly increasing
at first, then weakly decreasing)? In particular, is it unimodal when T has no vertices of
degree 2?

It should be noted here that s1(T ) = n and s2(T ) = n− 1 for every tree T of order n,
so s1(T ) cannot be included if a unimodal list is to be obtained. The question seems to be
fairly hard, and we will not actually answer it in this paper. However, we provide a related
result: if a tree has sufficiently many leaves and no long branchless paths (this will be
made more precise later), then the distribution of the subtree orders is close to a Gaussian
distribution in an explicitly quantifiable way. In particular, this is the case for trees without
vertices of degree 2. Moreover, the conditions we impose are usually satisfied: for random
trees, they are valid asymptotically almost surely.

Asymptotic normality of the distribution does of course not imply unimodality, nor the
other way around, but the two are clearly connected, so our result provides evidence that
the answer to Question 1.1 might be affirmative. It should also be pointed out that our main
result parallels a classic theorem of Godsil [3] on matchings: if G1, G2, . . . is a sequence
of graphs, then the distribution of the size of matchings in Gn (suitably renormalised)
converges to a Gaussian distribution, provided that the variance tends to infinity. See [8]
for a recent extension.

Godsil’s theorem is based on properties of the matching polynomial, in particular the
fact that all its zeros are real. Indeed, it is well known that a polynomial with positive coeffi-
cients and only real zeros has log-concave (and thus unimodal) coefficients, so Question 1.1
could be answered affirmatively if all zeros of the polynomial

n∑
k=2

sk(T )uk

were real for every T . This “subtree polynomial” was already considered by Jamison
himself in [5]. More recently, Yan and Yeh [18] studied a weighted version, and Martin et
al. [9] considered a bivariate generalisation involving the number of leaves.

Unfortunately, the subtree polynomial does not have real roots only as the matching
polynomial does, so the situation for subtrees of trees turns out to be more intricate than
for matchings of graphs. As a simple concrete counterexample, consider the star S4 with
four vertices: we have

4∑
k=1

sk(S4)uk = 4u+ 3u2 + 3u3 + u4,

a polynomial with two non-real roots. Even if the first coefficient is removed, we get

4∑
k=2

sk(S4)uk = 3u2 + 3u3 + u4,

which still has two non-real roots.
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However, we obtain a central limit theorem for the distribution of subtree orders anal-
ogous to Godsil’s theorem under some technical conditions. Our approach is of a rather
different nature, and we hope that it might also prove useful to deal with other problems,
such as a conjecture of Alavi, Malde, Schwenk and Erdős [1] concerning the independence
polynomial of trees that parallels Question 1.1. Our main theorem can be stated as follows:

Theorem 1.2. Let T1, T2, . . . be a sequence of trees such that |Tn|, i.e. the number of
vertices of Tn, goes to infinity, the proportion of leaves among all vertices is bounded
below by a positive constant, and the length of the longest branchless path in Tn is at most
|Tn|1/2−ε for some fixed ε (and sufficiently large n). Then the order distribution of the
subtrees of Tn (suitably renormalised) converges weakly to a Gaussian distribution.

It is easy to find both examples and counterexamples for the normal distribution: for
instance, if Tn is an n-vertex star, then the distribution of the subtree orders is essentially
a binomial distribution, which converges to a Gaussian law. On the other hand, if one
considers the sequence of n-vertex paths, then the limit distribution is quite different. This
and other examples and counterexamples will be discussed in Section 2, where we also
show that the technical conditions of Theorem 1.2 are indeed important and also essentially
best possible.

The main part of the paper is organised as follows: we first obtain some auxiliary
results and prove two versions of our main theorem (a central and a local limit theorem, see
Theorem 4.8 and Theorem 4.10 respectively) for rooted trees in Section 4 before passing
on to unrooted trees in Section 5. Rooted trees are more accessible because one can use a
recursive approach, and we will see that an appropriate root can always be chosen in such
a way that most subtrees contain the root. In Section 6, we will see that in the “generic”
case of random trees, the conditions of our main theorem are satisfied, so that the Gaussian
distribution is indeed the typical limit distribution of subtree orders.

Notation. Throughout this paper, we make frequent use of the Vinogradov symbol �
interchangeably with the O-notation: f(T ) � g(T ) or f(T ) = O(g(T )) means that
f(T ) ≤ Kg(T ) for a suitable positive constant K and all (sufficiently large) trees T . If
further variables are included in anO-term, the constant K is always independent of those,
unless mentioned otherwise.

2 Examples and counterexamples
For a tree T , we let S(T ) denote the set of all subtrees of T , i.e. all connected induced sub-
graphs of T . The polynomial associated with this set, which we call the subtree polynomial
of T , is denoted by S(T, u):

S(T, u) =
∑

τ∈S(T )

u|τ |.

The total number of subtrees is clearly S(T, 1), for which we will simply write S(T ). Our
goal will be to prove central and local limit theorems for the coefficients of this polynomial.
Note also that Su(T, 1) = ∂

∂uS(T, u)
∣∣
u=1

is the total number of vertices in T ’s subtrees,
so Su(T, 1)/S(T ) is the mean subtree order. Likewise, the variance is given by

Suu(T, 1) + Su(T, 1)

S(T )
−
(
Su(T, 1)

S(T )

)2

. (2.1)
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Before we get to the proof of the main theorem, let us briefly discuss some examples
and counterexamples to illustrate its statement.

2.1 The star

If T = Sn is a star of order n, then every subtree either consists of the centre and an
arbitrary set of leaves, or it is a single leaf. Thus we have

S(T, u) = nu+

n∑
k=2

(
n− 1

k − 1

)
uk

and in particular S(T ) = 2n−1 + n − 1. We see that the distribution of subtree orders is
essentially a binomial distribution, which gives us a Gaussian distribution in the limit.

2.2 The path

The distribution of subtree orders of a path Pn turns out to be quite different: every subtree
is again a path and uniquely characterised by its endpoints. We obtain

S(Pn, u) =

n∑
k=1

(n− k + 1)uk.

If we divide the subtree orders by n and take the limit, we obtain a distribution whose
density is given by f(t) = 2(1− t) on the interval [0, 1].

The examples that we consider in the following are all constructed by suitably combin-
ing paths and stars. Depending on how this is done, a variety of different limit distributions
can be obtained. Of course, there does not even have to be a limit distribution at all: this is
not the case, for example, if we consider a sequence of trees of increasing orders, alternat-
ing between paths and stars.

2.3 The broom

The simplest possible combination of a star and a path is the broom, consisting of a path
of k vertices and ` leaves attached to one of its ends (the “centre” of the broom, denoted v
in Figure 1). Here, the limit as k + ` → ∞ depends very much on the relative sizes of k
and `. If k is fixed, then there is very little difference to a star, and we obtain a Gaussian
limit distribution. On the other hand, if ` is fixed, then we have essentially the same order
distribution as for a path (and exactly the same in the limit). As soon as ` grows faster
than log2 k, almost all subtrees contain the broom’s centre v (i.e., the proportion of such
subtrees tends to 1). This is because there are k2` subtrees containing it, as opposed to
O(k2 + `) not containing it.

Subtrees containing the centre v have a distribution that is a convolution of a binomial
distribution (stemming from the leaves attached to v) and a discrete uniform distribution
(stemming from the path). In the limit, the distribution with greater variance dominates.
Since the variances are of order k2 and ` respectively, we have three phases:

(i) k2/` → 0: the leaves dominate, and a suitably renormalised version of the order
distribution converges to a normal distribution.

(ii) k2/` → a > 0: the limit distribution is a convolution of a (continuous) uniform
distribution and a Gaussian distribution.
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(iii) k2/` → ∞ (but k/2` → 0): the long path dominates, and the renormalised order
distribution converges to a uniform distribution.

v

k vertices

` leaves

Figure 1: The broom.

2.4 The extended star

Figure 2 shows an extended star, obtained by attaching d (≥ 3) paths of length k to a
common vertex v. For fixed d, we obtain (by the same argument as in the previous example)
a convolution of d uniform distributions in the limit as k →∞. As soon as d also tends to
infinity, however, the limit is Gaussian again (showing that the conditions of Theorem 1.2
are important, but not strictly necessary).

v

d paths of lengh k

Figure 2: The extended star.

2.5 A discontinuous limit distribution

By suitably choosing the parameters of a double-star (see Figure 3), we can even obtain
a discontinuous limit distribution. Such a tree consists of a path of length k and leaves
attached to the two endpoints v1 and v2 (` and r leaves, respectively). We set ` = 3n,
r = n+ c for some constant c, and k = 2n. The same argument that we used for the broom
shows that almost all subtrees contain v1 in this case. The probability that v2 is contained
as well is easily found to be 2c/(1 + 2c) in the limit. In this case, the subtree order is
2n +O(n). Otherwise, it essentially follows a discrete uniform distribution on the interval
[1, 2n] (the leaves attached to v1 only playing a minor role). So if we divide the subtree
orders by 2n, we obtain a limit distribution that is a mix of the uniform distribution on [0, 1]
and a point measure at 1, which means that its distribution function has a discontinuity at 1.

We remark that another choice of parameters is interesting as well: if we set ` = r = 3n
and k = 2n, then almost all subtrees contain both v1 and v2 (and the probability that this
is not the case is as low as O(4−n)). Thus the subtree order distribution is essentially
a convolution of two binomial distributions, and the variance is O(n). This shows that
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v1 v2

length k

r leaves` leaves

Figure 3: The double-star.

the variance of the subtree order distribution can be as low (in order of magnitude) as the
logarithm of the order of the underlying tree, and we conjecture that it cannot be less, i.e.
that (2.1) is bounded below by K log |T | for some positive constant K. On the other hand,
the order of magnitude of the variance can be as high as |T |2, as the example of the path
shows.

2.6 Short branchless paths are insufficient

The two conditions of Theorem 1.2 (short branchless paths, many leaves) ensure that the
trees Tn are not too “path-like”. However, as we exhibit now, neither of the two conditions
suffices on its own to ensure a Gaussian limit distribution. The broom is a simple example
showing that even a proportion of leaves tending to 1 may not be enough: if we choose k
and ` such that ` = ak2 for some fixed constant a, then we obtain a convolution Gaussian-
Uniform in the limit rather than a pure normal distribution. This example also explains why√
|Tn| is the threshold for the length of branchless paths.
Finding a counterexample that satisfies the condition on paths, but does not have suf-

ficiently many leaves, is a little bit more complicated. It can be constructed as follows
(see Figure 4): fix positive constants α, β, γ such that β < α < 1

2 , α + γ = 1 and
2α > β + γ. Start with a central vertex v, which is connected to ` + 1 = bnγc vertices
w0, w1, w2, . . . , w` by paths of length bnαc. To each of these vertices except w0, we attach
bnβc leaves. Note that the order of the resulting tree Tn is |Tn| ∼ nα ·nγ = n, so that there
are no branchless paths of length |Tn|1/2−ε if ε < 1

2 − α and n is sufficiently large. On
the other hand, the number of leaves is L(Tn) ∼ nβ · nγ = o(n) (note, however, that the
exponent β + γ can be made arbitrarily close to 1 with an appropriate choice of α, β, γ).

The limit distribution is not Gaussian in this case: the same argument that we used in
previous examples shows that v, w1, w2, . . . , w` and thus also the paths connecting them
are part of almost all subtrees. The remaining “random” part is the same as for a broom
consisting of a path of length (approximately) nα and (approximately) nβ+γ leaves. Since
2α > β + γ by our choice, we are in the situation where the limit distribution as n → ∞
is uniform.

3 Preliminary results
Before we start with the actual proof of our main result, let us fix some notation and prove
some auxiliary inequalities.

3.1 Definitions and notation

Most of the time, we will be working with rooted trees, since they allow for a recursive
approach. Thus we first define an analogue of the polynomial S(T, u) for rooted trees.
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w0 v

w1

w2

w`−1

w`

length bnαc

bnβc leaves

Figure 4: The final counterexample.

Consider a tree T with root v0, and let S•(T ) be the set of all subtrees of T containing v0.
The generating polynomial for subtrees containing the root is denoted by S•(T, u):

S•(T, u) =
∑

τ∈S•(T )

u|τ |.

The main reason for considering this polynomial is the fact that it can be computed recur-
sively from the root branches. For a vertex v of T , we let T (v) be the branch of T rooted
at v (consisting of v and all its descendants). Suppose that v1, v2, . . . , vd are the root’s
children. It is not hard to see that S•(T, u) satisfies the following recursive formula:

S•(T, u) = S•(T (v0), u) = u

d∏
j=1

(1 + S•(T (vj), u)) . (3.1)

This follows from the fact that a subtree of T that contains the root v0 induces either the
empty tree or a subtree that contains vj in the branch T (vj) for each vj .

Notation. For the convenience of the reader we list some further notation that is used
throughout this paper:

(i) L(T ) and L(T ) are the set and the number of leaves, respectively.

(ii) I(T ) and I(T ) are the set and the number of interior vertices, respectively.

(iii) By a branchless path or 2-path, we mean a path in which all vertices, except for the
endpoints, have degree 2. We let P (T ) denote the maximum length of a 2-path of T .

Moreover, we use c0, c1, c2, . . . to denote absolute constants (that do not depend on the
specific tree or any of its parameters).

3.2 Two inequalities

We begin with the following simple but useful lemma, which provides two inequalities that
will be used repeatedly in the following section.
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Lemma 3.1. If T is a rooted tree with |T | ≥ 2, then

S•(T ) ≥ 2L(T ) and L(T ) ≥ |T |
2P (T )

.

Proof. Every subset A of L(T ) gives rise to a subtree obtained as the union of all paths
connecting the leaves in A to the root. If A is empty, we take the subtree consisting only of
the root as the corresponding subtree. This proves the first inequality.

For the proof of the second inequality, we let V2(T ) be the number of non-root vertices
of degree 2 and V≥3(T ) the number of non-root vertices of degree at least 3. Consider
all maximal 2-paths (not containing the root as an inner vertex in case that the root has
degree 2). To each such path, we can uniquely associate its endpoint that is further away
from the root, which is either a leaf or a (non-root) vertex of degree at least 3. Thus there
are L(T ) + V≥3(T ) such paths. Since the total number of edges, which is |T | − 1, is at
most P (T ) times the number of maximal 2-paths, we obtain

(L(T ) + V≥3(T ))P (T ) ≥ |T | − 1.

On the other hand, the handshake lemma gives us

2(L(T ) + V2(T ) + V≥3(T )) = 2(|T | − 1) ≥ L(T ) + 2V2(T ) + 3V≥3(T ) + 1,

the final 1 being the trivial lower bound for the root degree. Thus L(T ) ≥ V≥3(T )+1, and
consequently

2L(T )P (T ) ≥ (L(T ) + V≥3(T ) + 1)P (T ) ≥ (L(T ) + V≥3(T ))P (T ) + 1 ≥ |T |,

which is equivalent to the second inequality in the statement of the lemma.

4 Rooted trees
4.1 The moment generating function

In order to prove the central limit theorem for the order distribution of subtrees, we study
the associated moment generating function, first only for rooted trees. Note that

S•(T, u)

S•(T, 1)
=
S•(T, u)

S•(T )
=

1

S•(T )

∑
τ∈S•

u|τ |

is the probability generating function for the order of a randomly chosen subtree of T that
contains the root. Likewise,

S•(T, et)

S•(T )

is the moment generating function. For our purposes, it turns out to be useful to consider
an auxiliary function, denoted F (T, t). We define it recursively by F (T, t) = log(1 + et)
if |T | = 1 and

F (T, t) =
∑
j

F (T (vj), t) + f(T, t), (4.1)

where

f(T, t) = t+ log

(
1 +

1

S•(T, et)

)
. (4.2)
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Here and in the following, log will always denote the principal branch of the logarithm. In
view of (3.1), we have

1 + S•(T, et) = eF (T,t), (4.3)

as can be seen by a simple induction. As a first step, we show that S•(T, et) is bounded
away from 0 if t is sufficiently small, so that we can actually take the logarithm in (4.2).

Lemma 4.1. There exist absolute constants δ > 0 and c0 > 0 with the following property:
if T is a tree such that the lengths of the 2-paths of T are all bounded above by some
positive integer P (which can be a function of T ), then we have

|1 + S•(T, et)| ≥ ec0L(T ) (4.4)

whenever |t| ≤ δ
P . Moreover, the function f(T, t) as defined in (4.2) is analytic in the disk

defined by the inequality |t| ≤ δ
P .

Remark 4.2. It is important to bear in mind that t is complex in this context. If we
were to consider only real values of t, it would e.g. be trivial that |1 + S•(T, et)| =
1 + S•(T, et) > 1.

Proof. We will show that the statements of the lemma hold for the following explicit con-
stants:

δ = 0.001 and c0 = 0.012.

So we assume throughout this proof that δ is as defined above. We show first that the
inequality (4.4) implies analyticity of the function f(T, t) in (4.2). Note that

1 +
1

S•(T, et)
=

(
1− 1

1 + S•(T, et)

)−1

.

If |1 + S•(T, et)| ≥ ec0L(T ) ≥ ec0 , then 1 − 1
1+S•(T,et) lies inside the disk with centre 1

and radius e−c0 . Thus the reciprocal
(
1 − 1

1+S•(T,et)

)−1
lies inside the disk with centre

1
1−e−2c0

and radius e−c0

1−e−2c0
. The principal branch of the logarithm is an analytic function

inside this disk, so f(T, t) is analytic.
Now we prove (4.4). Let P be an arbitrary positive integer, and let T be a tree such that

no 2-path of T has length greater than P . The lemma is satisfied for |T | = 1: in this case,
we have S•(T, et) = et, and it is easily verified that

|1 + S•(T, et)| = |1 + et| ≥ 1 + e−δ > ec0

holds for |t| ≤ δ.
If 2 ≤ |T | ≤ 12P , then for every subtree τ of T we have |t||τ | ≤ 12δ. It follows that

Re(et|τ |) ≥ e−12δ cos(12δ). Therefore,∣∣∣1 +
∑

τ∈S•(T )

et|τ |
∣∣∣ ≥ 1 +

∑
τ∈S•(T )

Re
(
et|τ |

)
≥ e−12δ cos(12δ)

(
1 + S•(T )

)
. (4.5)
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Applying Lemma 3.1 to estimate the right side of (4.5), we have

|1 + S•(T, et)| =
∣∣∣1 +

∑
τ∈S•(T )

et|τ |
∣∣∣ ≥ e−12δ cos(12δ)2L(T )

≥ ec02L(T )−1 ≥ ec0ec0(L(T )−1) = ec0L(T ).

So the proof is complete in this case, and we assume from now on that |T | > 12P .
For each vertex v of T , we define

m(v, t) = |1 + S•(T (v), et)|.

Let v1, v2, . . . be v’s children. Using (3.1), we find that for |t| ≤ δ
P ,

m(v, t) ≥ e−δ/P
∏
j

m(vj , t)− 1. (4.6)

Let A be the set of vertices in “small branches”, defined formally as the set of all vertices
w of T for which |T (w)| ≤ 12P . Thus for every w ∈ A, the bound in (4.5) applies to the
branch T (w), and we have

m(w, t) =
∣∣∣1 +

∑
τ∈S•(T (w))

et|τ |
∣∣∣ ≥ e−12δ cos(12δ)

(
1 + S•(T (w))

)
. (4.7)

We define m0 = 2e−12δ cos(12δ) ≈ 1.976, so we can deduce from (4.7) that for every
w ∈ A

m(w, t) ≥ m0. (4.8)

The rest of the proof is divided into two parts: in the first part, we prove thatm(v, t) cannot
be too small when v is outside of A. In the second part, we use recursion (4.6) to complete
the proof of (4.4).

Part 1: We claim that m(v, t) ≥ 3P for all v ∈ T \A.
Assume that the claim is not true, and let w ∈ T \ A be a counterexample (i.e.,

m(w, t) < 3P ) with maximum distance from the root. In addition, let w0 = w,w1, . . . , wr
be the longest sequence of vertices (possibly, r = 0) such that none of these vertices lies
in A, wj+1 is wj’s only child for 0 ≤ j < r, and wr has either more than one child or a
single child that lies in A. Now consider two different cases:

(i) Suppose that all of wr’s children, which we denote by x1, x2, . . . , xd, lie in A. Since
wr 6∈ A, we have |T (wr)| > 12P , so at least one of these children is the root of a
branch of order at least 12P/d. Without loss of generality, |T (x1)| ≥ 12P/d. We
have

m(x1, t) ≥
m0

2

(
1 + S•(T (x1))

)
≥ m0

2
(1 + |T (x1)|) ≥ m0

2
· 12P

d

by (4.5); the inequality S•(T (x1)) ≥ |T (x1)| simply follows from the fact that
we can associate the path from the root, which is also a subtree, to each vertex.
Moreover, we know that m(x2, t), . . . ,m(xd, t) ≥ m0 by (4.8). Now (4.6) gives us

m(wr, t) ≥ e−δ/P ·
m0

2
· 12P

d
·md−1

0 − 1 = 6e−δ/P · m
d
0

d
· P − 1.
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Using the numerical values of δ andm0, one easily verifies thatmd
0 ≥ d for all d ≥ 1

and 6e−δ/P ≥ 6e−δ ≥ 11
2 . Hence,

m(wr, t) ≥
11P

2
− 1 ≥ 9P

2
.

(ii) Otherwise, wr has at least 2 children x1, x2, . . . , xd, at least one of which (without
loss of generality, x1) does not lie in A. By our choice of w as a counterexample to
our claim with maximum distance from the root, we havem(x1, t) ≥ 3P . Moreover,
m(xj , t) ≥ min(3P,m0) = m0 for all other children (the lower bound 3P applies
if xj 6∈ A, the lower bound m0 otherwise). It follows that

m(wr, t) ≥ e−δ/P · 3P ·md−1
0 − 1 ≥ 3m0e

−δ/P · P − 1 ≥ 11

2
P − 1.

Again, we obtain

m(wr, t) ≥
9P

2
.

Now note that w0, w1, . . . , wr is a branchless path, so that r ≤ P by definition. We
apply (4.6) repeatedly to wr−1, wr−2, . . . , w0 = w to obtain

m(w0, t) ≥
(
e−δ/P

)r
m(wr, t)−

r−1∑
k=0

e−δk/P ≥ e−δm(wr, t)− P ≥
(

9e−δ

2
− 1

)
P.

The last expression is greater than 3P by our choice of δ, and we reach a contradiction. So
the claim is proven.

Part 2: Now we complete the proof of (4.4). Taking the logarithm of inequality (4.6), we
obtain

logm(v, t) + log

(
1 +

1

m(v, t)

)
≥
∑
j

logm(vj , t)−
δ

P
. (4.9)

Note that the set A can be written as a disjoint union of the vertex sets of certain trees
T (y1), T (y2), . . . rooted at y1, y2, . . .. Iterating (4.9) from the root v0 to the vertices
y1, y2, . . . and applying (4.7) and Lemma 3.1 yields

logm(v0, t) ≥
∑
j

logm(yj , t)−
∑

v∈T\A

log

(
1 +

1

m(v, t)

)
− δ|T \A|

P

≥
∑
j

log
(m0

2
S•(T (yj))

)
−
∑

v∈T\A

log

(
1 +

1

m(v, t)

)
− δ|T \A|

P

≥
∑
j

log
(m0

2
2L(T (yj))

)
−
∑

v∈T\A

log

(
1 +

1

m(v, t)

)
− δ|T \A|

P
.

Furthermore, since m0 < 2 and the trees T (y1), T (y2), . . . contain all leaves of T , we have∑
j

log
(m0

2
2L(T (yj))

)
≥
∑
j

log
(
m
L(T (yj))
0

)
= log(m0)

∑
j

L(T (yj)) = log(m0)L(T ).
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Now recall that m(v, t) ≥ 3P for all v 6∈ A, which gives us∑
v∈T\A

log

(
1 +

1

m(v, t)

)
+
δ|T \A|

P
≤
(

log

(
1 +

1

3P

)
+
δ

P

)
|T \A|

≤
(1

3
+ δ
) |T |
P
.

Putting these bounds together, we obtain

logm(v0, t) ≥ log(m0)L(T )−
(

1

3
+ δ

)
|T |
P
.

From Lemma 3.1, we know that

L(T ) ≥ |T |
2P

.

Hence, we finally have

log |1 + S•(T, t)| = logm(v0, t) ≥
(

log(m0)− 2

3
− 2δ

)
L(T ).

The proof of (4.4) is completed by applying the exponential function on both sides of the
latter inequality and by noting that the constant log(m0)− 2

3−2δ is greater than c0 = 0.012
(defined at the beginning of the proof).

We have shown that f(T, t) and consequently F (T, t) can be regarded as complex
analytic functions in a disk around zero, so F (T, t) admits a Taylor expansion near zero,
which we are now going to investigate further. By (4.3), we have

µ(T ) =
d

dt
F (T, t)

∣∣∣
t=0

=
S•u(T )

1 + S•(T )

and

σ2(T ) =
d2

dt2
F (T, t)

∣∣∣
t=0

=
S•uu(T )

1 + S•(T )
+ µ(T )− µ2(T ),

where we use S•u(T ) as a shorthand for S•u(T, 1) = d
duS

•(T, u)
∣∣
u=1

in the same way as
S•(T ), and S•uu(T ) is defined analogously for the second derivative. The intuition behind
the notation µ(T ) and σ2(T ) is that these two quantities are essentially the average order of
subtrees in S•(T ) and the variance respectively, if we include an additional dummy subtree
of order 0 in the count (compare also the considerations at the beginning of Section 2). This
is asymptotically irrelevant and simplifies the following calculations.

For the rest of this section, we let γ be a fixed positive real number, let P be a positive
integer that represents an upper bound on the length of all 2-paths in T , and set

∆ =
δ

2P 1+γ
,

where δ = 0.001 is as defined in the proof of Lemma 4.1. It also follows from Lemma 4.1
that for every vertex v in T , the function F (T (v), t) is analytic in the disk centred at zero
with radius 2∆. So we can define the quantity

r(T ) = sup
0<|t|≤∆

∣∣∣∣∣F (T, t)− F (T, 0)− µ(T )t− σ2(T ) t
2

2

t3

∣∣∣∣∣ ,
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which represents the error in the second-order Taylor approximation of F (T, t). Then by
definition, for |t| ≤ ∆ we have

F (T, t) = F (T, 0) + µ(T )t+ σ2(T )
t2

2
+O

(
r(T )|t|3

)
. (4.10)

Next, we estimate the quantities σ2(T ) and r(T ). Note first that σ2(T ) satisfies the follow-
ing additive relation that one can easily deduce from its definition and (4.1):

σ2(T ) =
S•(T )

1 + S•(T )

∑
j

σ2(T (vj)) +
µ(T )2

S•(T )
. (4.11)

Moreover, the recursion (4.1) also yields

F (T, t)− F (T, 0)− µ(T )t− σ2(T )
t2

2
=

=
∑
j

(
F (T (vj), t)− F (T (vj), 0)− µ(T (vj))t− σ2(T (vj))

t2

2

)
+ f(T, t)− f(T, 0)− f ′(T, t)t− f ′′(T, t) t

2

2
,

so by the triangle inequality

r(T ) ≤
∑
j

r(T (vj)) + sup
0<|t|≤∆

∣∣∣∣∣f(T, t)− f(T, 0)− f ′(T, 0)t− f ′′(T, 0) t
2

2

t3

∣∣∣∣∣ ,
and since

f(T, t)− f(T, 0)− f ′(T, 0)t− f ′′(T, 0) t
2

2 =

∫ t

0

∫ u

0

∫ v

0

f ′′′(T,w) dw dv du,

we have
r(T ) ≤

∑
j

r(T (vj)) +
1

6
sup
|t|≤∆

|f ′′′(T, t)|. (4.12)

As in the proof of Lemma 4.1, we will now iterate (4.11) and (4.12) along the tree to obtain
a lower estimate for σ2(T ) and an upper estimate for r(T ). To this end, we introduce a
(now slightly different) notion of “small branches” again: we let B be the set of all vertices
w for which |T (w)| ≤ P 1+γ . Our first lemma gives an upper estimate for r(T ).

Lemma 4.3. We have

r(T )� |T |+
∑

v∈I(T )∩B

|T (v)|3

S•(T (v))
. (4.13)

Proof. Iterating (4.12), we have

r(T )� L(T ) +
∑

v∈I(T )\B

sup
|t|≤∆

|f ′′′(T (v), t)|+
∑

v∈I(T )∩B

sup
|t|≤∆

|f ′′′(T (v), t)|.

The term L(T ) on the right side bounds the contribution from the leaves. We now consider
two cases each estimating one of the sums above:
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(i) We first look at the case that v /∈ B. Cauchy’s integral formula yields, for |t| ≤ ∆,

f ′′′(T (v), t) =
3!

2πi

∮
C(t,∆)

f(T (v), z)− z
(z − t)4

dz,

where C(t,∆) is the circle centred at t with radius ∆. The integral representation of
f ′′′(T (v), t) gives us the bound

|f ′′′(T (v), t)| ≤ 6∆−3 sup
z∈C(t,∆)

|f(T (v), z)− z|

= 6∆−3 sup
z∈C(t,∆)

∣∣∣∣log

(
1 +

1

S•(T (v), ez)

)∣∣∣∣ .
Hence,

sup
|t|≤∆

|f ′′′(T (v), t)| ≤ 6∆−3 sup
|z|≤2∆

∣∣∣∣log

(
1 +

1

S•(T (v), ez)

)∣∣∣∣
≤ 6∆−3 sup

|z|≤ δ
P

∣∣∣∣log

(
1 +

1

S•(T (v), ez)

)∣∣∣∣ .
Now we can apply Lemma 4.1 to estimate |S•(T (v), ez)| for |z| ≤ δ

P (recall that
|S•(T (v), ez)| is bounded below by a constant greater than 1 in this case). We obtain

sup
|t|≤∆

|f ′′′(T (v), t)| � ∆−3e−c0L(T (v)).

The assumption v /∈ B implies |T (v)| > P 1+γ . In addition, we know that the lengths
of all branchless paths in T (v) are bounded above by P since T (v) is a branch of T ,
so by Lemma 3.1 we have

L(T (v)) ≥ |T (v)|
2P

>
1

2
P γ .

Therefore,

sup
|t|≤∆

|f ′′′(T (v), t)| � ∆−3e−
c0
2 P

γ

� P 3(1+γ)e−
c0
2 P

γ

,

which is bounded above by a constant (that depends on our choice of γ, but is inde-
pendent of P ). Thus ∑

v∈I(T )\B

sup
|t|≤∆

|f ′′′(T (v), t)| � |T |. (4.14)

(ii) If v ∈ I(T ) ∩ B, then the function f(T (v), z) is analytic in the closed disk centred
at zero with a slightly larger radius δ

|T (v)| (this is greater than ∆ since v ∈ B, i.e.
|T (v)| ≤ P 1+γ by definition). To see this, we can use the same argument that gave
us (4.5): for |z| ≤ δ

|T (v)| , we have

|S•(T (v), ez)| ≥ e−δ cos(δ)S•(T (v)), (4.15)
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which in turn is strictly greater than 1 by the choice we have made for δ and by the
fact that S•(T (v)) ≥ 2 since v ∈ I(T ). Now for any t such that |t| ≤ ∆, let C(t, R)
be the circle centred at t with radius R = δ

2|T (v)| . Note that C(t, R) lies in the region
of analyticity of the function f(T (v), z), since if z ∈ C(t, R), we have

|z| ≤ |t|+ |z − t| ≤ δ

2P 1+γ
+

δ

2|T (v)|
≤ δ

|T (v)|
.

Thus, by Cauchy’s integral formula, we have

f ′′′(T (v), t) =
3!

2πi

∮
C(t,R)

f(T (v), z)− z
(z − t)4

dz,

from which we deduce the bound

|f ′′′(T (v), t)| ≤ 48 δ−3|T (v)|3 sup
z∈C(t,R)

|f(T (v), z)− z|.

The right side can be estimated using (4.15):

sup
z∈C(t,R)

|f(T (v), z)− z| = sup
z∈C(t,R)

∣∣∣∣log

(
1 +

1

S•(T (v), ez)

)∣∣∣∣� 1

S•(T (v))

uniformly for |t| ≤ ∆. Therefore, we obtain

sup
|t|≤∆

|f ′′′(T (v), t)| � |T (v)|3

S•(T (v))
(4.16)

for v ∈ I(T ) ∩B.

The lemma follows by combining (4.14) and (4.16).

Let P(v) denote the set of all vertices on the path in T from v to the root v0 (excluding
v, but including v0). We define

η(v) =

{
1 if v = v0,∏
w∈P(v)

S•(T (w))
1+S•(T (w)) otherwise.

Lemma 4.4. Suppose that L(T ) ≥ λ|T | for some fixed constant λ > 0. We have

σ2(T )� |T |+
∑

v∈I(T )∩B

η(v)
|T (v)|2

S•(T (v))
. (4.17)

The implied constant only depends on λ.

Proof. Iterating (4.11) (and noting that σ2(T ) = 1
4 > 0 if |T | = 1), we obtain

σ2(T )�
∑

v∈L(T )

η(v) +
∑

v∈I(T )

η(v)
µ(T (v))2

S•(T (v))

≥
∑

v∈L(T )

η(v) +
∑

v∈I(T )∩B

η(v)
µ(T (v))2

S•(T (v))
.
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It was shown by Jamison in [5] that the average cardinality of a subtree containing the root
of a rooted tree of order n is at least (n+ 1)/2, so

S•u(T (v))

S•(T (v))
≥ |T (v)|+ 1

2
,

which implies that

µ(T (v)) =
S•u(T (v))

S•(T (v))
· 1

1 + S•(T (v))−1
≥ |T (v)|+ 1

2
· 1

1 + |T (v)|−1
=
|T (v)|

2
.

So it remains to show that ∑
v∈L(T )

η(v)� |T |. (4.18)

To this end, we define a set of “exceptional branches” in such a way that η(v) is bounded
below by an explicit constant unless v lies in one of these branches. Choose two constants
β ∈ (0, 1) and K > (λ/2)−1/β , and let z1, z2, . . . , zM be the vertices that satisfy

L(T (zj)) ≤ |T (zj)|1−β and |T (zj)| ≥ K

and are closest to the root with this property (in the sense that no vertex on the path from
the root to zj satisfies both inequalities). We set Ej = T (zj) and let E be the union of all
Ej . Now take any leaf v that does not lie in E, and let v′ be its ancestor closest to the root
that satisfies |T (v′)| < K (possibly, v′ = v). Now we split the product that defines η(v) as
follows:

η(v) =
∏

w∈P(v)

1

1 + S•(T (w))−1

=
∏

w∈P(v)\P(v′)

1

1 + S•(T (w))−1

∏
w∈P(v′)

1

1 + S•(T (w))−1
.

There are at most K vertices in P(v) \ P(v′) since the set P(v) \ P(v′) lies entirely in
T (v′). In addition, for every w we have the trivial bound 1 +S•(T (w))−1 ≤ 2. Therefore,∏

w∈P(v)\P(v′)

1

1 + S•(T (w))−1
≥ 2−K .

Furthermore, for every vertex w on the path from the root to v′, we must have |T (w)| ≥ K
by the choice of v′, and L(T (w)) > |T (w)|1−β since v does not lie in E. Recall from
Lemma 3.1 that S•(T (w)) ≥ 2L(T (w)). Hence we have

η(v) ≥ 2−K
∏

w∈P(v′)

(
1 + 2−L(T (w))

)−1

≥ 2−K
∏

w∈P(v′)

(
1 + 2−|T (w)|1−β

)−1

≥ 2−K
∏
j≥K

(
1 + 2−j

1−β
)−1

.
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Note that the infinite product converges. So we can deduce that η(v) is bounded below by
a constant that only depends on β and K unless v ∈ E. Consequently,∑

v∈L(T )

η(v)� |L(T ) \ E|. (4.19)

We will see that E cannot contain more than half of the leaves. We may assume that E is
non-empty, for otherwise this statement is trivial. So let us assume that

M∑
j=1

L(Ej) >
L(T )

2
≥ λ

2
|T |.

By the definition of the branches E1, E2, . . . , EM , this gives us

M∑
j=1

|Ej |1−β ≥
λ

2
|T |.

On the other hand, since E1, E2, . . . , EM are pairwise disjoint, we also have

M∑
j=1

|Ej | ≤ |T |.

Since we are assuming that E is non-empty, we have M 6= 0. Hence, by Jensen’s inequal-
ity,

λ

2
|T | ≤

M∑
j=1

|Ej |1−β ≤M

(∑M
j=1 |Ej |
M

)1−β

≤M
(
|T |
M

)1−β

.

It follows that
M ≥ (λ/2)1/β |T |.

On the other hand, each Ej contains at least K vertices, so we have

|T | ≥
M∑
j=1

|Ej | ≥MK.

Combining the last two inequalities, we obtain

K ≤ (λ/2)−1/β , (4.20)

which contradicts the choice of K. This means that |E| ≤ L(T )/2, so (4.19) finally yields∑
v∈L(T )

η(v)� L(T )� |T |,

which completes the proof. Note that the implied constant does indeed only depend on λ
(and our choice of β and K, which was arbitrary).

To make use of the previous lemma, we also need to bound η(v) from below for
v ∈ I(T ) ∩B, which is achieved by the following lemma:
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Lemma 4.5. For every vertex v ∈ T and every vertex v′ ∈ P(v), we have

η(v) ≥ η(v′)
|T (v)|

2|T (v′)|
.

Proof. The statement is void if v is the root v0, so we assume from now on that v is not
the root. Let v′ = w0, w1, w2, . . . , wk = v be the vertices of the path connecting v′ and v
(which form part of the path connecting v0 and v). By definition, we have

η(v)

η(v′)
=

k−1∏
j=0

S•(T (wj))

1 + S•(T (wj))
.

Clearly, S•(T (wj)) ≥ 1 + S•(T (wj+1)) for j = 0, 1, . . . , k − 1; iterating further, we
obtain

S•(T (wj)) ≥ k − j + S•(T (v)).

So we have, for j = 0, 1, . . . , k − 1,

S•(T (wj))

1 + S•(T (wj))
≥ k − j + S•(T (v))

1 + k − j + S•(T (v))
,

and it follows that

η(v)

η(v′)
≥
k−1∏
j=0

k − j + S•(T (v))

1 + k − j + S•(T (v))
=

1 + S•(T (v))

1 + k + S•(T (v))
≥ S•(T (v))

k + S•(T (v))
.

Now we consider two cases:

(i) First, if S•(T (v)) ≥ k then

η(v)

η(v′)
≥ S•(T (v))

k + S•(T (v))
≥ 1

2
≥ |T (v)|

2|T (v′)|
.

(ii) Otherwise, if S•(T (v)) < k, then

η(v)

η(v′)
≥ S•(T (v))

2k
≥ |T (v)|

2|T (v′)|
.

The last inequality holds because S•(T (v)) ≥ |T (v)| and |T (v′)| > k (the latter
since T (v′) contains the k + 1 vertices w0, w1, . . . , wk).

Hence, the lemma follows.

The bound on η(v) is now used to bound r(T ) in terms of σ2(T ).

Lemma 4.6. Suppose that L(T ) ≥ λ|T | for a fixed constant λ > 0. We have

r(T )� P 1+γσ2(T ).

The constant implied in this estimate depends on λ and γ, but nothing else, in particular
not on P .
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Proof. Recall that B consists of all vertices w for which T (w) ≤ P 1+γ . We write B as
the disjoint union of branches T (y1), T (y2), . . .. If v lies on the path connecting the root
v0 and one of the yj , then by definition we have

|T (v)| > P 1+γ .

By Lemma 3.1, this implies

L(T (v)) ≥ |T (v)|
2P

≥ |T (v)|
2|T (v)|1/(1+γ)

=
1

2
|T (v)|γ/(1+γ).

Using this inequality, we can argue as in the proof of (4.19) that η(yj) is bounded below
by an absolute constant for every j. Applying Lemma 4.5, we deduce that for v ∈ T (yj),

η(v)� |T (v)|
|T (yj)|

≥ |T (v)|
P 1+γ

.

Therefore,

∑
v∈I(T )∩B

η(v)
|T (v)|2

S•(T (v))
=
∑
j

∑
v∈I(T (yj))

η(v)
|T (v)|2

S•(T (v))

� P−1−γ
∑

v∈I(T )∩B

|T (v)|3

S•(T (v))
.

The desired statement now follows from Lemma 4.3 and Lemma 4.4.

As a consequence of Lemma 4.6, we now obtain the required information on the Taylor
expansion of F (T, t).

Proposition 4.7. Let δ = 0.001 be as previously defined, and let λ, γ > 0 be fixed con-
stants. If L(T ) ≥ λ|T |, then we have

F (T, t) = F (T, 0) + µ(T )t+ σ2(T )
t2

2
+O

(
P (T )1+γσ2(T )|t|3

)
(4.21)

for |t| ≤ δ
2P (T )1+γ , where the constant implied in the O-term only depends on λ and γ.

Proof. This statement follows directly from Lemma 4.6 and (4.10).

4.2 Central limit theorem

We are now ready to prove the central limit theorem for the order distribution of subtrees.

Theorem 4.8. Let T1, T2, . . . be a sequence of rooted trees such that |Tn| → ∞ as n→∞
and the following two conditions are satisfied for all sufficiently large n:

(i) P (Tn) ≤ |Tn|
1
2−ε for some constant ε > 0,

(ii) L(Tn) ≥ λ|Tn| for some constant λ > 0.
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Then the distribution of the random variableX•n, defined as the order of a randomly chosen
subtree of Tn containing the root, is asymptotically Gaussian. More precisely, if Φ•n(x)
denotes the distribution function of the renormalised random variable

Y •n =
X•n − µ(Tn)

σ(Tn)
,

then we have the following estimate for the speed of convergence:

sup
x∈R

∣∣∣∣Φ•n(x)− 1√
2π

∫ x

−∞
e−t

2/2dt

∣∣∣∣ = O
(
|Tn|−α

)
(4.22)

for every positive constant α < ε/3. The constant implied in the O-term only depends on
α and λ.

Proof. For ease of notation, we drop the dependence on n. Recall that the moment gener-
ating function of X• = X•n is

E
(
etX

•
)

=
S•(T, et)

S•(T )
.

Instead of working directly with X•, we use the modified random variable X∗ = X∗n that
also includes an empty dummy subtree. The moment generating function of this random
variable is given by

E
(
etX

∗
)

=
1 + S•(T, et)

1 + S•(T )
,

and if Y ∗ = Y ∗n = (X∗n − µ(Tn))/σ(Tn) is the associated renormalised random variable,
it is easy to see that the distribution functions Φ• of Y • and Φ∗ of Y ∗ differ only by very
little:

|Φ•(x)− Φ∗(x)| ≤ 1

1 + S•(T )
(4.23)

for all x ∈ R, so it is sufficient to prove the estimate for Φ∗ instead of Φ•. The condition
L(T ) ≥ λ|T | implies

σ2(T )� |T |

by Lemma 4.4, in particular σ(T )→∞ as |T | → ∞. The moment generating function of
the renormalised random variable Y ∗ is

E
(
etY

∗
)

= e−µ(T )t/σ(T )E
(
etX

∗/σ(T )
)

= exp

(
−µ(T )t

σ(T )
+ F

(
T,

t

σ(T )

)
− F (T, 0)

)
.

The expansion in Proposition 4.7 gives us

F

(
T,

t

σ(T )

)
= F (T, 0) +

µ(T )

σ(T )
t+

t2

2
+O

(
P (T )1+γ√
|T |

|t|3
)

and thus

E
(
etY

∗
)

= exp

(
t2

2
+O

(
P (T )1+γ√
|T |

|t|3
))

(4.24)
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if |t| ≤ δσ(T )
2P (T )1+γ . Note that we can choose γ freely here (the choice affects theO-constant,

though). The condition P (T ) ≤ |T | 12−ε allows us to choose γ in such a way that

P (T )1+γ√
|T |

→ 0.

Therefore,

E
(
etY

∗
)
−→ et

2/2

for any fixed t as n→∞, which would already prove a central limit theorem. For the pre-
cise error estimate, we use the following Berry-Esseen type inequality [10, Theorem 5.1]:

sup
x∈R

∣∣∣∣Φ∗(x)− 1√
2π

∫ x

−∞
e−t

2/2dt

∣∣∣∣ ≤ c1 ∫ M

−M

∣∣∣∣∣ϕT (t)− e−t2/2

t

∣∣∣∣∣ dt+
c2
M

for certain absolute constants c1, c2, where

ϕT (t) =

∫ ∞
−∞

eitydΦ∗(y) = E
(
eitY

∗
)
.

In view of (4.24), we have

∣∣∣ϕT (t)− e−t
2/2
∣∣∣� |t|3e−t2/2P (T )1+γ√

|T |

if |t|3 = O
(√
|T |/P (T )1+γ

)
. Therefore,

sup
x∈R

∣∣∣∣Φ∗(x)− 1√
2π

∫ x

−∞
e−t

2/2dt

∣∣∣∣ = O

(
P (T )1+γ√
|T |

+
1

M

)

for any M satisfying M3 = O
(√
|T |/P (T )1+γ

)
. We choose

M =

( √
|T |

P (T )1+γ

)1/3

and γ in such a way that

1

M
=

(
P (T )1+γ√
|T |

)1/3

≤

(
|T |(1+γ)(1/2−ε)√

|T |

)1/3

= |T |γ(1−2ε)/6−ε/3 ≤ |T |−α.

Note finally that the difference between Φ•(x) and Φ∗(x) is uniformly bounded above by
S•(T )−1 in view of (4.23). Since S•(T ) ≥ |T | ≥ |T |α, this completes the proof.



150 Ars Math. Contemp. 14 (2018) 129–156

4.3 Local limit theorem

Now that we have established a central limit theorem, it is natural to ask whether a local
limit theorem for single coefficients of S•(T, u) also holds. To be precise, given a sequence
of rooted trees T1, T2, . . . satisfying both properties of Theorem 4.8, can we give an esti-
mate for the number of subtrees of order k, for values of k around the mean µ(Tn)? In this
section, we show that it is indeed possible to obtain such a result. Before we come to the
proof, an estimate for |S•(T, u)| when u lies on the unit circle is required. This is precisely
what we state in the next lemma.

Lemma 4.9. Let λ, γ > 0 be fixed constants, and suppose that L(T ) ≥ λ|T |. There exist
constants δ1, c3, c4 depending on λ, γ such that, with

∆1 =
δ1

2P (T )1+γ
,

we have
|1 + S•(T, eit)|

1 + S•(T )
≤

{
e−c3t

2σ(T )2 if t ∈ [−∆1,∆1],

e−c4t
2|T | for all t ∈ [−π, π].

Proof. The bound corresponding to |t| ≤ ∆1 follows easily from Proposition 4.7 for suffi-
ciently small δ1 ≤ δ (= 0.001). Thus it suffices to prove the second bound.

Recall that we have

S•(T, eit) =

d∏
j=1

(1 + S•(T (vj), e
it))

if v1, v2, . . . , vd are the root’s children, and consequently

∣∣1 + S•(T, eit)
∣∣ ≤ 1 +

d∏
j=1

∣∣1 + S•(T (vj), e
it)
∣∣. (4.25)

This motivates the definition of a polynomial R(T, x) (for positive real x) that is similar to
S•(T, u): it is given by R(T, x) = x for |T | = 1 and the recursion

R(T (v), x) = 1 +

d∏
j=1

R(T (vj), x). (4.26)

In view of (4.25), we have ∣∣1 + S•(T, eit)
∣∣ ≤ R(T, |1 + eit|) (4.27)

and 1 + S•(T, 1) = 1 + S•(T ) = R(T, 2). Note that R(T, x) is a polynomial of degree
L(T ) with positive coefficients. Therefore, it is a strictly increasing function of x, and it
admits the trivial lower bound

R(T, x) ≥ xL(T ) (4.28)

for all positive x. We also define the function G(T, x) = log(R(T, x)), which satisfies the
recurrence

G(T, x) =

d∑
j=1

G(T (vj), x)− log

(
1− 1

R(T, x)

)
, (4.29)
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where G(T, x) = log x (and thus G′(T, x) = x−1) if T only has one vertex. In order to
estimate S•(T, eit) by means of (4.27), we establish a bound for the difference G(T, 2)−
G(T, x) for x in the interval [

√
2, 2]. By the mean value theorem, there exists some

y ∈ [x, 2] such that
G(T, 2)−G(T, x) = (2− x)G′(T, y).

It is not hard to see from (4.26) that the derivative G′(T, y) satisfies

G′(T, y) =
R(T, y)− 1

R(T, y)

d∑
j=1

G′(T (vj), y). (4.30)

We essentially use the same argument as in the proof of Lemma 4.4 to bound G′(T, y)
from below. Iterating (4.30) starting from the root of T down to the leaves, we obtain, with

ξ(v, y) =

{
1 if v is the root of T,∏
w∈P(v)

R(T (w),y)−1
R(T (w),y) otherwise,

that
G′(T, y) = y−1

∑
v∈L(T )

ξ(v, y).

Recall that we are assuming x ∈ [
√

2, 2] and thus also y ∈ [
√

2, 2]. Since R(T (v), y) ≥
yL(T (v)) ≥ 2L(T (v))/2, the same argument that gave us (4.18) now yields

G′(T, y) ≥ 1

2

∑
v∈L(T )

ξ(v, y)�
∑

v∈L(T )

ξ(v, y)� |T |.

This implies that there exists a positive constant c5 such that

G(T, x)−G(T, 2) ≤ c5(x− 2)|T |.

Equivalently, if
√

2 ≤ x ≤ 2, then

R(T, x)

R(T, 2)
≤ ec5(x−2)|T |. (4.31)

To complete the proof, recall that (by (4.27)) |1 + S•(T, eit)| is bounded above by
R(T, |1 + eit|) while R(T, 2) = 1 + S•(T ). For |t| ≤ π/2, we have |1 + eit| ≥

√
2

and
|1 + eit| − 2 = 2(cos t2 − 1) ≤ − 2

π2
t2,

thus
|1 + S•(T, eit)|

1 + S•(T )
≤ R(T, |1 + eit|)

R(T, 2)
≤ e−(2c5/π

2)t2|T | ≤ e−c4t
2|T |

if we choose c4 ≤ 2c5/π
2. For the case that |t| ≥ π/2, we simply note that R(T, x) is an

increasing function of x, so that

|1 + S•(T, eit)|
1 + S•(T )

≤ R(T, |1 + eit|)
R(T, 2)

≤ R(T,
√

2)

R(T, 2)
≤ e−c5(2−

√
2)|T | ≤ e−c4t

2|T |

if we choose c4 ≤ (2−
√

2)c5/π
2. This completes the proof.
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Now we have all required ingredients for a local limit theorem. In the following, we let
s•k(T ) denote the number of subtrees of order k in T that contain the root, so that

S•(T, u) =

|T |∑
k=1

s•k(T )uk.

Theorem 4.10. Suppose that the sequence T1, T2, . . . of rooted trees satisfies the conditions
of Theorem 4.8. If k = µ(Tn) + xσ(Tn), then we have

s•k(Tn)

S•(Tn)
∼ e−x

2/2

√
2πσ(Tn)

,

uniformly for x in any fixed compact interval as n→∞.

Proof. Once again, we drop the index n for convenience. By Cauchy’s integral formula,
the number s•k(T ) can be expressed as

s•k(T ) =
1

2πi

∮
C(0,1)

(
1 + S•(T, z)

) dz

zk+1
,

where C(0, 1) is the unit circle. If we set z = eit, then we obtain

s•k(T ) =
1

2π

∫ π

−π

(
1 + S•(T, eit)

)
e−ikt dt.

Choose γ > 0 and κ > 0 in such a way that γ/2 + 3κ < ε, and set M = |T |κ/σ(T ). We
split the integral into two parts: the central part

1

2π

∫ M

−M

(
1 + S•(T, eit)

)
e−iktdt,

and the rest. Recall that we are assuming P (T ) ≤ |T |1/2−ε and that we have already
established σ(T )2 � |T |. Since

∆1

M
=

δ1σ(T )

2P (T )1+γ |T |κ
� |T |1/2−κ−(1/2−ε)(1+γ) � |T |ε−γ/2−κ

is greater than 1 for sufficiently large |T |, we have M ≤ ∆1 = δ1
2P (T )1+γ , so we can apply

Proposition 4.7, which gives us, for |t| ≤M ,

1 + S•(T, eit) = exp(F (T, it))

= exp
(
F (T, 0) + iµ(T )t− σ2(T )

t2

2
+O

(
|T |3κ+(1/2−ε)(1+γ)−1/2

))
= exp

(
F (T, 0) + iµ(T )t− σ2(T )

t2

2

)(
1 +O

(
|T |−(ε−γ/2−3κ)

))
.

We plug in k = µ(T ) + xσ(T ) and obtain

1

2π

∫ M

−M

(
1 + S•(T, eit)

)
e−iktdt =

1

2π

∫ M

−M
eF (T,0)−ixσ(T )t−σ2(T )t2/2 dt

+O

(
|T |−(ε−γ/2−3κ)

∫ M

−M
eF (T,0)−σ2(T )t2/2 dt

)
.
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Since we have∫ M

−M
eF (T,0)−ixσ(T )t−σ2(T )t2/2 dt =

√
2π

σ(T )e
F (T,0)−x2/2 +O

(∫ ∞
M

eF (T,0)−σ2(T )t2/2 dt
)

=
√

2π
σ(T )e

F (T,0)−x2/2 +O
(
eF (T,0)−σ2(T )M2/2

)
=
√

2π
σ(T )e

F (T,0)−x2/2 +O
(
eF (T,0)−|T |2κ/2

)
,

and eF (T,0) = 1 + S•(T ), we end up with

1

2π

∫ M

−M

(
1 + S•(T, eit)

)
e−iktdt = S•(T )

e−x
2/2

√
2πσ(T )

(
1 +O

(
|T |−(ε−γ/2−3κ)

))
.

For the remaining integrals, where |t| ≥ M , we use the estimates from Lemma 4.9. For
|t| ≤ ∆1 = δ1

2P (T )1+γ , they give us

|1 + S•(T, eit)|
1 + S•(T )

≤ e−c3M
2σ(T )2 = e−c3|T |

2κ

,

and for |t| ≥ ∆1, we get

|1 + S•(T, eit)|
1 + S•(T )

≤ e−c4∆2
1|T | ≤ e−δ

2
1c4|T |

1−(1−2ε)(1+γ)/4 ≤ e−δ
2
1c4|T |

2ε−γ/4.

Since these decay faster than any power of T , the parts of the integral for which |t| ≥ M
will only contribute to the error term. In summary, we have

s•k(T )

S•(T )
=

e−x
2/2

√
2πσ(Tn)

(
1 +O

(
|T |−(ε−γ/2−3κ)

))
,

which completes the proof.

Remark 4.11. Theorem 4.10 provides a positive answer to Question 1.1 in an asymptotic
sense for large rooted trees (and as we will see in the following section, also unrooted
trees) without vertices of degree 2, since both technical conditions are trivially satisfied in
this case.

5 Unrooted trees
Now that we have established both a central and a local limit theorem for the number of
subtrees containing the root of a rooted tree, we would like to carry the results over to un-
rooted trees as well. This is achieved by means of the following lemma, which guarantees
the existence of a vertex that is contained in most subtrees:

Lemma 5.1. For every tree T , there exists a vertex v of T such that the proportion of
subtrees of T that do not contain v is at most |T |2−L(T )/2.

Proof. Let v be a vertex that minimises the sum of the distances to all leaves, i.e. the
expression

∑
w∈L(T ) d(v, w) attains its minimum (this is called a “leaf centroid” in [17],
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in analogy to the centroid). Let T1, T2, . . . , Tk be the branches of T , rooted at v, and
v1, v2, . . . , vk the corresponding neighbours of v. The important observation about v is
that none of the branches can contain more than half of the leaves: if Tj contains more than
L(T )/2 leaves, then we have∑

w∈L(T )

d(v, w) >
∑

w∈L(T )

d(vj , w),

since d(vj , w) = d(v, w) − 1 if w is in Tj , and d(vj , w) = d(v, w) + 1 otherwise. This
would contradict the choice of v.

Let τ be a subtree of T that does not contain v. It must then be completely con-
tained in some branch Tj . It has a unique vertex closest to v, which we denote by w. We
can associate 2|L(T )∩(T\Tj)| ≥ 2L(T )/2 subtrees to τ that contain v, obtained by adding
the path from w to v as well as all non-leaves not contained in Tj and any subset of the
|L(T ) ∩ (T \ Tj)| leaves that do not lie in Tj . Finally, we root the resulting subtrees at w.

Let the total number of subtrees of T be denoted by S(T ) and the number of those
subtrees not containing v by S◦(T ). The construction above yields at least 2L(T )/2 rooted
subtrees of T associated with every subtree τ that does not contain v. The original tree τ
can be recovered uniquely from such a tree σ: it consists of the root w of σ and all vertices
for which the unique path from v passes through w. Thus our construction is an injection
to the set of rooted subtrees of T (whose cardinality is clearly at most |T |S(T )), and we
obtain the inequality

S◦(T ) · 2L(T )/2 ≤ |T | · S(T ),

from which the statement of the lemma follows.

Our main theorem now follows immediately both in the central and local version:

Theorem 5.2. Let T1, T2, . . . be a sequence of trees such that |Tn| → ∞ as n → ∞ and
the following two conditions are satisfied:

(i) P (Tn) ≤ |Tn|
1
2−ε for some constant ε > 0,

(ii) L(Tn) ≥ λ|Tn| for some constant λ > 0.

Then the distribution of the random variableXn, defined as the order of a randomly chosen
subtree of Tn, is asymptotically Gaussian. More precisely, if Φn(x) denotes the distribution
function of the renormalised random variable

Yn =
Xn − E(Xn)√

V(Xn)
,

then we have the following estimate for the speed of convergence:

sup
x∈R

∣∣∣∣Φn(x)− 1√
2π

∫ x

−∞
e−t

2/2dt

∣∣∣∣ = O
(
|Tn|−α

)
, (5.1)

for any positive constant α < ε/3. The constant implied in the O-term only depends on α
and λ. Moreover, if k = E(Xn) + x

√
V(Xn) ∈ N, then we have the local limit theorem

P(Xn = k) ∼ e−x
2/2√

2πV(Xn)
,

uniformly for x in any fixed compact interval.
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Proof. As in the proofs of Theorem 4.8 and Theorem 4.10, we suppress the dependence
on n for ease of notation. Choose v as in Lemma 5.1, and let X(v) be the random variable
defined as the order of a randomly selected subtree of T containing v. By Lemma 5.1, the
total variation distance between the two random variables X = Xn and X(v), which is
defined as

sup
A

∣∣P(X(v) ∈ A)− P(X ∈ A)
∣∣,

is O(|T |/2L(T )/2). In view of our assumption on the number of leaves, this goes to 0
even at an exponential rate. Letting µ(T ) and σ2(T ) be defined as before for the tree T
rooted at v, it is also easy to see by the same argument that E(X) = µ(T ) + O(1) and
V(X) = σ2(T ) + O(1) (in fact, both error terms can be made exponentially small). The
two statements now follow directly from Theorem 4.8 and Theorem 4.10.

6 Random trees
The technical conditions of Theorems 4.8, 4.10 and 5.2 are not satisfied for all possible
sequences of trees, but they do hold for “generic” (randomly chosen) trees. In fact, it was
shown in [11] that the length of the longest branchless path of a random labelled tree of
order n is concentrated around log n for large n (with a limit distribution of double expo-
nential type), and the number of leaves of a random labelled tree of order n is concentrated
around n/e (with a Gaussian limit distribution, see e.g. [2, Section 3.2.1]). Analogous
statements (with different constants) hold for other families of random trees (e.g. random
plane trees, random binary trees).

If Tn denotes a random labelled tree of order n for n = 1, 2, . . ., then a simple applica-
tion of the Borel-Cantelli Lemma shows that the conditions of Theorem 5.2 with arbitrary
ε < 1

2 and λ < 1
e are satisfied for all but finitely many Tj almost surely (for both condi-

tions, it is not difficult to obtain bounds for the probability that they are not satisfied that
go to 0 faster than any power of n). Thus we obtain the following theorem:

Theorem 6.1. Let T1, T2, . . . be a sequence of uniformly random labelled trees, where the
order of Tn is n, let Xn denote the order of a randomly chosen subtree of Tn, and let Φn
be the distribution function of the renormalised random variable

Xn − E(Xn)√
V(Xn)

.

We have

sup
x∈R

∣∣∣∣Φn(x)− 1√
2π

∫ x

−∞
e−t

2/2dt

∣∣∣∣→ 0

as n→∞ almost surely.

Informally, this means that the distribution of subtree orders is close to a Gaussian
distribution for almost all trees. We remark that the average subtree order of a random
labelled tree Tn of order nwas shown to follow a Gaussian limit distribution itself (see [15]
for details).
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Abstract

We present a technique to produce arrangements of lines with nice properties. As an
application, we construct (224) and (264) configurations of lines. Thus concerning the
existence of geometric (n4) configurations, only the case n = 23 remains open.

Keywords: Arrangement of lines, configuration of lines.

Math. Subj. Class.: 52C30

1 Enumerating arrangements

There are several ways to enumerate arrangements of lines in the real plane. For instance,
one can enumerate all wiring diagrams and thus oriented matroids. However, without a
very strong local condition on the cell structure, such an enumeration is feasible only for
a small number of lines. In any case, most types of interesting arrangements of more than
say 20 lines can probably not be enumerated completely (nowadays by a computer).

A much more promising method is (as already noted by many authors) to exploit sym-
metry. In fact, most relevant examples in the literature have a non-trivial symmetry group.
Symmetry reduces the degrees of freedom considerably and allows us to compute examples
with many more lines. The following (very simple) algorithm is a useful tool to produce
“interesting” examples of arrangements with non-trivial symmetry group:

∗I would like to thank J. Bokowski and V. Pilaud for calling my attention to the subject of (nk) configurations.
E-mail address: cuntz@math.uni-hannover.de (Michael J. Cuntz)
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Algorithm 1.1. Look for matroids with property P which are realizable over C.

Enumerate arrangements(q, P ):

Input: a prime power q, a property P

Output: matroids of arrangements of lines in CP2 with P

1. Depending on P , choose a small set of lines A0 ⊆ FqP2 and an n ∈ N.

2. For every group H ≤ PGL3(Fq) with |H| = n, compute the orbit A := HA0.

3. If A has property P , then compute its matroid M . Print M if it is realizable over C.

Remark 1.2.

1. If q is not too big, then it is indeed possible to compute all the subgroups H with
|H| = n. However, if q is too small, then only very few matroids M will be realizable
in characteristic zero.

2. If we are looking for arrangements with m = nk lines, then it is good to choose A0

with approximately k lines.

3. This algorithm mostly produces matroids that are not orientable. Thus it is a priori
not the best method if one is searching for arrangements in the real projective plane.
On the other hand, most “interesting” arrangements will define a matroid that is
realizable over many finite fields, such that these matroids will certainly appear in
the enumeration.

4. Realizing rank three matroids with a small number of lines, depending on the matroid
maybe up to 70 lines, is not easy but works in most cases (see for example [4]).

2 (nk) configurations of lines
A configuration of lines and points is an (nk) configuration if it consists of n lines and n
points, each of which is incident to exactly k of the other type. It is called geometric if
these are points and lines in the real projective plane.

There are many results concerning geometric (n4) configurations:

1. There exist geometric (n4) configurations of lines if and only if n ≥ 18 except
possibly for n ∈ {19, 22, 23, 26, 37, 43} [3, 5].

2. There is no geometric (194) configuration [1].

3. There exist geometric (374) and (434) configurations [2].

Thus for the existence of geometric (n4) configurations, only the cases n ∈ {22, 23, 26}
were open. Using the above algorithm we can produce examples when n is 22 and 26.

We will denote both projective lines and points with coordinates (a : b : c) since points
and lines are dual to each other in the plane.
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Figure 1: Two dual (224) configurations of lines
(
w = −7+3

√
17

2

)
.
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Figure 2: Two dual (224) configurations of lines
(
w = −7−3

√
17

2

)
.
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Figure 3: Two dual (264) configurations of lines.
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2.1 (224) configurations

The key idea to obtain (n4) configurations with the above algorithm is to choose an ar-
rangement A0 which already has some points of multiplicity 4. This way, the orbit A is
likely to have a large number of quadruple points as well. Indeed, starting with an arrange-
ment in F19P2 with two quadruple points and a group H of order 4, we find the following
arrangement of lines (see Figures 1 and 2):

A224 = {(1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1), (1 : 1 : 1), (24 : −5w − 13 : 0),

(24 : 5w + 13 : 24w), (1 : 0 : w), (2 : 0 : w),

(24 : −5w − 13 : −4w + 52), (24 : 5w + 13 : 28w − 52),

(6 : −w + 13 : −w + 13), (24 : −5w − 13 : 16w + 104),

(48 : w + 65 : 24w), (24 : 5w + 13 : −32w + 104),

(18 : −w + 13 : 4w + 26), (12 : −w + 13 : 0),

(96 : w + 65 : 56w − 104), (48 : w + 65 : −8w + 104),

(48 : w + 65 : 20w + 52), (39 : −w + 52 : −w + 52),

(4 : w + 13 : 4w), (24 : w + 26 : 12w)}

where w is a root of x2 + 7x − 26. Each of the 22 lines has 13 intersection points, 4
quadruple and 9 double points. The dual configuration (in which the 22 quadruple points
are the lines) has 12 lines with 4 quadruple, one triple, and 7 double points, and 10 lines
with 4 quadruple and 9 double points (see Figures 1 and 2).

Remark 2.1.

1. Since there are two roots w of x2 + 7x − 26, we obtain two arrangements A224 up
to projectivities. The corresponding matroids are isomorphic, but the CW complexes
are different. This is why we find four arrangements including the duals.

2. The corresponding matroid has a group of symmetries isomorphic to Z/2Z×Z/2Z.
This rather small group is probably the reason why this example did not appear in an
earlier publication.

3. The above search finds these examples within a few seconds. The difficulty in finding
such a configuration with the above algorithm is thus not about optimizing code.

2.2 (264) configurations

The same technique yields the following (264) configuration (and its dual), see Figure 3:

A264 = {(1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1), (1 : 1 : 1), (1 : −z2 − 2z : z),

(1 : −z − 2 : 1), (1 : z : z), (2 : −2z2 − 4z : −2z2 − z + 7),

(2 : −z2 − 6z − 7 : z2 + z), (2 : −z2 + 7 : −2z2 − z + 7),

(2 : 2z2 + 4z : z2 + z), (4 : 0 : −z2 − 2z + 7),

(2 : −z2 − 6z − 7 : −z2 − 3z), (0 : 4 : −z2 − 2z + 3),

(1 : z2 + 2z : z2 + 2z), (4 : −4z : −z2 − 2z + 7), (2 : 2z2 + 4z : −z2 + 7),

(0 : 4 : z2 − 1), (2 : −2z : −z2 + 7), (4 : 2z2 − 4z − 14 : −z2 − 2z + 7),
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(2 : z2 − 7 : 2z2 + 3z − 7), (2 : −2z2 − 4z : −z2 + 7),

(2 : 4z2 + 4z − 14 : 3z2 + 2z − 7), (11 : −2z2 − 10z − 7 : −5z2 − 3z + 21),

(2 : −2z : 3z2 + 2z − 7), (2 : 4z2 − 14 : 3z2 + 2z − 7)}

where z is the real root of x3 + 3x2 − x− 7.

Remark 2.2. All the matroids presented in this note have realizations which are unique
up to projectivities and Galois automorphisms. For A264 there is a complex realization
which may not be transformed into a real arrangement by a projectivity, namely when z is
a complex root of x3 + 3x2 − x− 7.

2.3 (234) configurations

The arrangement of lines

A234 = {(0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0), (2 : 0 : 1), (1 : 0 : 1),

(1 : −1 : 1), (1 : 1 : 1), (2 : 2 : i+ 1), (1 : 1 : i), (1 : −i : 0),
(2 : −2i : i+ 1), (1 : −i : i+ 1), (1 : −i+ 2 : i),

(5 : −3i+ 4 : i+ 2), (2 : −i+ 1 : i+ 1), (5 : −2i+ 1 : i+ 2),

(5 : −i− 2 : i+ 2), (5 : −i+ 2 : −i+ 2), (5 : −i+ 2 : i+ 3),

(5 : −i+ 2 : 3i+ 4), (1 : i : 0), (1 : i : −i), (1 : i : i)}

where i =
√
−1 has 25 intersection points of multiplicity 4. The right choice of 23 points

yields a (234) configuration in the complex projective plane.

Remark 2.3. Notice that the above algorithm produces many more non isomorphic exam-
ples over finite fields and even (at least) three more examples over the complex numbers.
Thus these results give no hint concerning the existence of geometric (234) configurations.
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Abstract

In this paper we show that the relative normalised size with respect to a number field
K of an algebraic integer α 6= −1, 0, 1 is greater than 1 provided that the number of real
embeddings s of K satisfies s ≥ 0.828n, where n = [K : Q]. This can be compared
with the previous much more restrictive estimate s ≥ n − 0.192

√
n/ log n and shows

that the minimum m(K) over the relative normalised size of nonzero algebraic integers
α in such a field K is equal to 1 which is attained at α = ±1. Stronger than previous
but apparently not optimal bound for m(K) is also obtained for the fields K satisfying
0.639 ≤ s/n < 0.827469 . . . . In the proof we use a lower bound for the Mahler measure
of an algebraic number with many real conjugates.

Keywords: Algebraic number field, relative size, relative normalised size, Mahler measure, Schur–
Siegel–Smyth trace problem.

Math. Subj. Class.: 11R04, 11R06

1 Introduction
Let K be a number field with signature (s(K), t(K)) = (s, t) having s real embeddings σi :
K → R, i = 1, . . . , s, and t conjugate pairs of complex embeddings σi+j , σi+j : K → C,
j = 1, . . . , t. Clearly,

n = n(K) := [K : Q] = s+ 2t.

For any α ∈ K we define

‖α‖K :=
( s∑
i=1

σi(α)
2 +

t∑
j=1

|σs+j(α)|2
)1/2

, (1.1)
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and

mK(α) :=
‖α‖2K
s+ t

. (1.2)

Also, put
m(K) := min

α∈OK\{0}
mK(α), (1.3)

where OK is the ring of integers of K.
For any number field K we have ±1 ∈ OK and ‖ ± 1‖K = s(K) + t(K), so that

mK(±1) = 1 (see (1.1) and (1.2)). By (1.3), this yields m(K) ≤ 1. The lower bound

m(K) ≥ 1

1 + s/n
,

where n = [K : Q] and s = s(K), follows from [19, Lemma 1.1(ii)]. The stronger bound

m(K) ≥ 2s/n

1 + s/n
(1.4)

is given in [16, Theorem 5.11]. In particular, the inequality (1.4) implies m(K) = 1 if K is
a totally complex field (s(K) = 0) or a totally real field (t(K) = 0).

A motivation for introducing and studying the quantities ‖α‖K, mK(α) and m(K) is
given in [7]; see also a subsequent paper [6]. There, we call ‖α‖K the relative size of αwith
respect to the number field K and

√
mK(α) the relative normalised size of α (with respect

to K again). Briefly speaking, it is related to some earlier work on certain lattices defined
by number fields, when in the ring of integersOK of a number field K with signature (s, t),
one considers the vectors

(σ1(α), . . . , σs(α),<(σs+1(α)),=(σs+1(α)), . . . ,<(σs+t(α)),=(σs+t(α)))

in Rn defined for α ∈ OK (see [2, Chapter 8, Section 7]). This can be applied to show
that the class number of a number field is finite [11]. The norm defined in (1.1) has been
considered by Pethő and Schmitt [13]; see also a subsequent paper [5]. A different but at
the same time quite similar to (1.1) norm related to certain number field codes has been
also considered in [9]; see also [3].

Since the minimum of the function h(x) := 2x/(1 + x) in the interval x ∈ [0, 1] is
attained at x0 := 1/ log 2− 1 /∈ Q and equals h(x0) = (e log 2)/2, the inequality

2s/n

1 + s/n
>
e log 2

2
= 0.942084 . . .

holds for any integers s ≤ n, where s ≥ 0 and n ≥ 1. Hence, by (1.4),

e log 2

2
< m(K) ≤ 1.

In particular, for any number field K we have either m(K) = 1 or m(K) < 1.
A large class of fields for which m(K) = 1 was described in [7, Theorem 3.3], where

we showed that for a number field K with signature (s, t) we have m(K) = 1 if

t ≤ 0.096
√
s/ log s. (1.5)

The following theorem relaxes the bound (1.5) on t to the bound t ≤ 0.086n with the
same conclusion and so strengthens the above result considerably. (Note that in view of
n = s+ 2t the bound (1.5) is essentially equivalent to t ≤ 0.096

√
n/ log n.)
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Theorem 1.1. For each number field K of degree n and signature (s, t) satisfying t ≤
0.086n we have m(K) = 1.

Observe that t ≤ 0.1038s implies t ≤ 0.086n which is also equivalent to s ≥ 0.828n.
On the other hand, by [7, Theorem 3.5], for each integer s ≥ 2 there exist infinitely many
number fields K with signature (s, s) (so that t = s = n/3) for which m(K) < 1. This
shows that Theorem 1.1 is best possible up to the constant. Moreover, the constant 0.086
cannot be replaced by the constant 1/3.

Below, the bound (1.4) will also be improved for fields K of degree n with signa-
ture (s, t) satisfying 0.639 ≤ s/n < 0.828 (see Corollary 2.4 in Section 2). Here,
the constants 0.639 and 0.828 are just three decimal digit approximations from above of
some presumably transcendental constants (see Proposition 2.1 below for the definition of
λ0 = 0.827469 . . . ).

In the next section we state Theorem 2.2 which is the main result of this paper. Sec-
tion 3 contains some auxiliary results. The proofs of Proposition 2.1, Theorem 2.2 and
Theorem 2.5 will be given in Sections 4, 5 and 6, respectively.

2 Main results
Throughout, we shall use the following notation for fixed λ > 0:

g(λ) :=
(
2−1/λ +

√
1 + 2−2/λ

)λ
, (2.1)

F (λ, x) := xg(λ)1/x + 2(1− x)g(λ)−1/(1−x) − 2 + x, (2.2)

where 0 < x ≤ 1 and, by definition, F (λ, 1) = g(λ) − 1. Finally, the function ϕ(λ) is
defined for positive λ as follows

ϕ(λ) := min
0<x≤1

F (λ, x). (2.3)

Here, the minimum in (2.3) is attained, since F (λ, x) → +∞ as x → 0+ in view of
g(λ) > 1.

With this notation, we will show that

Proposition 2.1. The function ϕ(λ) is increasing for λ ≥ 0.581 and positive for λ > λ0 :=
0.827469 . . . . Here, ϕ(λ0) = 0, ϕ(0.828) = 0.000389 . . . and ϕ(1) = 0.176732 . . . .

More values of the function ϕ(λ) are given in Table 1. Here, for each λ ∈ [0.83, 1] the
constant x0(λ) is the point of absolute minimum of F (λ, x) in the interval 0 < x ≤ 1, so
that ϕ(λ) = F (λ, x0(λ)).

Now, we can state the main result of this paper.

Theorem 2.2. Let K be a number field with signature (s(K), t(K)) and degree n = s(K)+
2t(K) over Q satisfying s(K) ≥ 0.581n, and let α 6= −1, 0, 1 be an algebraic integer in
K. Then,

mK(α) ≥ 1 +
ϕ(λ)

1 + λ
, (2.4)

where λ := s(K)/n and the function ϕ(λ) is defined in (2.1)-(2.3). In particular, the
inequality ϕ(λ) > 0 holds for each λ ∈ (λ0, 1], that is, for s(K) > λ0n, where λ0 =
0.827469 . . . .
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Table 1: Values of ϕ(λ) in the range 0.83 ≤ λ ≤ 1.

λ g(λ) x0(λ) ϕ(λ) ϕ(λ)
1+λ

0.83 1.418557 0.529769 0.001865 0.001019
0.84 1.429308 0.532299 0.009447 0.005134
0.85 1.440180 0.534841 0.017362 0.009385
0.88 1.473522 0.542547 0.043126 0.022939
0.90 1.496362 0.547749 0.061991 0.032627
0.93 1.531545 0.555648 0.092837 0.048102
0.95 1.555624 0.560980 0.115104 0.059027
0.98 1.592687 0.569077 0.151060 0.076292
0.99 1.605296 0.571802 0.163726 0.082274
1.00 1.618033 0.574542 0.176732 0.088366

In fact, the inequalities (5.7) and (5.8) which will be proved in Section 5 can be stronger
than (2.4) under some additional assumptions.

In particular, selecting (in Theorem 2.2) K := Q(α), we obtain the following:

Corollary 2.3. Let α 6= −1, 0, 1 be an algebraic integer of degree d = s + 2t with s real
conjugates αi, i = 1, . . . , s, and t pairs of complex conjugates αs+j , αs+j , j = 1, . . . , t.
Then, for λ = s/d > λ0 we have

mQ(α)(α) =
|α1|2 + · · ·+ |αs+t|2

s+ t
≥ 1 +

ϕ(λ)

1 + λ
,

where ϕ(λ) > 0 is defined in (2.1)-(2.3).

By (1.3), Theorem 2.2 immediately implies Theorem 1.1 stated in Section 1. In the
range 0.581 ≤ λ = s/n ≤ λ0 Theorem 2.2 implies the following:

Corollary 2.4. For a number field K of degree n and signature (s, t) satisfying 0.581 ≤
λ = s/n ≤ λ0 we have

m(K) ≥ 1 +
ϕ(λ)

1 + λ
.

Note that for each λ satisfying 0.639 ≤ λ ≤ λ0 the inequality of Corollary 2.4 strength-
ens the bound (1.4). In particular, for λ = 0.639 we have

m(K) ≥ 1 +
ϕ(λ)

1 + λ
= 0.950175 . . . ,

whereas the bound (1.4) yields the weaker inequality

m(K) ≥ 2λ

1 + λ
= 0.950121 . . . .

For further comparison of the functions 1 + ϕ(λ)/(1 + λ) and 2λ/(1 + λ) see Table 2.
If the number of complex conjugates 2t of an algebraic integer is very small compared

to its degree d (which is large) then the constant 1.088366 corresponding to the case λ = 1
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Table 2: Values of 1 + ϕ(λ)
1+λ vs 2λ

1+λ for 0.64 ≤ λ ≤ 0.82.

λ g(λ) 2λ

1+λ 1 + ϕ(λ)
1+λ

0.64 1.237064 0.950200 0.950299
0.65 1.245534 0.951011 0.951621
0.70 1.289701 0.955591 0.960509
0.75 1.336871 0.961024 0.973167
0.80 1.387027 0.967278 0.989505
0.82 1.407927 0.970003 0.997042

in Corollary 2.3 (see Table 1) can be improved, by using the results on the so-called Schur–
Siegel–Smyth trace problem. The problem is named after the authors of the first three
estimates of the trace of a totally positive algebraic integer [15], [17], [18]. The method of
auxiliary functions introduced by Smyth in [18] was used in all subsequent papers on this
subject. Specifically, we shall use the result of Liang and Wu [12] (see Lemma 3.5 below).
See also some recent related papers [4] and [14].

Theorem 2.5. There exist two absolute positive constants D and δ such that if d ≥ D and
t < δd/ log d then for each algebraic integer α of degree d = s+2t with s real conjugates
αi, i = 1, . . . , s, and t pairs of complex conjugates αs+j , αs+j , j = 1, . . . , t, the inequality

mQ(α)(α) =
|α1|2 + · · ·+ |αs+t|2

s+ t
> 1.79192 (2.5)

holds.

For large d Theorem 2.5 not only gives a better bound, but also the condition t <
δd/ log d is less restrictive than the corresponding condition t ≤ 0.096

√
d/ log d of [7,

Theorem 3.3].

3 Auxiliary results
Lemma 3.1. Let α 6= −1, 0, 1 be an algebraic number of degree d over Q with signature
(s, t), where λ = s/d > 0. Then,

M(α) ≥
(
2−1/λ +

√
1 + 2−2/λ

)s/2
. (3.1)

In particular, for s ≥ 0.581d we have

M(α) > 1.090691d. (3.2)

Proof. The inequality (3.1) was proved by Garza (it is the main result in [8]). In [10], Höhn
gave an alternative proof of this result.

By (2.1), (3.1), and s = λd, we deduce that

M(α) ≥
(
2−1/λ +

√
1 + 2−2/λ

)λd/2
= g(λ)d/2. (3.3)

Evidently, the function g(λ) is increasing in λ > 0, so its smallest value in the interval
[0.581, 1] is attained at λ = 0.581. Thus, (3.3) implies (3.2) in view of g(0.581)1/2 =
1.090691 . . . .
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We will also need the following inequality.

Lemma 3.2. For any number fields L ⊆ K with signatures (s(L), t(L)) and (s(K), t(K)),
respectively, we have s(K)t(L) ≤ s(L)t(K).

Proof. By the primitive element theorem, write L = Q(α) and K = Q(β). Then, α =
P (β) with some P ∈Q[x]. Without restriction of generality we may assume that β1, . . . , βs
are the real conjugates of β and βs+1, βs+1, . . . , βs+t, βs+t are the complex conjugates of
β. Here, s = s(K) and t = t(K). Note that in the list σ(P (β)), where σ runs through
all s + 2t automorphisms of the field K, each conjugate of α appears [K : L] times. In
particular, each of the numbers P (βi), where 1 ≤ i ≤ s, is real, so the number of real
conjugates of α is at least s/[K : L]. This yields

s(L) ≥ s

[K : L]
=

s[L : Q]

[K : L][L : Q]
=
s[L : Q]

[K : Q]
=
s(s(L) + 2t(L))

s+ 2t
.

Multiplying both sides by s+ 2t we obtain the required inequality.

Lemma 3.3. Let k ≤ d be two positive integers and let S ≥ 1, ρ and y1 ≥ · · · ≥ yk ≥
1 ≥ yk+1 ≥ · · · ≥ yd be real numbers such that

y1 + · · ·+ yk + S(yk+1 + · · ·+ yd) ≥ S(d− k) + k + ρ.

Then, for any positive numbers w1, . . . , wd satisfying

max
1≤i≤d

wi ≤ S min
1≤i≤d

wi

and w1 + · · ·+ wd = 1 we have

w1y1 + · · ·+ wdyd ≥ 1 + ρ min
1≤i≤d

wi.

Proof. Put zi := yi − 1 for each i = 1, . . . , d. Then,

z1 ≥ . . . zk ≥ 0 ≥ zk+1 ≥ · · · ≥ zd (3.4)

and
z1 + · · ·+ zk + S(zk+1 + · · ·+ zd) ≥ ρ. (3.5)

Now, by (3.4), the bound 0 < max1≤i≤d wi ≤ Smin1≤i≤d wi and (3.5), it follows that

d∑
i=1

wizi =

k∑
i=1

wizi +

d∑
i=k+1

wizi ≥ min
1≤i≤k

wi

k∑
i=1

zi + max
k+1≤i≤d

wi

d∑
i=k+1

zi

≥ min
1≤i≤d

wi

k∑
i=1

zi + max
1≤i≤d

wi

d∑
i=k+1

zi

≥ (z1 + · · ·+ zk + S(zk+1 + · · ·+ zd)) min
1≤i≤d

wi

≥ ρ min
1≤i≤d

wi.

Combined with zi = yi − 1 and
∑d
i=1 wi = 1 this implies the required estimate.
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Lemma 3.4. Let k ≤ d be two integers, where k ≥ 0, d ≥ 2, and let α be an algebraic
integer of degree d with signature (s, t) satisfying s ≥ 0.581d whose conjugates α1, . . . , αd
are labeled so that

|α1| ≥ · · · ≥ |αk| ≥ 1 ≥ |αk+1| ≥ · · · ≥ |αd|.

Then,
|α1|2 + · · ·+ |αk|2 + 2(|αk+1|2 + · · ·+ |αd|2) ≥ 2d− k + dϕ(λ), (3.6)

where λ = s/d and ϕ(λ) defined in (2.1)-(2.3).

Proof. Note that k ≥ 1. Indeed k = 0 can only happen if all αi, i = 1, . . . , d, are of
modulus 1. So, by Kronecker’s theorem, α must be a root of unity which is not the case.
If k = d then, by the arithmetic and geometric mean inequality (referred to as AM-GM
below) and (3.3), the left side of (3.6) is at least

d|Norm(α)|2/d = dM(α)2/d ≥ dg(λ),

where g(λ) is defined in (2.1). Since g(λ) is increasing in λ > 0 and g(0.581) =
1.189607 . . . , we find that the left side of (3.6) is at least 1.189d. This is greater than
its right side, since

2d− k + dϕ(λ) = d+ dϕ(λ) ≤ d+ dϕ(1) < d+ 0.18d = 1.18d

(see Proposition 2.1 and Table 1). In all what follows we thus assume that 0 < k < d.
By AM-GM, estimating

|α1|2 + · · ·+ |αk|2 ≥ kM(α)2/k

and

|αk+1|2 + · · ·+ |αd|2 ≥ (d− k)
( |Norm(α)|

M(α)

)2/(d−k)
≥ (d− k)M(α)−2/(d−k)

we find that the left side of (3.6) is at least

kM(α)2/k + 2(d− k)M(α)−2/(d−k).

Hence, it suffices to show that

kM(α)2/k + 2(d− k)M(α)−2/(d−k)

d
− 2 +

k

d
≥ ϕ(λ). (3.7)

Note that the function ky2/k + 2(d − k)y−2/(d−k) is increasing in y in the interval
[2d/8,∞), since its derivative 2y2/k−1−4y−2/(d−k)−1 is positive for y > 2k(d−k)/(2d) and
the maximum of k(d− k) is attained at k = d/2. Also, by (3.2) and 21/8 = 1.090507 . . . ,
the inequality M(α) > 1.090691d > 2d/8 holds. Thus, replacing M(α) in (3.7) by its
estimate from below as in (3.3) and setting x := k/d, we see that it suffices to prove the
inequality

xg(λ)1/x + 2(1− x)g(λ)−1/(1−x) − 2 + x ≥ ϕ(λ) (3.8)

for 0 < x < 1. However, (3.8) clearly holds, by the definition of the function ϕ(λ) in
Theorem 2.2 as the minimum of the left side of (3.8) in the interval (0, 1].
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The next result is given [12].

Lemma 3.5. There exist m (explicitly given) polynomials with integer coefficients Q1, . . . ,
Qm and m (explicitly given) positive numbers e1, . . . , em such that the inequality

y −
m∑
i=1

ei log |Qi(y)| > 1.79193

holds for each y > 0 which is not a root of Q1 . . . Qm.

We remark that each improvement of the constant of this lemma leads to the corre-
sponding improvement in Theorem 2.5. However, although the conjectural lower bound
for the trace of a totally positive algebraic integer α is (2 − ε)d, where ε is an arbitrary
positive number and the degree d of α is at least d(ε), Serre has shown that the method of
auxiliary functions as in the above lemma cannot give a constant greater than 1.8983021
(see the appendix in [1]).

4 Proof of Proposition 2.1
Note that y = g(λ) > 1 for λ > 0. Consider the function

f(y) := xy1/x + 2(1− x)y−1/(1−x)

in the interval 1 < y <∞ (here, 0 < x < 1). Its derivative

f ′(y) = y1/x−1 − 2y−1/(1−x)

is positive if y1/x+1/(1−x) > 2, that is, y > 2x(1−x). In particular, since x(1 − x) ≤ 1/4,
the function f(y) is increasing in the interval 21/4 < y <∞.

Thus, by (2.3) and (2.1) (which implies that g(λ) is increasing in λ), for every fixed x
in the range 0 < x < 1 the function

xg(λ)1/x + 2(1− x)g(λ)−1/(1−x) − 2 + x

in increasing (in λ) for λ satisfying g(λ) > 21/4. In particular, ϕ(λ) is increasing in λ for
λ satisfying g(λ) > 21/4. Therefore, using the fact that g(λ) is increasing in λ for λ > 0
and the actual expression (2.1), we find that

g(0.581) = 1.189607 · · · > 1.189207 · · · = 21/4.

Consequently, the functionϕ(λ) is increasing for λ ≥ 0.581. Evaluatingϕ(λ) at λ = 0.828
gives the positive value ϕ(0.828) = 0.000389 . . . , so ϕ(λ) > 0 for λ ≥ 0.828. This,
combined with evaluation of ϕ(1) = 0.176732 . . . and λ0 satisfying ϕ(λ0) = 0 completes
the proof of the proposition.

5 Proof of Theorem 2.2
Let α ∈ K and L = Q(α). Assume that the signature of α is (s, t) and the signature of
K is (s(K), t(K)). Here, λ = s(K)/n, where n = s(K) + 2t(K) = [K : Q]. Put also
λ1 := s(L)/d = s/d, where d = s+ 2t = [L : Q]. We will show that

λ1 ≥ λ. (5.1)
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Observe first that t(L) = 0 implies that s(L) = d, so that λ1 = 1, which yields (5.1).
Also, t(K) = 0 implies t(L) = 0, which leads to the situation we have just considered.
So assume that t(K) 6= 0 and t = t(L) 6= 0. Then, in view of Lemma 3.2 we have
s(K)/t(K) ≤ s/t. Adding 2 to both sides we deduce

n

t(K)
=
s(K) + 2t(K)

t(K)
= 2 +

s(K)

t(K)
≤ 2 +

s

t
=
s+ 2t

t
=
d

t
.

Therefore, t/d ≤ t(K)/n. This implies (5.1), since t/d = (1 − λ1)/2 and t(K)/n =
(1− λ)/2.

Let α1, . . . , αs be the real conjugates of α. Put

C(α) :=
t∑

j=1

|αs+j |2 =
1

2

d∑
i=s+1

|αi|2.

Assume that for each real αi, 1 ≤ i ≤ s, it appears ui times under the s(K) real embeddings
of K and 2vi times under the 2t(K) complex embeddings of K. Here, we have ui + 2vi =
[K : L] for each i. Also,

s(K) = u1 + . . .+ us and t(K) = [K : L]t+ v1 + . . .+ vs. (5.2)

So, in view of (1.2) we can write

(s(K) + t(K))mK(α) =

s∑
i=1

(ui + vi)α
2
i + [K : L]C(α). (5.3)

Here, C(α) = 1
2

∑d
i=s+1 |αi|2. Setting

wi :=
ui + vi

s(K) + t(K)

for i = 1, . . . , s and

wi :=
[K : L]

2s(K) + 2t(K)
(5.4)

for i = s+ 1, . . . , d, in view of (5.2) and (5.3), we derive that

mK(α) =

d∑
i=1

wi|αi|2,

where
∑d
i=1 wi = 1 and

[K : L]
2s(K) + 2t(K)

≤ wi ≤
[K : L]

s(K) + t(K)

for each i = 1, . . . , d. Hence, by Lemma 3.3 with S = 2, ρ = dϕ(λ1), yi = |αi|2 for
i = 1, . . . , d, and Lemma 3.4 (with λ1 = s/d instead of λ), it follows that

mK(α) =

d∑
i=1

wi|αi|2 ≥ 1 + dϕ(λ1) min
1≤i≤d

wi.
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Now, in case s = d we have λ1 = 1, so ϕ(λ1) is positive and using

min
1≤i≤d

wi ≥
[K : L]

2s(K) + 2t(K)
(5.5)

we derive that

mK(α) ≥ 1 +
d[K : L]ϕ(λ1)
2s(K) + 2t(K)

. (5.6)

Otherwise, when s < n, in view of (5.4) we have equality in (5.5). Thus, (5.6) also holds
(even if ϕ(λ1) is negative).

Now, since d[K : L] = [L : Q][K : L] = [K : Q] = n and

n

2s(K) + 2t(K)
=

n

n+ s(K)
=

1

1 + λ
,

from (5.6) we further deduce that

mK(α) ≥ 1 +
ϕ(λ1)

1 + λ
. (5.7)

Here, we have ϕ(λ1) ≥ ϕ(λ), by Proposition 2.1 and the inequality (5.1). Also, by the
same inequality, 1/(1 + λ) ≥ 1/(1 + λ1). So, in particular, (5.7) yields

mK(α) ≥ 1 + max
{ ϕ(λ)
1 + λ

,
ϕ(λ1)

1 + λ1

}
(5.8)

which implies the required bound.

6 Proof of Theorem 2.5
Let α be an algebraic integer with degree d greater than

E := 2 max
1≤i≤m

degQi,

where Qi ∈ Z[x] are given in Lemma 3.5. Applying this lemma to y := α2
j , where

j = 1, . . . , s, and summing up over j we find that

s∑
j=1

α2
j > 1.79193s+

s∑
j=1

m∑
i=1

ei log |Qi(α2
j )|. (6.1)

Note that there is nothing to prove if at least one conjugate of α is greater than
√
2d,

because then the right side of (2.5) is greater than 2d/(s + t) ≥ 2 which is better than
required. So, in all what follows without restriction of generality we may assume that
|αs+j | ≤

√
2d for j = 1, . . . , t.

Clearly,
|Qi(α2

s+j)| ≤ (Di + 1)Hi(2d)
Di ,

where Di and Hi are the degree and the height of the polynomial Qi, respectively. Simi-
larly, |Qi(αs+j2)| ≤ (Di + 1)Hi(2d)

Di . Note that the degree of α2 is either d or d/2, so
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it is greater than any Di = degQi provided that d ≥ D > E. Hence, Qi(α2
j ) 6= 0 for each

i = 1, . . . ,m and each j = 1, . . . , d. Consequently,

1 ≤
d∏
j=1

|Qi(α2
j )| =

s∏
j=1

|Qi(α2
j )|

t∏
j=1

|Qi(α2
s+j)||Qi(αs+j2)|

≤ (2d)2tDiU2t
i

s∏
j=1

|Qi(α2
j )|,

where Ui := (Di + 1)Hi, which yields
s∑
j=1

log |Qi(α2
j )| ≥ −2tDi log(2d)− 2t logUi.

Summing these inequalities with weights ei over i = 1, . . . ,m we derive that
s∑
j=1

m∑
i=1

ei| logQi(α2
j )| =

m∑
i=1

s∑
j=1

ei| logQi(α2
j )|

≥ −
m∑
i=1

(2tDiei log(2d) + 2tei logUi)

≥ −At log(Bd),

where the constants A,B > 2 depend on the constants e1, . . . , em and the polynomials
Q1, . . . , Qm only. Combining this inequality with (6.1) we get

s∑
j=1

α2
j > 1.79193s−At log(Bd).

To complete the proof of the theorem it suffices to show that 1.79193s−At log(Bd) >
1.79192(s+ t), which is equivalent to 10−5s > At log(Bd) + 1.79192t. Multiplying both
sides of this inequality by 105 and adding 2t we obtain the following equivalent inequality:

d = s+ 2t > 105At log(Bd) + 179192t+ 2t = 105At log(Bd) + 179194t.

We will show that the stronger inequality

d > 105(A+ 2)t log(Bd) (6.2)

holds with the constants

δ :=
1

105(2A+ 4)
and D := max{B,E + 1}

depending on e1, . . . , em and Q1, . . . , Qm only.
Indeed, in view of the upper bound on t, namely, t < δd/ log d, the first lower bound

on d, namely, d ≥ D ≥ B, and the choice of δ the right side of (6.2) is less than

105(A+ 2)
δd

log d
log(Bd) ≤ 105(A+ 2)

δd

log d
log(d2) = δ105(2A+ 4)d = d.

This completes the proof of (6.2) and the proof the theorem.
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Abstract

A graph Γ with a group H of automorphisms acting semiregularly on the vertices with
two orbits is called a bi-Cayley graph over H . When H is a normal subgroup of Aut(Γ),
we say that Γ is normal with respect to H . In this paper, we show that every finite group
has a connected normal bi-Cayley graph. This improves a theorem by Arezoomand and
Taeri and provides a positive answer to a question reported in the literature.

Keywords: Normal, bi-Cayley, Cartesian product.

Math. Subj. Class.: 05C25, 20B25

1 Introduction
Throughout this paper, groups are assumed to be finite, and graphs are assumed to be finite,
connected, simple and undirected. For the group-theoretic and graph-theoretic terminology
not defined here we refer the reader to [5, 23].

Let G be a permutation group on a set Ω and α ∈ Ω. Denote by Gα the stabilizer of α
in G, that is, the subgroup of G fixing the point α. We say that G is semiregular on Ω if
Gα = 1 for every α ∈ Ω and regular if G is transitive and semiregular. It is well-known
that a graph Γ is a Cayley graph if it has an automorphism group acting regularly on its
vertex set (see [4, Lemma 16.3]). If we, instead, require that the graph Γ admits a group
of automorphisms acting semiregularly on its vertex set with two orbits, then we obtain the
so-called bi-Cayley graph.

Cayley graph is usually defined in the following way. Given a finite group G and an
inverse closed subset S ⊆ G\{1}, the Cayley graph Cay(G,S) onG with respect to S is a
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graph with vertex set G and edge set {{g, sg} | g ∈ G, s ∈ S}. For any g ∈ G, R(g) is the
permutation of G defined by R(g) : x 7→ xg for x ∈ G. Set R(G) := {R(g) | g ∈ G}. It is
well-known that R(G) is a subgroup of Aut(Cay(G,S)). In 1981, Godsil [10] proved that
the normalizer of R(G) in Aut(Cay(G,S)) is R(G)o Aut(G,S), where Aut(G,S) is the
group of automorphisms of G fixing the set S set-wise. This result has been successfully
used in characterizing various families of GRRs, namely, Cayley graphs Cay(G,S) such
that R(G) = Aut(Cay(G,S)) (see, for example, [10, 11]). A Cayley graph Cay(G,S) is
said to be normal if R(G) is normal in Aut(Cay(G,S)). This concept was introduced by
Xu in [24], and for more results about normal Cayley graphs, we refer the reader to [8].

Similarly, every bi-Cayley graph admits the following concrete realization. Given a
group H , let R, L and S be subsets of H such that R−1 = R, L−1 = L and R ∪ L does
not contain the identity element of H . The bi-Cayley graph over H relative to the triple
(R,L, S), denoted by BiCay(H, R, L, S), is the graph having vertex set the union of the
right part H0 = {h0 | h ∈ H} and the left part H1 = {h1 | h ∈ H}, and edge set the
union of the right edges {{h0, g0} | gh−1 ∈ R}, the left edges {{h1, g1} | gh−1 ∈ L}
and the spokes {{h0, g1} | gh−1 ∈ S}. Let Γ = BiCay(H,R,L, S). For g ∈ H , define a
permutation BR(g) on the vertices of Γ by the rule

h
BR(g)
i = (hg)i,∀i ∈ Z2, h ∈ H.

Then BR(H) = {BR(g) | g ∈ H} is a semiregular subgroup of Aut(Γ) which is isomor-
phic to H and has H0 and H1 as its two orbits. When BR(H) is normal in Aut(Γ), the
bi-Cayley graph Γ = BiCay(H,R,L, S) will be called a normal bi-Cayley graph over H
(see [3] or [27]).

Wang et al. in [22] determined the groups having a connected normal Cayley graph.

Proposition 1.1. Every finite group G has a normal Cayley graph unless G ∼= C4 ×C2 or
G ∼= Q8 × Cr2(r ≥ 0).

Following up this result, Arezoomand and Taeri in [3] asked: Which finite groups have
normal bi-Cayley graphs? They also gave a partial answer to this question by proving that
every finite group G 6∼= Q8 × Cr2(r ≥ 0) has at least one normal bi-Cayley graph. At the
end of [3], the authors asked the following question:

Question 1.2 ([3, Question]). Is there any normal bi-Cayley graph over G ∼= Q8 × Cr2 for
each r ≥ 0?

We remark that for every finite group G 6∼= Q8 × Cr2(r ≥ 0), the normal bi-Cayley
graph over G constructed in the proof of [3, Theorem 5] is not of regular valency, and so is
not vertex-transitive. So it is natural to ask the following question.

Question 1.3. Is there any vertex-transitive normal bi-Cayley graph over a finite group G?

In this paper, Questions 1.2 and 1.3 are answered in positive. The following is the main
result of this paper.

Theorem 1.4. Every finite group has a vertex-transitive normal bi-Cayley graph.

To end this section we give some notation which is used in this paper. For a positive
integer n, denote by Cn the cyclic group of order n, by Zn the ring of integers modulo n,
by D2n the dihedral group of order 2n, and by Alt(n) and Sym(n) the alternating group
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and symmetric group of degree n, respectively. Denote by Q8 the quaternion group. For
two groups M and N , N o M denotes a semidirect product of N by M . The identity
element of a finite group G is denoted by 1.

For a finite, simple and undirected graph Γ, we use V (Γ), E(Γ) and Aut(Γ) to denote
its vertex set, edge set and full automorphism group, respectively, and for any u, v ∈ V (Γ),
u ∼ v means that u and v are adjacent. A graph Γ is said to be vertex-transitive if its full
automorphism group Aut(Γ) acts transitively on its vertex set. For any subset B of V (Γ),
the subgraph of Γ induced by B will be denoted by Γ[B].

2 Cartesian products
The Cartesian productX �Y of graphsX and Y is a graph with vertex set V (X)×V (Y ),
and with vertices (u, x) and (v, y) being adjacent if and only if u = v and x ∼ y in Y , or
x = y and u ∼ v in X .

A non-trivial graph X is prime if it is not isomorphic to a Cartesian product of two
smaller graphs. The following proposition shows the uniqueness of the prime factor de-
composition of connected graphs with respect to the Cartesian product.

Proposition 2.1 ([12, Theorem 6.6]). Every connected finite graph can be decomposed
as a Cartesian product of prime graphs, uniquely up to isomorphism and the order of the
factors.

Two non-trivial graphs are relatively prime (w.r.t. Cartesian product) if they have no
non-trivial common factor. Now we consider the automorphisms of Cartesian product of
graphs.

Proposition 2.2 ([12, Theorem 6.10]). Suppose φ is an automorphism of a connected
graph Γ with prime factor decomposition Γ = Γ1�Γ2� · · ·�Γk. Then there is a permu-
tation π of {1, 2, . . . , k} and isomorphisms φi : Γπ(i) → Γi for which

φ(x1, x2, . . . , xk) = (φ1(xπ(1)), φ2(xπ(2)), . . . , φk(xπ(k))).

Corollary 2.3 ([12, Corollary 6.12]). Let Γ be a connected graph with prime factor decom-
position Γ = Γ1�Γ2� · · ·�Γk. If Γ1,Γ2, . . . ,Γk are relatively prime, then Aut(Γ) =
Aut(Γ1)× Aut(Γ2)× · · · × Aut(Γk).

The following theorem provides a method of constructing normal bi-Cayley graphs.

Theorem 2.4. Let X be a connected normal bi-Cayley graph over a group H , and let Y
be a connected normal Cayley graph over a group K. If X and Y are relatively prime,
then X �Y is also a normal bi-Cayley graph over the group H ×K.

Proof. Assume that X and Y are relatively prime. By Corollary 2.3, Aut(X �Y ) =
Aut(X) × Aut(Y ). Since X is a connected normal bi-Cayley graph over H , one has
BR(H)E Aut(X), and since Y is a connected normal Cayley graph over a group K, one
has R(K) E Aut(Y ). Then BR(H) × R(K) is a normal subgroup of Aut(X �Y ) =
Aut(X) × Aut(Y ). Note that BR(H) acts semiregularly on V (X) with two orbits, and
R(K) acts regularly on V (Y ). It follows that BR(H) × R(K) acts semiregularly on
V (X)× V (Y ) with two orbits, and thereby X �Y is also a normal bi-Cayley graph over
the group H ×K.
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3 Normal bi-Cayley graphs over Q8 × Cr
2(r ≥ 0)

In this section, we shall answer Question 1.2 in positive.

3.1 The n-dimensional hypercube

For n ≥ 1, the n-dimensional hypercube, denoted by Qn, is the graph whose vertices are
all the n-tuples of 0’s and 1’s with two n-tuples being adjacent if and only if they differ in
exactly one place.

Let N = Cn2 be an elementary abelian 2-group of order 2n with a minimum generating
set S = {s1, s2, s3, . . . , sn}. By the definition of Qn, we have Cay(N,S) ∼= Qn. For
convenience of the statement, we assume that Qn = Cay(N,S). If n = 1, then Q1 = K2

and so Aut(Q1) = N . In what follows, assume that n ≥ 2. It is easy to observe that for
any distinct si, sj there is a unique 4-cycle in Qn passing through 1, si, sj , where 1 is the
identity element of N . So if a subgroup of Aut(Qn) fixes S pointwise, then it also fixes
every vertex at distance 2 from 1. By the connectedness and vertex-transitivity of Qn, we
have Aut(Qn)1 acts faithfully on S. It follows that Aut(Qn)1 . Sym(n). On the other
hand, it is easy to see that each permutation on S induces an automorphism of N , and so
Aut(N,S) ∼= Sym(n). Since Aut(N,S) ≤ Aut(Qn)1, one has Aut(Qn)1 = Aut(N,S) ∼=
Sym(n). Consequently, we have Aut(Qn) = R(N)oAut(N,S) ∼= N oSym(n) (see also
[25, Lemma 1.1]).

Note that Qn is bipartite. Let Aut(Qn)∗ be the kernel of Aut(Qn) acting on the two
partition sets of Qn. Let E = R(N) ∩ Aut(Qn)∗. Then E E Aut(Qn)∗ and E E R(N).
It follows that E E Aut(Qn)∗R(N) = Aut(Qn). Clearly, E acts semiregularly on V (Qn)
with two orbits. Thus, we have the following lemma.

Lemma 3.1. Use the same notation as in the above three paragraphs. For any n ≥ 1, Qn
is a normal Cayley graph over N , and Qn is also a normal bi-Cayley graph over E.

3.2 The Möbius-Kantor graph

The Möbius-Kantor graph GP(8, 3) is a graph with vertex set V = {i, i′ | i ∈ Z8} and edge
set the union of the outer edges {{i, i+1} | i ∈ Z8}, the inner edges {{i′, (i+3)′} | i ∈ Z8},
and the spokes {{i, i′} | i ∈ Z8} (see Figure 1). Note that GP(8, 3) is a bipartite graph with
bipartition sets B1 = {1, 3, 5, 7, 0′, 2′, 4′, 6′} and B2 = {0, 2, 4, 6, 1′, 3′, 5′, 7′}.

In [26], the edge-transitive groups of automorphisms of Aut(GP(8, 3)) were deter-
mined. We first introduce the following automorphisms of GP(8, 3), represented as per-
mutations on the vertex set V :

α = (1 3 5 7)(0 2 4 6)(1′ 3′ 5′ 7′)(0′ 2′ 4′ 6′),
β = (0 1′ 2)(0′ 6′ 3)(4 5′ 6)(7 4′ 2′),
γ = (1 1′)(2 6′)(3 3′)(4 0′)(5 5′)(6 2′)(7 7′)(0 4′),
δ = (1 1′)(2 4′)(3 7′)(4 2′)(5 5′)(6 0′)(7 3′)(0 6′).

By [26, Lemma 3.1], we have 〈α, β〉 = 〈α, αβ〉 o 〈β〉 ∼= Q8 o Z3, where Q8 is the
quaternion group, and moreover, 〈α, β〉 E Aut(GP(8, 3)). Clearly, 〈α, αβ〉 ∼= Q8 is the
Sylow 2-subgroup of 〈α, β〉, so 〈α, αβ〉 is characteristic in 〈α, β〉, and then it is normal in
Aut(GP(8, 3)) because 〈α, β〉 E Aut(GP(8, 3)). For convenience of the statement, we let
Q8 = 〈α, αβ〉. It is easy to see that Q8 acts semiregularly on V with two orbits B1 and B2.
Thus we have the following lemma.
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Figure 1: The Möbius-Kantor graph GP(8, 3).

Lemma 3.2. GP(8, 3) is a normal bi-Cayley graph over Q8.

3.3 An answer to Question 1.2

Noting that GP(8, 3) is of girth 6, GP(8, 3) is prime. For each r ≥ 1, it is easy to see that
Qr = K2�K2� · · ·�K2︸ ︷︷ ︸

n times

. So, Qn and GP(8, 3) are relatively prime. Now combining

together Lemmas 3.1 and 3.2 and Theorem 2.4, we can obtain the following theorem.

Theorem 3.3. For each r ≥ 1, GP(8, 3)×Qr is a vertex-transitive normal bi-Cayley graph
over Q8 ×N , where N ∼= Cr2 .

4 Proof of Theorem 1.4
The proof of Theorem 1.4 will be completed by the following lemmas. Let G be a group.
A Cayley graph Γ = Cay(G,S) on G is said to be a graphical regular representation (or
GRR for short) of G if Aut(Γ) = R(G).

Lemma 4.1. Let G be a group admitting a GRR Γ. Then Γ�K2 is a normal bi-Cayley
graph over the group G.

Proof. If K2 and Γ are relatively prime, then by Corollary 2.3, we have Aut(Γ�K2) =
Aut(Γ)×Aut(K2). Clearly,R(G)×{1} acts semiregularly on V (Γ�K2) with two orbits,
andR(G)×{1}EAut(Γ�K2), where 1 is the identity of Aut(K2). It follows that Γ�K2

is a normal bi-Cayley graph over the group G.
Suppose that K2 is also a prime factor of Γ. Let Γ = Γ1�K2� · · ·�K2︸ ︷︷ ︸

m times

be such

that Γ1 is coprime to K2. From Corollary 2.3 it follows that G = Aut(Γ) = Aut(Γ1) ×
Aut(K2� · · ·�K2). Since Γ is a GRR of G, one has m = 1, and therefore Γ�K2 =
Γ1�K2�K2. Then G = Aut(Γ1) × Aut(K2�K2), and Γ1 is a GRR of Aut(Γ1). By
Lemma 3.1, K2�K2 is a normal bi-Cayley graph over C2, and by Theorem 2.4, Γ�K2

is a normal bi-Cayley graph over Aut(Γ1)× C2
∼= G.

A group G is called generalized dicyclic group if it is non-abelian and has an abelian
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subgroup L of index 2 and an element b ∈ G \ L of order 4 such that b−1xb = x−1 for
every x ∈ L.

The following theorem gives a list of groups having no GRR (see [9]).

Theorem 4.2. A finite group G admits a GRR unless G belongs to one of the following
classes of groups:

(I) Class C: abelian groups of exponent greater than two;

(II) Class D: the generalized dicyclic groups;

(III) Class E: the following thirteen “exceptional groups”:

(1) Z2
2,Z3

2,Z4
2;

(2) D6, D8, D10;
(3) A4;
(4) 〈a, b, c | a2 = b2 = c2 = 1, abc = bca = cab〉;
(5) 〈a, b | a8 = b2 = 1, bab = a5〉;
(6) 〈a, b, c | a3 = b3 = c2 = 1, ab = ba, (ac)2 = (cb)2 = 1〉;
(7) 〈a, b, c | a3 = b3 = c3 = 1, ac = ca, bc = cb, c = a−1b−1cb〉;
(8) Q8 × Z3,Q8 × Z4.

Lemma 4.3. Let G be a group in Class D of Theorem 4.2. Then G has a normal bi-Cayley
graph.

Proof. If G ∼= Q8 × Cr2 for some r ≥ 0, then by Theorem 3.3 and Lemma 3.2, G has a
normal bi-Cayley graph. In what follows, we assume that G 6∼= Q8 × Cr2 for any r ≥ 0.
By Proposition 1.1, G has a normal Cayley graph, say Γ. If Γ is coprime to K2, then by
Corollary 2.3, Γ�K2 is a normal bi-Cayley graph over G.

Now suppose that K2 is a prime factor of Γ. Let Γ = Γ1�Qm, where Qm =
K2� · · ·�K2︸ ︷︷ ︸

m times

and Γ1 is coprime to K2. Again by Corollary 2.3, we have Aut(Γ) =

Aut(Γ1) × Aut(Qm). For any x ∈ V (Qm), set Vx = {(u, x) | u ∈ V (Γ1)}, and for any
y ∈ V (Γ1), set Uy = {(y, v) | v ∈ V (Qm)}. Then Γ[Vx] ∼= Γ1 and Γ[Vy] ∼= Qm. Let GVx

and GUy
be the subgroups of G fixing Vx and Uy setwise, respectively. We shall prove the

following claim.

Claim. G = GVx
× GUy

, Γ1 is a normal Cayley graph over a group which is isomorphic
to GVx

, and GUy
∼= Cm2 .

Since Γ is vertex-transitive, by Proposition 2.2, Vx is an orbit of Aut(Γ1) × {1} and
Aut(Γ1)×{1} = Aut(Γ[Vx]). As Aut(Γ1)×{1}EAut(Γ), each Vx is a block of imprim-
itivity of Aut(Γ) (namely, either V gx = Vx or V gx ∩ Vx = ∅ for any g ∈ Aut(Γ)). Consider
the quotient graph Γ′ with vertex set {Vx | x ∈ V (Qm)}, and Vx is adjacent to Vx′ if and
only if x is adjacent to x′ in Qm. Then Γ′ ∼= Qm, and Aut(Γ1) × {1} is just the kernel
of Aut(Γ) acting on V (Γ′). This implies that the subgroup Aut(Γ)Vx of Aut(Γ) fixing Vx
set-wise is just Aut(Γ1)× Aut(Qm)x. Since G is regular on V (Γ), GVx

is also regular on
Vx, and so Γ1

∼= Γ[Vx] may be viewed as a Cayley graph on GVx
. Since GE Aut(Γ), one

has GVx
= G ∩ Aut(Γ)Vx

E Aut(Γ)Vx
. Note that {1} × Aut(Qm)x fixes every vertex in

Vx. It follows that GVx
∩ ({1} × Aut(Qm)x) is trivial, and so GVx

can be viewed as a
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normal regular subgroup of Aut(Γ1) × {1}. Therefore, Γ1 is a normal Cayley graph over
some group, say H ∼= GVx

.
With a similar argument as above, we can show that Qm is also a normal Cayley graph

over some group, say K ∼= GUy
. From the argument in Section 3.1, we have Aut(Qm) =

NoSym(m) withN ∼= Cm2 . We claim thatK = N . If this is not true, then we would have
1 6= KN/N E Aut(Qm)/N ∼= Sym(m), and since K is a 2-group, the only possibility is
m = 4. However, by Magma [6], Aut(Q4) has only one normal regular subgroup which is
isomorphic to C4

2 , a contradiction. Thus, K = N ∼= Cm2 , and hence GUy
∼= C2m .

For any g ∈ GVx
∩ GUy

, we have g fixes (y, x) and so g = 1 because G is regular on
V (Γ). Thus, GVx

∩GUy
= {1}. Then |GVx

GUy
| = |GVx

||GUy
| = |Vx||Uy| = |V (Γ)| =

|G|. It follows that G = GVxGUy . To show that G = GVx ×GUy , it suffices to show that
both GVx and GUy are normal in G. As G is a generalized dicyclic group, it is non-abelian
and has an abelian subgroup L of index 2 and an element b ∈ G \ L of order 4 such that
b−1ab = a−1 for every a ∈ L.

Suppose that GUy
� L. Then there exists g ∈ GUy

such that g = abi for some a ∈ L
and i = 1 or −1. Since GUy

∼= Cm2 , g is also an involution, and so G = Lo 〈g〉. Clearly,
for any a ∈ L, we have g−1ag = a−1, and so (ga)2 = 1. This would force that every
element of G outside L is an involution, a contradiction. Thus, GUy

≤ L, and hence
GUy

EG.
Since G = GVx

GUy
, GUy

≤ L implies that GVx
� L. Then |GVx

: GVx
∩ L| = 2

since |G : L| = 2. It then follows that GVx ∩ LEG, and hence

G/GVx
∩ L = (GUy

(GVx
∩ L)/GVx

∩ L)o (GVx
/GVx

∩ L).

Again as G is a generalized dicyclic group and since GUy
≤ L, the non-trivial element

of GVx
/GVx

∩ L maps every element of GUy
(GVx

∩ L)/GVx
∩ L to its inverse. Since

GUy
∼= C2m , one has G/GVx

∩ L is abelian, and so GVx
EG, completing the proof of the

Claim.
By Lemma 3.1, we may let Qm+1 = K2� · · ·�K2︸ ︷︷ ︸

m+1 times

be a connected normal bi-Cayley

graph over GUy
∼= Cm2 . By Claim, we may view Γ1 as a normal Cayley graph over GVx .

Since Γ1 is coprime to K2, by Theorem 2.4, Γ1�Qm+1 is a connected normal bi-Cayley
graph over GVx

×GUy
= G.

Lemma 4.4. Let G be a group in Class E of Theorem 4.2. Then G has a normal bi-Cayley
graph.

Proof. By Lemma 3.1, each of the groups in Class E (1) has a connected normal bi-Cayley
graph.

Let G = D2n = 〈a, b | an = b2 = 1, b−1ab = a−1〉 with n ≥ 3. Let Γ =
Cay(G, {ab, b}). Then Γ is a cycle of length 2n, and so Γ is coprime to K2. By Theo-
rem 2.4, Γ�K2 is a connected normal bi-Cayley graph over G. Thus, each of the groups
in Class E (2) has a connected normal bi-Cayley graph.

LetG = Alt(4) and let Γ = Cay(G, {(1 2 3), (1 3 2), (1 2 4), (1 4 2)}). By Magma [6],
we have Γ�K2 is a connected normal bi-Cayley graph over Alt(4).

LetG = 〈a, b, c | a2 = b2 = c2 = 1, abc = bca = cab〉 be the group in Class E (4). Let
Γ = Cay(G, {a, b, c}). By Magma [6], Γ is a connected trivalent normal Cayley graph over
G and Γ has girth 6. Hence, Γ is coprime to K2. By Theorem 2.4, Γ�K2 is a connected
normal bi-Cayley graph over G.
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Let G = 〈a, b | a8 = b2 = 1, bab = a5〉 be the group in Class E (5). Let Γ =
Cay(G, {a, a−1, b, a4, a4b}). By [22, Lemma 6], Γ is a connected normal Cayley graph
over G, and by Magma, Aut(Γ�K2) = Aut(Γ) × Z2. Thus, Γ�K2 is a normal bi-
Cayley graph over G.

Let G = 〈a, b, c | a3 = b3 = c2 = 1, ac = ca, (ab)2 = (cb)2 = 1〉 be the group
in Class E (6). Let Γ = Cay(G, {c, ca, cb}). By Magma [6], Γ is a connected trivalent
normal Cayley graph overG and Γ has girth 6. Hence, Γ is coprime to K2. By Lemma 2.4,
Γ�K2 is a connected normal bi-Cayley graph over G.

Let G = 〈a, b, c | a3 = b3 = c3 = 1, ac = ca, bc = cb, c = a−1b−1cb〉 be the group in
Class E (7). Let Γ = Cay(G, {a, b, a−1, b−1}). By Magma [6], Γ is a connected trivalent
normal Cayley graph over G. Since G has order 27, Γ is coprime to K2. By Theorem 2.4,
Γ�K2 is a connected normal bi-Cayley graph over G.

Finally, we consider the groups in Class E (8). By Lemma 3.2, GP(8, 3) is a normal bi-
Cayley graph over Q8. For n ≥ 3, let Cn = 〈a〉 and let Γ = Cay(Cn, {a, a−1}). Clearly,
Γ is a normal Cayley graph over Cn. Since GP(8, 3) is of girth 6, GP(8, 3) is coprime to
Γ. By Theorem 2.4, GP(8, 3)�Γ is a connected normal bi-Cayley graph over Q8 × Cn.
Thus each of the groups in Class E (8) has a connected normal bi-Cayley graph.

Lemma 4.5. Let G be a group in Class C of Theorem 4.2. Then G has a normal bi-Cayley
graph.

Proof. Since G is abelian, G has an automorphism α such that α maps every element of
G to its inverse. Set H = G o 〈α〉. If H has a GRR Γ, then Γ is also a normal bi-Cayley
graph over G. Suppose that H has no GRR. Then by Theorem 4.2 we have H is one of the
groups in Class E (2) and (6). By Lemma 4.4, G has a normal bi-Cayley graph

Proof of Theorem 1.4. Let G be a finite group. If G has a GRR, then by Lemma 4.1, G has
a connected normal bi-Cayley graph. If G does not have a GRR, then the theorem follows
from Lemmas 4.3, 4.4, 4.5 and 3.2.

5 Final remarks
This paper would not be complete without mentioning some related work, namely on some
special families of bi-Cayley graphs such as bi-circulants, bi-abelians etc. Numerous papers
on the topic have been published (see, for instance, [1, 2, 7, 13, 14, 15, 16, 17, 18, 19, 20,
21]). In view of these, the following problem arises naturally.

Problem 5.1. For a given finite group H , classify or characterize bi-Cayley graphs with
specific symmetry properties over H .

Let H be a finite group. We say that a bi-Cayley graph Γ of regular valency over H is a
bi-graphical regular representation (or bi-GRR for short) if Aut(Γ) = BR(H). Motivated
by the classification of finite groups having no GRR (see Theorem 4.2), we would like to
pose the following problem.

Problem 5.2. Determine finite groups which have no bi-GRR.

References
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Abstract

Let D be a 2-(v, k, λ) design with λ ≥ (r, λ)2. If G ≤ Aut(D) is flag-transitive, then
G cannot be of simple diagonal or twisted wreath product type, and if G is product type
then the socle of G has exactly two components and G has rank 3. Furthermore, we prove
that if D is symmetric, then G must be an affine or almost simple group.

Keywords: 2-design, automorphism group, primitivity, flag-transitivity.
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1 Introduction
A 2-(v, k, λ) design is an incidence structure D = (P,B) where P is a set of v points
and B is a set of b blocks with incidence relation such that every block is incident with
exactly k points, and every 2-element subset of P is incident with exactly λ blocks. Let r
be the number of blocks incident with a given point. The numbers v, b, r, k, and λ are the
parameters of D. A design D is called simple if it has no repeated blocks, and is called
symmetric if v = b, and nontrivial if 2 < k < v − 1. Here we always assume that D is
simple and nontrivial. An automorphism of D is a permutation of the points which also
permutes the blocks and preserves the incidence relation. The set of all automorphisms of
D with the composition of maps is a group, denoted by Aut(D). Let G ≤ Aut(D). If
G is a primitive permutation group on the point set P , then G is called point-primitive,
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otherwise point-imprimitive. A flag in a design is an incident point-block pair, and G is
called flag-transitive if G is transitive on the set of flags.

There are many research works on flag-transitive 2-designs. It was shown in [1] that if
a linear space admits a flag-transitive automorphism group G, then G is either of affine or
almost simple type. Then the classification of flag-transitive linear spaces was announced
in [2], and the complete proof was given by Liebeck [11] for affine type and Saxl [15] for
almost simple type. In 1988, Zieschang [19] proved that if G is a flag-transitive automor-
phism group of a 2-design with (r, λ) = 1, thenG is an affine or almost simple group. This
paper study flag-transitive 2-(v, k, λ) designs under the condition that λ ≥ (r, λ)2. This
condition has significance in design theory. On the one hand, the condition λ ≥ (r, λ)2

and the flag-transitivity of G implies that G is primitive [5, (2.3.7)] (also see Lemma 2.3
below), so we can use the O’Nan-Scott Theorem to analyze this type of designs. On the
other hand, there exists many flag-transitive 2-designs satisfying the conditions λ ≥ (r, λ)2

and (r, λ) > 1. Before stating our main results, we give an example in the following.

Example 1.1. Let P = {1, 2, 3, 4, 5, 6}, G = 〈(3546), (162)(345)〉 ∼= S5 be a primitive
group of degree 6 acting on P . Let B = {1, 2, 4}. It is easily known that

BG =
{
{1, 2, 4}, {1, 3, 5}, {4, 5, 6}, {1, 3, 4}, {1, 2, 6}, {2, 3, 6}, {1, 2, 5}, {2, 4, 6},
{1, 4, 6}, {3, 5, 6}, {2, 3, 4}, {1, 2, 3}, {1, 5, 6}, {3, 4, 5}, {1, 4, 5}, {1, 3, 6},
{2, 5, 6}, {2, 4, 5}, {2, 3, 5}, {3, 4, 6}

}
,

and GB = 〈(124)(356), (12)(56)〉 ∼= D6 is transitive on B. Let B = BG. Then D =
(P,B) is a 2-(6, 3, 4) design, and G acts flag-transitively on it.

More examples of flag-transitive 2-designs with λ ≥ (r, λ)2 and (r, λ) > 1 can be
found in [18]. Our main theorem is the following partial improvement of Zieschang’s
result.

Theorem 1.2. Let D be a 2-(v, k, λ) design with λ ≥ (r, λ)2. If G is a flag-transitive
automorphism group of D, then G is of affine, almost simple type, or product type with
Soc(G) ∼= T × T , where T is a nonabelian simple group and G has rank 3.

Flag-transitive symmetric designs with λ small have been investigated by many re-
searchers, including Kantor [10] for finite projective planes, Regueiro [13] for λ ≤ 3, Fang
et al. [8] and Regueiro [14] for λ = 4, Tian and Zhou [16] for λ ≤ 100. In all these cases, it
was proved that if a 2-(v, k, λ) symmetric designD admits a flag-transitive, point-primitive
automorphism group G, then G must be of affine or almost simple type. As an application
of Theorem 1.2, we get the following theorem on symmetric designs.

Theorem 1.3. Let D be a 2-(v, k, λ) symmetric design with λ ≥ (r, λ)2, which admits a
flag-transitive automorphism group G. Then G is an affine or almost simple group.

The structure of the paper is organized as follows. Section 2 gives some preliminary
lemmas on flag-transitive designs and permutation groups that will apply directly to our
situation. In Section 3, we prove Theorem 1.2. Our strategy is based on the O’Nan-Scott
Theorem [12] on finite primitive permutation groups, so we deal with the simple diagonal
type, the twisted wreath product type, and the product type in Subsections 3.1, 3.2 and 3.3,
respectively. In Section 4, we give a proof of Theorem 1.3.
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2 Preliminaries
The following lemma is well known.

Lemma 2.1. The parameters v, b, k, r, λ of a 2-(v, k, λ) design satisfy the following con-
ditions:

(i) vr = bk.

(ii) λ(v − 1) = r(k − 1).

(iii) b ≥ v and k ≤ r.

Lemma 2.2. LetD be a 2-(v, k, λ) design, andG be a flag-transitive automorphism group
of D. Then

(i) v ≤ λv < r2.

(ii) r | λ(v − 1, |Gα|), where Gα is the stabilizer of a point α.

(iii) r | λd for all nontrivial subdegrees d of G, i.e., the lengths of the Gα-orbits.

Proof. (i) By Lemma 2.1(ii), we have λv = r(k − 1) + λ = rk − (r − λ), and the result
follows by combining it with k ≤ r and 1 ≤ λ < r.

(ii) SinceG is flag-transitive and λ(v−1) = r(k−1), we have r | |Gα| and r | λ(v−1).
It follows that r divides (λ(v − 1), |Gα|), and hence r | λ(v − 1, |Gα|).

For (iii), r | λd was proved in [4] and [3, p. 91].

The following lemma first appears in [5, (2.3.7)].

Lemma 2.3. Let D be a 2-(v, k, λ) design with λ ≥ (r, λ)2. If G ≤ Aut(D) acts flag-
transitively on D, then G is point-primitive.

Proof. Suppose that G ≤ Aut(D) is flag-transitive and {C1, C2, ..., Ct} is a system of t
sets of imprimitivity each of size s. Then v = st. The set of imprimitivity containing a
point α is a union of Gα-orbits, one of which is {α}, hence by Lemma 2.2(iii) we have
s ≡ 1 (mod r

(r,λ) ). Then v = st ≡ t (mod r
(r,λ) ), which implies t ≡ r(k−1)

λ + 1 ≡ 1

(mod r
(r,λ) ). Now let s = σ r

(r,λ) + 1 and t = τ r
(r,λ) + 1. Then

v =
r(k − 1)

λ
+ 1 = st = (σ

r

(r, λ)
+ 1)(τ

r

(r, λ)
+ 1)

and thus

στ
rλ

(r, λ)2
+ (σ + τ)

λ

(r, λ)
= k − 1. (2.1)

Since G is flag-transitive and imprimitive, we must have a solution of (2.1) with στ 6= 0.
Hence if λ ≥ (r, λ)2, then (2.1) implies r ≤ στr < k − 1 < k, a contradiction.

Lemma 2.4 ([6, Lemma 2.5]). LetD be a symmetric design and assume thatG ≤ Aut(D)
is a primitive rank 3 permutation group on points and blocks. If N = Soc(G) is non-
abelian, then N is simple.
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3 Proof of Theorem 1.2
In this section, we will assume that D is a 2-(v, k, λ) design with λ ≥ (r, λ)2 and G ≤
Aut(D) is flag-transitive. By Lemma 2.3, G is point-primitive. The O’Nan-Scott Theorem
classifies primitive groups into five types: (i) Affine type; (ii) Almost simple type; (iii) Sim-
ple diagonal type; (iv) Product type; (v) Twisted wreath product type, see [12] for details.
We will rely on the O’Nan-Scott Theorem to prove Theorem 1.2 by dealing with the cases
of simple diagonal action, twisted wreath product action and product action separately.

3.1 Simple diagonal action

Proposition 3.1. Let D be a 2-(v, k, λ) design with λ ≥ (r, λ)2. If G is a flag-transitive
automorphism group of D, then G is not of simple diagonal type.

Proof. Suppose that G is of simple diagonal type. Then

G ≤W = {(a1, . . . , am)π | ai ∈ Aut(T ), π ∈ Sm, ai ≡ aj mod Inn(T ) for all i, j},

and there is α ∈ P such that

Gα ≤ {(a, . . . , a)π | a ∈ Aut(T ), π ∈ Sm} ∼= Aut(T )× Sm,

and
Mα = D = {(a, . . . , a) | a ∈ Inn(T )}

is a diagonal subgroup of M = T1× · · · × Tm ∼= Tm. Put Σ = {T1, . . . , Tm}, where Ti is
identified with the group {(1, 1, . . . , t, . . . , 1) | t ∈ T} where t is in the i-th position. Then
G acts on Σ [12]. Moreover the set P of points can be identified with the set M/D of right
cosets ofD inM so that α = D(1, . . . , 1), v = |P| = |T |m−1, and for β = D(t1, . . . , tm),
s = (s1, . . . , sm) ∈M , σ ∈ Aut(T ), π ∈ Sm, we have the actions

βs = D(t1s1, . . . , tmsm), βσ = D(tσ1 , . . . , t
σ
m), βπ = D(t1π−1 , . . . , tmπ−1).

Since M EG and G is primitive on P , M is transitive on P . Since T1 EM it follows that
T1 acts 1

2 -transitively on P ([17, Theorem 10.3]), and so all its orbits have equal length
c > 1. Let Γ1 be the orbit of T1 containing the point α. For any t1 = (t, 1, . . . , 1) ∈ T1,
we have αt1 = D(t, 1, . . . , 1), so that

Γ1 = αT1 = {D(t, 1, . . . , 1) | t ∈ T}

and |Γ1| = |T | = c. Similarly, define Γi = αTi for 1 < i ≤ m. Clearly Γi ∩ Γj = {α} for
i 6= j provided that m ≥ 2.

Choose an orbit ∆ of Gα in P − {α} such that |∆ ∩ Γ1| = d 6= 0. Let m1 =
|Gα : NGα(T1)|. Since Gα . Aut(T ) × Sm and GΣ is transitive on Σ, it follows that
m1 ≤ m, and thus

|∆| = m1d ≤ m|T |.

Lemma 2.2(iii) implies r | λm1d, so r ≤ (r, λ)m1d ≤ (r, λ)m|T |. From λv < r2 and
λ ≥ (r, λ)2 we have

λ|T |m−1 < r2 ≤ ((r, λ)m|T |)2 ≤ λm2|T |2.
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As T is a nonabelian simple group, we have

60m−3 ≤ |T |m−3 < m2,

from which it follows that m ≤ 3. Since T ∼= Mα E Gα . Aut(T )× Sm and r | |Gα|, r
also divides |T ||Out(T )|m!. Let a = (r, λ), so that ra (k− 1) = λ

a (|T |m−1− 1). It follows
that ra divides |T |m−1−1, and so ( ra , |T |) = 1, which implies r

a | |Out(T )|m!. Therefore,

|T |m−1 = v ≤ λv

a2
<
r2

a2
≤ (|Out(T )|m!)2.

It follows that |T | < 4|Out(T )|2 when m = 2, and |T | < 6|Out(T )| when m = 3. By
[16, Lemma 2.3], T is isomorphic to one of following groups:

L2(q) for q = 5, 7, 8, 9, 11, 13, 16, 27, or L3(4).

However, from the facts |Out(L3(4))| = 12, |Out(L2(q))| = 2 for q ∈ {5, 7, 8, 11, 13,
16, 27} and |Out(L2(9))| = 4 that |T | > 4|Out(T )|2 > 6|Out(T )|, a contradiction.

3.2 Twisted wreath product action

Proposition 3.2. Let D be a 2-(v, k, λ) design with λ ≥ (r, λ)2. If G is a flag-transitive
automorphism group of D, then G is not of twisted wreath product type.

Proof. By Lemma 2.3, G is primitive on P . Suppose G has a twisted wreath product
action. Then

G = T twrQ P = QB o P

where P is a transitive permutation group on {1, . . . ,m} with m ≥ 6 (see [7, Theo-
rem 4.7B(iv)]), Q = P1 and M = Soc(G) = QB = T1 × · · · × Tm ∼= Tm. Put Σ =
{T1, . . . , Tm}, where Ti is identified with the group {(1, 1, . . . , t, . . . , 1; 1) | t ∈ T} ∼= T
where t is in the i-th position. Then G acts on Σ (see [12]). Moreover, the set P of points
can be identified with G\P , the set of right cosets of P in G, so that G acts transitively on
P . Define α = P , so that Gα = P and v = |P| = |T |m.

Similarly to the case of simple diagonal action, let Γ1 = αT1 = {P (t, 1, . . . , 1; 1) | t ∈
T} so that |Γ1| = |T |, and define Γi = αTi for 1 < i ≤ m. Clearly Γi ∩ Γj = {α} for
i 6= j.

Choose an orbit ∆ of Gα in P − {α} such that |∆ ∩ Γ1| = d 6= 0. Let m1 =
|Gα : NGα(T1)|. Since Gα = P and GΣ is transitive on Σ, it follows that m1 ≤ m, and
thus |∆| = m1d ≤ m|T |. Lemma 2.2(iii) implies r

(r,λ) | m1d, and then r ≤ (r, λ)m1d ≤
(r, λ)m|T |. On the other hand, by λv < r2 and λ ≥ (r, λ)2, we have λ|T |m < r2 ≤
((r, λ)m|T |)2. It follows that

60m−2 ≤ |T |m−2 < m2.

Thus, m ≤ 2. However, this contradicts the fact that m ≥ 6.

3.3 Product action

Proposition 3.3. Let D be a 2-(v, k, λ) design with λ ≥ (r, λ)2 admitting a flag-transitive
automorphism group G and G is of product type. Then Soc(G) = T1 × T2 (where Ti ∼= T
is a nonabelian simple group) and G has rank 3.
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Suppose that G has a product action on P . Then there is a group K with a primitive
action (of almost simple or diagonal type) on a set Γ of size v0 ≥ 5, where

P = Γm, G ≤ Km o Sm = K o Sm and m ≥ 2.

The proof of Proposition 3.3 follows from the next two lemmas.

Lemma 3.4. If G acts flag-transitively on a 2-(v, k, λ) design with λ ≥ (r, λ)2 and G is of
product type, then m = 2.

Proof. Let H = K oSm, and let Sm act on M = {1, 2, . . . ,m}. As G is flag-transitive, by
Lemma 2.2(iii) we get [Gα : Gαβ ] ≥ r

(r,λ) for any two distinct points α, β. Since H ≥ G,
it follows that

[Hα : Hαβ ] ≥ [Gα : Gαβ ] ≥ r

(r, λ)
=

λ(v − 1)

(r, λ)(k − 1)
. (3.1)

Let α = (γ, γ, . . . , γ), γ ∈ Γ, β = (δ, γ, . . . , γ), γ 6= δ ∈ Γ and let B ∼= Km be the
base group of H . Then Bα = Kγ × · · · × Kγ , Bαβ = Kγδ × Kγ × · · · × Kγ . Now
Hα = Kγ o Sm, and Hαβ ≥ Kγδ × (Kγ o Sm−1). Suppose K has rank s on Γ with s ≥ 2.
We can choose a δ satisfying [Kγ : Kγδ] ≤ v0−1

s−1 , so that

[Hα : Hαβ ] =
|Hα|
|Hαβ |

≤ |Kγ |m ·m!

|Kγδ||Kγ |m−1 · (m− 1)!
≤ mv0 − 1

s− 1

and hence by Equation (3.1),

λ(v − 1)

(r, λ)(k − 1)
≤ [Gα : Gαβ ] ≤ mv0 − 1

s− 1
. (3.2)

So
vm0 − 1

v0 − 1
≤ m (r, λ)(k − 1)

λ(s− 1)
. (3.3)

Now (k − 1)2 ≤ (r − 1)(k − 1) < r(k − 1) = λv. Thus

vm−1
0 < mv

m
2

0

(r, λ)

λ
1
2

≤ mv
m
2

0 .

Hence m ≤ 2, or m = 3 and v0 < 9.

If m = 3, from Equation (3.3) we have v2
0 + v0 + 1 <

3v
3
2
0

s−1 , so that v0 = 5 or 6 and

s = 2. Now, from (k − 1)2 ≤ λv we have (k−1)2

v30
≤ λ. On the other hand, Equation (3.3)

and λ ≥ (r, λ)2 imply v2
0 + v0 + 1 ≤ 3(k−1)

λ
1
2

, so that λ ≤ 9(k−1)2

(v20+v0+1)2
. It follows that

(k − 1)2

v3
0

≤ λ ≤ 9(k − 1)2

(v2
0 + v0 + 1)2

,

where v0 = 5 or 6. Now G ≤ K o S3 ≤ Sv0 o S3 implies that G is a {2, 3, 5}-group,
so by flag-transitivity, k divides |GB |, and hence the only primes dividing k are 2, 3 or 5.
The only integers v0, k, λ satisfying these conditions are v0 = 5, k = 32, λ = 8 or 9, by
using the software package GAP [9]. Then r = 32 or 36 which contradicts the condition
λ ≥ (r, λ)2. Hence m = 2.
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Lemma 3.5. If G acts flag-transitively on 2-(v, k, λ) design with λ ≥ (r, λ)2 and G is of
product type, then G is a point-primitive rank 3 group and v is an odd number.

Proof. Since G is of product type, then m = 2 by Lemma 3.4. From Equation (3.3), we
have

v0 + 1 ≤ 2(r, λ)(k − 1)

λ(s− 1)
<

2(r, λ)v0

λ
1
2 (s− 1)

≤ 2v0

s− 1
.

This implies s = 2. It follows that K acts 2-transitively on Γ, and H = K o S2 has rank 3
with subdegrees 1, 2(v0 − 1), (v0 − 1)2.

Now G ≤ H , so each subdegree of H is the sum of some subdegrees of G and so
r

(r,λ) | 2(v0 − 1). If r
(r,λ) 6= 2(v0 − 1), then r

(r,λ) ≤ v0 − 1, so that

r2 ≤ (r, λ)2(v0 − 1)2 < (r, λ)2v2
0 ≤ λv

which is a contradiction. Thus r
(r,λ) = 2(v0− 1), by Equation (3.2), we obtain that G must

have a subdegree 2(v0 − 1) and it follows that G induces a 2-transitive group G ≤ K on
Γ. We conclude that G itself has rank 3 on P with subdegrees: 1, 2(v0 − 1), (v0 − 1)2.
Therefore, r

(r,λ) | (v0 − 1)2, i.e., 2 | v0 − 1. So v = v2
0 is an odd number.

Proof of Theorem 1.2. Follows immediately from Propositions 3.1, 3.2 and 3.3.

4 Proof of Theorem 1.3
In this section, we will apply Theorem 1.2 to symmetric designs. For this purpose, we first
give some basic facts on rank 3 permutation groups and symmetric designs. Lemma 4.1
first appears in [16, Lemma 1.5] with a sketch of proof. Since it is an important result for
symmetric designs, we provide its proof here for completeness.

Lemma 4.1. Let G be a finite imprimitive rank 3 permutation group on a set P . Let
P = {α} ∪ X ∪ Y be the decomposition into Gα-orbits. Assume |X| ≤ |Y |. Then
Q = {α} ∪ X is a block of the action of G. Set Ω = {Qg | g ∈ G}, then G acts
2-transitively on Ω.

Proof. Let M be a maximal subgroup of G containing Gα. Then Gα < M and M is not
transitive on P (otherwise, we have G = MGα = M a contradiction). From Gα < M ,
we have Mα = Gα ∩M = Gα and

1 + |X|+ |Y | = |G : Gα| = |G : Mα| = |G : M ||M : Mα| ≥ 2|M : Mα|. (4.1)

Let R = {αx | x ∈ M}. Since both X and Y are orbits of Gα, and Gα < M , there
exists m ∈M\Gα such that αm ∈ X or Y . If αm ∈ X , then X = αmGα ⊆ αM = R, so
that Q ⊆ R. We argue that Q = R. For if Q ( R, then there exists m′ ∈M\Gα such that
y = αm

′ ∈ R\Q ⊆ Y , from which it follows that Y ( R. Hence {α}∪X ∪Y = P ⊆ R,
and thus P = R which contradicts the fact that M is intransitive. Therefore, Q = R =
{α}∪X . Similarly, if αm ∈ Y , we haveR = {α}∪Y . Next, we prove that R 6= {α}∪Y ,
and R = Q is a block.

If R = {α} ∪ Y , since M is transitive on R, we have |R| = |M : Mα| = 1 + |Y |.
Equation (4.1) implies that 1+ |X|+ |Y | ≥ 2(1+ |Y |), so that |X| ≥ 1+ |Y | > |Y | which
contradicts the assumption. Thus we must have Q = {α} ∪ X = R. Since Q = R =
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{αx | x ∈ M}, if Qg ∩ Q 6= ∅ for some g ∈ G, then there exist x, y ∈ M such that
αxg = αy , so that xgy−1 ∈ Gα < M and g ∈M . Hence Qg = Q and Q is a block.

Since Q = {α} ∪X is a block and α ∈ Q, then Gα ≤ GQ, where GQ is the stabilizer
of the block Q. Let Ω = {Qg | g ∈ G} be a block system of imprimitivity of G. As Gα is
transitive on Y = P − Q, it follows that GQ acts transitively on Ω\{Q}, and thus G acts
2-transitively on Ω.

Lemma 4.2 ([16, Lemma 1.6]). Let D = (P,B) be a symmetric 2-(v, k, λ) design and
G ≤ Aut(D) be a point-primitive rank 3 group. Then G is also a block-primitive rank 3
group if one of the following holds for (G,P):

(a) The permutation group is of product or affine type.

(b) The group G is almost simple and G has no 2-transitive representation of degree d,
such that d properly divides v.

Now we begin the proof of Theorem 1.3.

Proof of Theorem 1.3. Assume D is a 2-(v, k, λ) symmetric design with λ ≥ (r, λ)2,
which admits a flag-transitive automorphism groupG. By Theorem 1.2,G is one of the fol-
lowing: (i) affine type, (ii) almost simple type, or (iii) product type with Soc(G) ∼= T × T
where T is a nonabelian simple group and G is a primitive rank 3 group. So we only need
to prove that case (iii) cannot occur.

Suppose for the contrary that G has a product action on the set of points. Here G is a
point-primitive rank 3 group, so we know from Lemma 4.2 that G is also a block-primitive
rank 3 group. By Lemma 2.4, we have m = 1. This contradicts the fact that m = 2 (see
Lemma 3.4). Hence G is of affine or almost simple type.
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Abstract

Continuing the previous research, we consider trees with given number of vertices and
minimal spectral gap. Using the computer search, we conjecture that this spectral invariant
is minimized for double comet trees. The conjecture is confirmed for trees with at most
20 vertices; simultaneously no counterexamples are encountered. We provide theoretical
results concerning double comets and putative trees that minimize the spectral gap. We also
compare the spectral gap of regular graphs and paths. Finally, a sequence of inequalities
that involve the same invariant is obtained.
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1 Introduction
We use standard graph-theoretic terminology and notation. For example, for a graph G,
n = n(G) and m = m(G) denote its order and size, while A = A(G) stands for its
adjacency matrix. The characteristic polynomial ofA is the characteristic polynomial ofG,
denoted PG. Its roots are the eigenvalues of G, denoted λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G).
Non-isomorphic graphs that share the same spectrum are said to be cospectral.
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The difference between the first two eigenvalues δ(G) = λ1(G)− λ2(G) is called the
spectral gap of G. In the previous investigation (see [13]), graphs with small spectral gap
are considered. The purpose of this paper is to continue this investigation in the case of
trees (this part can be considered as counterpart to [13], as well), consider regular graphs
with small spectral gap, and give certain upper and lower bounds for this spectral invariant.

As announced in the Abstract, we conjecture that a minimal spectral gap of trees with
given order is attained for a double comet tree (the conjecture is formulated in the very
beginning of the next section). We also give certain theoretical and computational results
supporting this conjecture, and consider cospectrality of double comets. The conjecture is
open, but nevertheless we give additional (structural and spectral) properties of a tree with
minimal spectral gap.

Next, we compare the spectral gap of regular graphs and paths by showing that, under
some restrictions, the spectral gap of a regular graph is bounded from below by the spectral
gap of the corresponding path. Finally, we give some new bounds on δ expressed in terms
of order, size, clique number, and minimal or maximal vertex degree.

We conclude this section by certain terminology and notation. The main results are
given in Sections 2–4.

We use Pn, Cn,Kn, and Kn1,n2 (n1 + n2 = n) to denote the path, cycle, complete
graph (or clique), and complete bipartite graph on n vertices, respectively. The disjoint
union of graphs G and H is denoted by G∪H , while the disjoint union of k copies of G is
denoted by kG.

The generalized double comet C∗(k1, k2, l), where k1, k2 ≥ 0 and l ≥ 2, is a tree
obtained by attaching k1 pendant vertices at one end of the path Pl and k2 pendant vertices
at the other end of the same path. The path Pl is referred to as the internal path. The double
comet C(k, l) is obtained from C∗(k1, k2, l) for k1 = k2 = k.

2 Spectral gap of trees
We start with the following conjecture.

Conjecture 2.1. Among all trees of order n, the spectral gap is minimized for some double
comet.

The conjecture is confirmed by computer search for trees with at most 20 vertices. In
all situations, there is a unique tree attaining the minimal spectral gap. For n ≤ 8, this is
the path Pn (which is a special case of double comet), for 9 ≤ n ≤ 11 this is C(2, n− 4),
for 12 ≤ n ≤ 15 this is C(3, n− 6), and for 16 ≤ n ≤ 20 this is C(4, n− 8).

If ∆ and ∆′ (< ∆) are the largest and second largest degree in a tree T and the dis-
tance between the vertices having these degrees is at least three, then using the Interlacing
Theorem (cf. [14, Theorem 1.6]), we get λ2(T ) ≥ λ1(K1,∆′) =

√
∆′. In other words,√

∆′ makes a lower bound on λ2(T ). Since an increase in ∆′ increases this bound, it is
natural to assume that the spectral gap is minimized for a tree with two vertices of maximal
degree. We provide more theoretical results supporting Conjecture 2.1.

Theorem 2.2. In the set of trees of order n (n ≥ 2) and two vertices of maximal degree ∆,
the largest eigenvalue λ1 is minimized for the double comet C(∆− 1, n− 2(∆− 1)).

Proof. Clearly, the statement holds for ∆ ≤ 2. Assume next that u, v are the two vertices
of degree ∆ (≥ 3) in a tree T and let N(u), N(v) be their open neighbourhoods. Then,
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removing a pendant vertex which does not belong toN(u)∪N(v) (if such a vertex does not
exist, then T is the required double comet) impose a strict decrease in λ1 (as a consequence
of the Perron-Frobenius Theorem, cf. [2, Theorem 1.3.6]). In addition, by the well-known
result of Hoffman and Smith [4], inserting a vertex in the unique path between u and v
is again followed by a strict decrease in λ1. Therefore, rearranging a described pendant
vertex into the corresponding path gives a tree with smaller largest eigenvalue. Repeating
this procedure, after finite number of steps, we arrive at C(∆− 1, n− 2(∆− 1)).

In the following theorem we use another result of Hoffman [3]: Let H be the graph
obtained from a graph G by attaching a hanging path of an arbitrary length at any vertex
v (of G) of the degree at least two. When the length of the path attached tends to infinity
then the largest eigenvalue of H increases and tends to the largest root of the equation

f(x) =

(
x+
√
x2 − 4

2

)
PG(x)− PG−v(x) = 0,

whenever the largest eigenvalue of H is greater than 2.
Now we have the following theorem comparing spectral gaps of generalized double

comets with equal internal paths.

Theorem 2.3. Given a generalized double comet C∗(k1, k2, l). If l ≥ 2 and k1 ≤ k2 − 2,
then δ(C∗(k1, k2, l)) > δ(C∗(k1 + 1, k2 − 1, l)).

Proof. Let, for short, T (resp. S) stand for C∗(k1, k2, l) (resp. C∗(k1 + 1, k2 − 1, l)).
We have λ1(T ) > λ1(S), as proved in [12], and so it remains to prove that λ2(T ) ≤

λ2(S). First, we consider the three singular cases.
For l = 2, Using the Schwenk formula [2, Theorem 2.4.3], we compute

PT (x) = xk1+k2−2Q(x) and PS(x) = xk1+k2−2R(x),

where

Q(x) =
(
x4 − (k1 + k2 + 1)x2 + k1k2

)
and

R(x) =
(
x4 − (k1 + k2 + 1)x2 + k1k2 − k1 + k2 − 1

)
.

The second largest eigenvalues of both trees coincide with second largest roots of the
polynomials Q and R. Since R(x)−Q(x) = −k1 + k2 − 1 > 0, we get λ2(T ) < λ2(S).

For l = 3, by removing the vertex of maximal degree in T and using the interlacing
argument, we get λ2(T ) ≤

√
k1 + 1. Similarly, by removing the middle vertex of the

internal path in S, we get λ2(S) ≥
√
k1 + 1, and we are done.

For l = 4, following the case l = 2, we get that the characteristic polynomials of trees T
and S are PT (x) = xk1+k2−2Q1(x) and PS(x) = xk1+k2−2R1(x), where the polynomials
Q1 and R1 are computed in a similar way, while their difference is R1(x) − Q1(x) =
(k1 − k2 + 1)(1− x2). Computing this value for x = λ2(T ), we get the assertion.

Let now l ≥ 5. For k1 = 2 we directly get λ2(T ) ≤ 2 ≤ λ2(S), and similarly for
k1 = 1. Let in further T ′ stand for the non-trivial component of the graph obtained by
removing the vertex of degree k2 + 1 in T . By interlacing we have λ2(T ) ≤ λ1(T ′). Since
k1 ≥ 3, we may apply the result given before Theorem 2.3 to get that λ1(T ′) is less than
the largest root of

1

2

(
x+

√
x2 − 4

)
PK1,k1

(x)− Pk1K1(x),
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Figure 1: Double comet C(k, l).

that is the largest root of

1

2

(
x+

√
x2 − 4

)
(x2 − k2)− x.

Setting x =
√
k1 + 2, the last expression becomes equal to

√
k1 − 2, i.e. it is positive in

this point, which implies λ1(T ′) <
√
k1 + 2.

On the other hand, using interlacing once again, we get λ2(S) ≥
√
k1 + 2, which

completes the proof.

In other words, in the set of generalized double comets with fixed internal path Pl, the
minimal spectral gap is attained when the cocliques on k1 and k2 vertices are as equal as
possible.

In order to compute the spectral gap of an arbitrarily large double comet, we derive
formulas for computing its largest and second largest eigenvalue. The following two results
may be viewed as a counterpart to [13, Proposition 2.4].

Theorem 2.4. If λ1(C(k, l)) > 2, then λ1(C(k, l)) is equal to 2 cosh(2t), where t is the
unique positive root of

(
e2t(l−1) + 1

)
k − e−4t

(
e4t + 1

) (
e2t(l+1) + 1

)
= 0. (2.1)

Proof. Let the vertices of C(k, l) be labeled 1, 2, . . . , 2k+ l in natural order (see Figure 1),
and let an eigenvector associated with λ1 = λ1(C(k, l)) be denoted x = (x1, x2, . . . , xn)T .
Then we have

λ1xi =
∑

j∼i
xj (1 ≤ i ≤ 2k + l). (2.2)

Using (2.2), we derive (2.1) in the following way. First, using the symmetry of C(k, l),
we may assume that x1 = x2 = · · · = xk = xk+l+1 = xk+l+2 = · · · = x2k+l (cf. [3]).
Since the coordinates of the eigenvector x are of the same sign and the eigenvector itself is
determined up to a multiplicative constant, we may take x1 = λ1. Then, we have

xk+1 = xk+l = λ2
1. (2.3)

For 0 ≤ i ≤ l−1, using (2.2), we arrive at the following system of recurrence equations

xk+i − λ1xk+i+1 + xk+i+2 = 0 (1 ≤ i ≤ l − 1). (2.4)
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The former equality, that is (2.3), may be regarded as a boundary condition for (2.4).

Solving the related characteristic equation t2−λ1t+ 1 = 0, we get t1 = 1
t2

=
λ1+
√
λ2
1−4

2 ,
which yields

xk+i+1 = c1t
k+i+1
1 + c2t

−(k+i+1)
1 . (2.5)

Setting i = k + 2 and i = k + l − 1 in (2.2), we deduce that

xk+2 = xk+l−1 = λ1(λ2
1 − k).

Next, using the first, and then the second equality in the last chain, we get c2 = c1t
2k+l+1
1

and c1 =
λ1(λ2

1−k)

tk+2
1 +tk+l−1

1

, respectively. Substituting these expressions in (2.5) and using our
boundary condition, we get

λ1

(
tk+2
1 + tk+l−1

1

)
= (λ2

1 − k)
(
tk+1
1 + tk+l

1

)
.

Finally, using the obtained expression for t1 and setting λ1 = 2 cosh(2t), after a
straightforward computation we arrive at (2.1).

A simple analysis shows that the equation (2.1) has a positive real root. Moreover, it
must be unique, because otherwise we would have two non-collinear eigenvectors corre-
sponding to a simple eigenvalue λ1. This observation completes the proof.

Our next result is obtained in the same way. We omit the proof and refer the reader to
the previous theorem and [13].

Theorem 2.5. If λ2(C(k, l)) > 2, then λ2(C(k, l)) is equal to 2 cosh(2t), where t is the
unique positive root of

(
e4t − e2t(l+1)

)
(k − 1) + e2t(l+3) − 1 = 0. (2.6)

The last two theorems enable us to compute the spectral gap of an arbitrary double
comet. All what we need is to find the positive roots of (2.1) and (2.6) by means of nu-
merical computation. In this way we get the trees with extremely small spectral gaps. For
example, we have the following results for double comets determined by parameters (k, l):

(k, l) (10, 10) (50, 10) (100, 10) (4, 10) (4, 50) (4, 100)

δ ≈ 0.0001 1.7 · 10−7 1.0 · 10−8 0.0073 2.1 · 10−12 2.5 · 10−24

So, Conjecture 2.1 remains open. If, for some n there exists a tree which is not a double
comet but has the minimal spectral gap then, by the previous computation, its spectral gap
is very close to zero. Moreover, its second largest eigenvalue must be simple, as proved in
our next statement.

Theorem 2.6. If T is a graph with minimal spectral gap in the set of trees of order n, then
λ2(T ) > λ3(T ).

Proof. Assume to the contrary. Since T is a tree, it contains a vertex with two hanging
paths attached. If these paths are Pn1 and Pn2 where, say n1 ≥ n2 ≥ 2, then let T ′ be the
tree obtained by the relocation of the endvertex of Pn2

to the end of Pn1
. It is known from

numerous literature, see for example [14, Lemma 1.29(i)], that λ1(T ) > λ1(T ′). Next,
since λ2(T ) = λ3(T ), by interlacing, we get λ2(T ) ≤ λ2(T ′). Altogether, δ(T ) > δ(T ′),
a contradiction.
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Recall that, according to the computer search, for n ≤ 20, there is a unique tree that
minimizes the spectral gap. So, there is another question: is such a tree unique for all n?
A contribution to this question may be given by considering cospectrality of double comet
graphs. It is not difficult to see that no every double comet has the unique spectrum (an easy
exercise for the reader: show that C(2, l) is cospectral with C4 ∪ Pl). However, connected
graphs that are cospectral with double comets are more interesting in our context. Here we
provide the following result.

Theorem 2.7. The double comet C(k, 2) is cospectral with a connected graph if and only
if k = t2 − t+ 1, for t ∈ N. The spectrum of a double comet C(k, l), 3 ≤ l ≤ 5, is unique
in the set of connected graphs.

Sketch proof. Observe that cospectral graphs have equal orders and sizes, and therefore if
a connected graph is cospectral with a double comet, then such a graph must be a tree.
Next, recall from [6] that the multiplicity of zero (also known as nullity) in the spectrum
of a tree is n − 4 if and only if that tree is a generalized double comet C∗(k1, k2, l), for
2 ≤ l ≤ 3. Similarly, the trees of nullity n − 6 are those illustrated in Figure 2. Clearly,
double comets specified in this theorem are covered by these sets of trees, and so to consider
their cospectrality we need to compare their spectra with spectra of trees with equal number
of zero eigenvalues.

For l = 2, the possible candidates are the mentioned two generalized double comets
with nullity equal to n − 4. Recall (from the proof of Theorem 2.3) that the characteristic
polynomial of C∗(k1, k2, 2) is:

PC∗(k1,k2,2)(x) = xk1+k2−2
(
x4 − (k1 + k2 + 1)x2 + k1k2

)
.

Also, using the same method, we compute

PC∗(k1,k2,3)(x) = xk1+k2−1
(
x4 − (k1 + k2 + 2)x2 + k1k2 + k1 + k2

)
.

By setting k1 = k2 = k in the first polynomial, we get the characteristic polynomial of
C(k, 2). Next, comparing the characteristic polynomials of C(k, 2) and C∗(k1, k2, 2), we
get k1 + k2 = k and k1k2 = k2, which implies k1 = k2, i.e. the only solution is obtained
when the corresponding trees are isomorphic.

k1︷ ︸︸ ︷ k2︷ ︸︸ ︷ k3︷ ︸︸ ︷ k1︷ ︸︸ ︷ k2︷ ︸︸ ︷ k3︷ ︸︸ ︷

k1︷ ︸︸ ︷ k2︷ ︸︸ ︷ k3︷ ︸︸ ︷

Figure 2: Trees of nullity n− 6.

Taking into account C∗(k1, k2, 3), we get k1 + k2 = 2k − 1 and k1k2 = (k − 1)2,
which means that k1 and k2 are the solutions of s2 − (2k − 1)s + (k − 1)2 = 0, i.e. they
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are of the form 2k−1±
√

4k−3
2 . Since we are interested in integral solutions, 4k − 3 must

be a perfect square (clearly, an odd integer). Setting 4k − 3 = (2t − 1)2, t ∈ N, we get
k = t2 − t + 1. In addition, each k of this form gives two distinct positive values for k1

and k2, and we are done.
The cases l ∈ {3, 4, 5} are considered in exactly the same way, i.e. by comparing

the corresponding characteristic polynomials and, in some situations, by reducing the pro-
cedure by using theoretic reasoning based on more sophisticated results like eigenvalue
interlacing. In all cases we get that the double comet under consideration is not cospectral
with any of possible candidates, and the proof follows.

So, in general case, a double comet may be cospectral with another graph. Even more,
it may occur that this graph is connected (and then, it is also a tree). On the other hand, in
our computational results double comets that are cospectral with other trees do not appear
in the role of those with minimal spectral gap.

3 Comparing the spectral gap of paths and regular graphs

It is proved in [13] that the spectral gap of the path Pn is always less than the spectral gap
of the cycleCn. In other words, the spectral gap of any connected 2-regular graph is greater
than δ(Pn). Perhaps surprisingly, but a similar conclusion cannot be deduced for all regular
graphs. A counterexample is the regular graph illustrated in Figure 3. Its spectral gap is
close to 0.105, while we simultaneously have δ(P14) ≈ 0.129 (both values are rounded to
three decimal places).

Figure 3: A regular graph whose spectral gap is smaller than the spectral gap of the corre-
sponding path.

If the vertex degree is sufficiently large, then we have the following result.

Theorem 3.1. Let G be a connected r-regular graph of order n (n ≥ 3). If r ≥ 22, then

δ(G) > δ(Pn).

Proof. If n ≤ 2r + 1, then

λ2(G) = −λn(G) ≤ λ1(G) = n− r − 2,

and so δ(G) = λ1(G) − λ2(G) ≥ r − (n − r − 2) ≥ 1. On the other hand, δ(Pn) < 1
holds for any n ≥ 5, while the cases n = 3 and n = 4 are resolved easily.
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Let now n ≥ 2r + 2. Considering δ(Pn) and using the Taylor series, we get

δ(Pn) = 2

(
cos

π

n+ 1
− cos

2π

n+ 1

)

< 2
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2

(
π

n+ 1

)2

+
1

4!

(
π
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)4

− 1

+
1

2

(
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)2

− 1

4!

(
2π

n+ 1

)4

+
1

6!

(
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)6
)

= 2

(
3

2

(
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n+ 1

)2

− 15

4!

(
π

n+ 1

)4

+
1

6!

(
2π
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)6
)

= 3

(
π

n+ 1

)2
(

1− 5

12

(
π

n+ 1

)2

+
23

5 · 33

(
π

n+ 1

)4
)

< 3

(
π

n+ 1

)2

.

We next use the inequalities for regular graphs, δ ≥ 4
nD [7] and D ≤ 3

⌊
n
r+1

⌋
− 1 [1],

where D stands for the diameter. We compute

δ(G) ≥ 4

nD
≥ 4

n
(

3
⌊
n
r+1

⌋
− 1
) ≥ 4

n
(

3
(
n
r+1

)
− 1
)

=
4(r + 1)

n(3n− r − 1)
>

4(r + 1)

3n2
.

Since, for r ≥ 22 it holds 3
(

π
n+1

)2

< 4(r+1)
3n2 , we get the assertion.

4 Bounds for spectral gap
In this section we give some bounds on δ(G). We start with the following lemma.

Lemma 4.1. Given a connected graph G, let K denote its proper subgraph isomorphic to
either a complete graph Kp or a complete bipartite graph Kp,q . If H is a graph obtained
from G by deleting all edges belonging to K, then

λ2(G) ≤ λ1(H).

Proof. Assume that G has n vertices, and K has k vertices. Since K is a proper subgraph,
k < n must hold. If A is the adjacency matrix of K ∪ (n − k)K1 and B is the adjacency
matrix of H then, by applying the Courant-Weyl inequality λ2(A+B) ≤ λ2(A) + λ1(B)
(cf. [2, Theorem 1.3.5]), we get

λ2(G) ≤ λ2(K ∪ (n− k)K1) + λ1(H) = 0 + λ1(H).

In what follows, we use the following upper bound for λk1 (k being a positive integer)
in terms of the clique number ω and the number of k-walks wk in G [9],

λk1 ≤
ω − 1

ω
wk. (4.1)
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Theorem 4.2. For a connected graph G with n vertices, m edges, and the clique number
ω (ω ≥ 3),

δ ≥ ω − 1−

√
(ω − 2)

(
2m

ω − 1
− ω

)
. (4.2)

Proof. Setting k = 2 in (4.1), we get λ2
1 ≤ 2ω−1

ω m. Deleting the edges belonging to a
largest clique of G and using Lemma 4.1, we get

λ2(G)2 ≤ 2
ω − 2

ω − 1

(
m−

(
ω

2

))
,

or

λ2(G) ≤

√
(ω − 2)

(
2m

ω − 1
− ω

)
.

On the other hand, λ1(G) ≥ ω − 1, and we get the assertion.

Analyzing the lower bound (4.2), we get ω−1−
√

(ω − 2)
(

2m
ω−1 − ω

)
≥ 0 whenever

m ≤ 1

2
+ ω(ω − 1) +

1

2ω − 4
.

In other words, this lower bound gives a non-trivial result only if the above inequality
(on m) holds. Moreover, although the previous theorem is easily proved, the obtained
inequality can give a good estimate in some cases. If we consider the graph G obtained
from the complete graph Kp by attaching k pendant edges at one of its vertices then (4.2)

gives δ ≤ p − 1 −
√
k p−2
p−1 . Setting p = 10 and k = 1 we get δ ≈ 8.572. The deviation

form the exact value is close to 0.390.
In the following theorem we provide more lower bounds on δ. The first of them is based

on the following inequality for a graph with n vertices, m edges and minimal vertex degree
dmin [5, 8],

λ1 ≤
dmin − 1 +

√
(dmin + 1)2 + 4(2m− dminn)

2
. (4.3)

Theorem 4.3. LetG be a connected r-regular graph with n vertices and letH be obtained
form G by deleting

(a) all edges belonging to a clique Kp (p < n),

(b) all edges belonging to a proper induced subgraph Kp,q (p ≤ q),

then

(a) δ(G) ≥ r+p−
√

4n(p−1)+(r+2)2−3p2−2rp

2 ,

(b) δ(G) ≥ r+q+1−
√

4nq+(r−q+1)2−8pq

2 if H is connected, and

δ(G) ≥ r+p+1−
√

4np+(r−p+1)2−8pq−4p(r−p)
2 if H is disconnected.



206 Ars Math. Contemp. 14 (2018) 197–207

Proof. Consider (a). By Lemma 4.1, λ2(G) ≤ λ1(H). The graph H has n vertices,
rn
2 −

(
p
2

)
edges, and the minimal vertex degree in H is r − p + 1. Using the inequality

(4.3), we get

λ2(G) ≤ λ1(H) ≤
r − p+

√
4n(p− 1) + (r + 2)2 − 3p2 − 2rp

2
,

and since λ1(G) = r, we get the assertion.
Consider now (b). If H is connected then it has n vertices, rn

2 − pq edges, and the
minimal vertex degree inH is r−q. Using (4.3), we get the assertion. IfH is disconnected
then p < q = r, and it contains p isolated vertices. Excluding these vertices, we get the
graph with n− p vertices and minimal vertex degree r− p. The desired inequality is again
obtained by using the same argument.

Here is an upper bound for a special class of regular graphs.

Theorem 4.4. Let G be an r-regular graph of order n. If G is triangle free, then

δ(G) ≤ n
(

2− n

r + 1

)
. (4.4)

Equality holds if G is isomorphic to Kn
2 ,

n
2

.

Proof. We have λn(G) ≤ − (n−r−1)2

r+1 (cf. [10]), and thus λ2(G) = −1− λn(G) ≥ −1 +
(n−r−1)2

r+1 . Now, δ(G) = r − λ2(G) would be less than or equal to r + 1 − (n−r−1)2

r+1 =

n
(

2− n
r+1

)
whenever this number is non-negative, i.e. whenever r ≥ n−2

2 . On the other

hand, if G is triangle-free, then λ1(G) ≤
√
m(G) (see [11]), i.e. n− r−1 ≤

√
n(n−r−1)

2 ,
which again gives r ≥ n−2

2 . Hence, inequality (4.4) holds for any graph specified in the
theorem.

The equality is verified by direct computation.
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8ECM and EWM

Koper, Slovenia, Friday, 27 October 2017. Elena Resmerita of Alpen-Adria University
Klagenfurt (Austria), who is Deputy-Convenor of the European Women in Mathematics
network (EWM), visited the University of Primorska (Slovenia) and delivered a lecture ti-
tled Stable reconstruction of solutions of ill-posed problems – selected topics, at the Math-
ematics Research Seminar. She also visited nearby Portorož, which will be the site of the
8th European Congress in Mathematics (8EMC) in 2020. During her visit she met with
the Chair and some members of the Organising committee (OC) for the 8ECM, which was
joined also via the internet by Carola-Bibiane Schönlieb (University of Cambridge (UK),
Convenor of the EWM), Alessandra Celletti (University of Rome Tor Vergata (Italy), Chair
of the EMS Committee for Women in Mathematics), and Marie-Françoise Roy (Université
de Rennes 1 (France), Chair of the IMU Committee for Women in Mathematics). The aim
of the meeting was to explore ways in which questions involving gender balance and other
equal opportunity and non-discrimination issues in European mathematics should be pre-
sented at the 8ECM. The OC for the 8ECM recognised the importance of these issues by
forming an Equal Opportunity Sub-Committee, chaired by Karin Cvetko Vah (University
of Ljubljana (Slovenia)). Several novel strategies have been put on the table, and the OC
for the 8ECM has been invited to present its work on the upcoming congress at the next
general meeting of the EWM, which will take place in Graz (Austria) in September 2018.
It is expected that the format of the engagement of the EWM in the 8ECM will be finalised
at that time.

Tomaž Pisanski
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Non-commutative structures 2018:
A workshop in honor of Jonathan Leech

Portorož, Slovenia, May 23 – 27, 2018

https://conferences.famnit.upr.si/e/ncs2018

Recently, non-commutative generalizations of lat-
tices and related structures have seen an upsurge in
interest, with new ideas and applications emerging,
from quasilattices to skew Heyting algebras. Much of
this activity derives in some way from the initiation,
thirty years ago, by Jonathan Leech, of a research
program into structures based on Pascual Jordan’s no-
tion of a non-commutative lattice. The first workshop
on non-commutative structures aims to present the
breadth of contemporary research in the area, with
contributions from international and Slovenian math-
ematicians. We are delighted that Jonathan Leech has
accepted our invitation to deliver the keynote address
in this meeting, which will hopefully be the first of
many.

Venue: The conference will take place at UP FTŠ – Turistica in Portorož, Slovenia.

Keynote Speaker:
• Jonathan Leech, Westmont College (CA, USA)

Confirmed Invited Speakers:
• Robert J. Bignall, Sunway University (Malaysia)
• Des FitzGerald, University of Tasmania (Tasmania, Australia)
• Mai Gehrke, CNRS & University of Côte d’Azur (France)
• Sam van Gool, University of Amsterdam (Netherlands)
• Michael Kinyon, University of Denver (CO, USA)
• Ganna Kudryavtseva, University of Ljubljana (Slovenia)
• Antonino Salibra, Ca’Foscari University of Venice (Italy)
• Alex Simpson, University of Ljubljana (Slovenia)
• Matthew Spinks, University of Cagliari (Italy)
• Andreja Tepavčević, University of Novi Sad (Serbia)

Meeting of COST Action QSPACE Working Group 5 (Gender and Outreach) and
Roundtable Discussion: “Gender Issues and European Women in Mathematics”
Special Guest:
• Elena Resmerita, EWM, Deputy Convenor,

Alpen-Adria Universität Klagenfurt (Austria)

xiii



Contributed talks are welcome!
Participants are asked to submit their work to the special issue of the Art of Discrete and
Applied Mathematics, a diamond open access, peer-reviewed journal.

Guest Editors for the ADAM Proceedings: Karin Cvetko Vah and Tomaž Pisanski

Scientific Committee: Karin Cvetko Vah, Michael Kinyon, Tomaž Pisanski

Organizing Committee: Nino Bašić, Karin Cvetko Vah, João Pita Costa, Tomaž Pisanski

Organized by:
• SDAMS – Slovenian Discrete and Applied Mathematics Society

In Collaboration with:
• UP FAMNIT – University of Primorska, Faculty of Mathematics, Natural Sciences

and Information Technologies
• UP IAM – University of Primorska, Andrej Marušič Institute
• UL FMF – University of Ljubljana, Faculty of Mathematics and Physics
• IMFM – Institute of Mathematics, Physics and Mechanics
• COST Action MP1405 Quantum Structure of Spacetime (QSPACE)

For more information, visit our website or email your inquiry to ncs2018@sdams.si.
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