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Plan S – A Golden Addition to the Diamond Open
Access Publishing Model

We wish to tell readers about ‘Plan S’, which is a very recent initiative in Europe,
begun in September 2018 with the aim of speeding up a transition from the traditional,
subscription-based publishing model to the Gold Open Access model.

This plan envisages that all research supported by public money in Europe should be
published in Gold OA journals from 2020. Although not all details have been decided, it
appears that Plan S could involve imposing sanctions against authors whose research was
supported by public research agencies but publish their work subscription-based journals,
even in leading journals such as Annals of Mathematics, Acta Mathematica, Inventiones
Mathematicae, JAMS and JEMS.

An obvious possible consequence of this is that some high quality research will be
sponsored by private funding (to avoid such sanctions), and that public funding will support
research of lesser importance. Accordingly, it seems to us that Plan S is not about research,
or about authors or readers, but is driven by financial considerations.

Plan S was put up by cOAlition S, which is a consortium of 16 European National
Research Agencies. These agencies intend to pay the costs of APC (article processing
charges).

For example, the Slovenian Research Agency ARRS (which is a founding member of
cOAlition S) issued a call in October 2018 and set aside 300 000 e for paying back APC
for gold OA for articles published in 2018. At the end of November 2018 the results were
published and can be found here: http://www.arrs.gov.si/sl/progproj/rproj/
rezultati/18/inc/rezultati-odprti-dostop-18.pdf

About 80 Gold OA papers are listed there as winners. The APC for each of them will
be paid by the ARRS. The costs of publication vary from about 500 e to over 4000 e per
paper, with the majority of APC sitting between 1000 and 2000e, and one can easily check
that most of this public money goes to private publishing houses.

There were three criteria for the eligibility of a paper for this payment:
(a) acknowledgement of support by the ARRS,
(b) payment for the APC in 2018, and
(c) ranking of the journal in which the paper appears as Q1 in WoS or Scopus.

We note that the third criterion is not compliant with the 2013 Declaration on Research
Assessment (DORA), because it involves the use of impact factors. We also note that to
date, no authors of mathematical papers have applied for this support by the ARRS.

The pertinent question for Ars Mathematica Contemporanea is how should Diamond
OA journals adapt to Plan S.

First, we plan to ensure that AMC is compliant with Plan S. For any article in which
support is to be acknowledged from a Plan S compliant agency (such as the ARRS), we
will offer the authors the option of either removing the acknowledgement, or paying APC
at some reasonable rate (such as 2000 e). Before we start implementing this policy, we
will negotiate with the ARRS (and through the ARRS with other Plan S agencies and other
institutions) to make sure they will indeed reimburse the APC.
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Strictly speaking, this means we will change our publishing model from Diamond OA
to Gold OA, but on the other hand, we will waive APC for most papers. We believe other
Diamond Open Access journals should consider similar adjustments, to deal with Plan S.

An interesting question remains. The supporters of Plan S are being encouraged to sign
DORA. But when this happens, it is not at all clear how the ‘excellence’ of eligible journals
will be determined.

Klavdija Kutnar, Dragan Marušič and Tomaž Pisanski
Editors in Chief
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Abstract

We prove that there exist infinitely many splittable and also infinitely many unsplit-
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1 Introduction and preliminaries
The idea of unsplittable configuration was conceived in 2004 and formally introduced in
the monograph [8] by Grünbaum. Later, it was also used in [19]. In [20], the notion was
generalized to graphs. In this paper we present some constructions for splittable and un-
splittable cyclic configurations. In [9], the notion of cyclic Haar graph was introduced. It
was shown that cyclic Haar graphs are closely related to cyclic configurations. Namely,
each cyclic Haar graph of girth 6 is a Levi graph of a cyclic combinatorial configuration;
see also [18]. For the definition of the Levi graph (also called incidence graph) of a con-
figuration the reader is referred to [4]. The classification of configurations with respect to
splittability is a purely combinatorial problem and can be interpreted purely in terms of
Levi graphs.

Let n be a positive integer, let Zn be the cyclic group of integers modulo n and let
S ⊆ Zn be a set, called the symbol. The graph H(n, S) with the vertex set {ui | i ∈
Zn}∪ {vi | i ∈ Zn} and edges joining ui to vi+k for each i ∈ Zn and each k ∈ S is called
a cyclic Haar graph over Zn with symbol S [9]. In practice, we will simplify the notation
by denoting ui by i+ and vi by i−.

Definition 1.1. A combinatorial (vk) configuration is an incidence structure C = (P,B, I),
where I ⊆ P × B, P ∩ B = ∅ and |P| = |B| = v. The elements of P are called points,
the elements of B are called lines and the relation I is called the incidence relation. Fur-
thermore, each line is incident with k points, each point is incident with k lines and two
distinct points are incident with at most one common line, i.e.,

{(p1, b1), (p2, b1), (p1, b2), (p2, b2)} ⊆ I, p1 6= p2 =⇒ b1 = b2. (1.1)

If (p, b) ∈ I then we say that the line b passes through point p or that the point p lies
on line b. An element of P ∪ B is called an element of configuration C.

A combinatorial (vk) configuration C = (P,B, I) is geometrically realisable if the
elements of P can be mapped to different points in the Euclidean plane and the elements
of B can be mapped to different lines in the Euclidean plane, such that (p, b) ∈ I if and
only if the point that corresponds to p lies on the line that corresponds to b. A geometric
realisation of a combinatorial (vk) configuration is called a geometric (vk) configuration.
Note that examples in Figures 2, 3 and 4 are all geometric configurations. The Fano plane
(73) is an example of a geometrically non-realizable configuration.

An isomorphism between configurations (P,B, I) and (P ′,B′, I ′) is a pair of bijec-
tions ψ : P → P ′ and ϕ : B → B′, such that

(p, b) ∈ I if and only if (ψ(p), ϕ(b)) ∈ I ′. (1.2)

The configuration C∗ = (B,P, I∗), where I∗ = {(b, p) ∈ B×P | (p, b) ∈ I}, is called the
dual configuration of C. A configuration that is isomorphic to its dual is called a self-dual
configuration.

The Levi graph of a configuration C is the bipartite graph on the vertex set P∪B having
an edge between p ∈ P and b ∈ B if and only if the elements p and b are incident in C,
i.e., if (p, b) ∈ I. It is denoted L(C). Condition (1.1) in Definition 1.1 implies that the
girth of L(C) is at least 6. Moreover, any combinatorial (vk) configuration is completely
determined by a k-regular bipartite graph of girth at least 6 with a given black-and-white
vertex coloring, where black vertices correspond to points and white vertices correspond
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to lines. Such a graph will be called a colored Levi graph. Note that the reverse coloring
determines the dual configuration C∗ = (B,P, I∗). Also, an isomorphism between con-
figurations corresponds to color-preserving isomorphism between their respective colored
Levi graphs.

A configuration C is said to be connected if its Levi graph L(C) is connected. Similarly,
a configuration C is said to be k-connected if its Levi graph L(C) is k-connected.

Definition 1.2 ([19]). A combinatorial (vk) configuration C is cyclic if it admits an auto-
morphism of order v that cyclically permutes the points and lines, respectively.

In [9] the following was proved:

Proposition 1.3 ([9]). A configuration C is cyclic if and only if its Levi graph is isomorphic
to a cyclic Haar graph of girth 6.

It can be shown that each cyclic configuration is self-dual, see for instance [9].

2 Splittable and unsplittable configurations (and graphs)
Let G be any graph. The square of G, denoted G2, is a graph with the same vertex set
as G, where two vertices are adjacent if and only if their distance in G is at most 2. In
other words, V (G2) = V (G) and E(G2) = {uv | dG(u, v) ≤ 2}. The square of the Levi
graph L(C) of a configuration C is called the Grünbaum graph of C in [19] and [20]. In
[8], it is called the independence graph. Two elements of a configuration C are said to be
independent if they correspond to independent vertices of the Grünbaum graph.

Example 2.1. The Grünbaum graph of the Heawood graph is shown in Figure 1. Its com-
plement is the Möbius ladder M14.

6−

6+

0−
0+1−

1+

2−

2+

3−

3+

4− 4+
5−

5+

(a)

6−

6+

0−
0+1−

1+

2−

2+

3−

3+

4− 4+
5−

5+

(b)

Figure 1: The Heawood graph H = H(7, {0, 1, 3}) ∼= LCF[5,−5]7 (on the left) is the
Levi graph of the Fano plane. Its Grünbaum graph G is on the right. Note that there is an
orange solid edge between two vertices of G if and only if they are at distance 2 in H .

It is easy to see that two elements of C are independent if and only if one of the following
hold:
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(i) two points of C that do not lie on a common line of C;

(ii) two lines of C that do not intersect in a common point of C;

(iii) a point of C and a line of C that are not incident.

The definition of unsplittable configuration was introduced in [8] and is equivalent to
the following:

Definition 2.2. A configuration C is splittable if there exists an independent set of vertices
Σ in the Grünbaum graph (L(C))2 such that L(C)−Σ, i.e., the graph obtained by removing
the set of vertices Σ from the Levi graph L(C), is disconnected. In this case the set Σ is
called a splitting set of elements. A configuration that is not splittable is called unsplittable.

This definition carries over to graphs:

Definition 2.3. A connected graph G is splittable if there exists an independent set Σ in
G2 such that G− Σ is disconnected.

Example 2.4. Every cycle of length at least 6 is splittable (there exists a pair of vertices at
distance 3 in G).

Every graph of diameter 2 without a cut vertex is unsplittable. The square of such a
graph on n vertices is the complete graphKn. This implies that |S| = 1. Since there are no
cut vertices, a splitting set does not exist. The Petersen graph is an example of unsplittable
graph.

In [8], refinements of the above definition are also considered. Configuration C is point-
splittable if it is splittable and there exists a splitting set of elements that consists of points
only (i.e., only black vertices in the corresponding colored Levi graph). In a similar way
line-splittable configurations are defined. Note that these refinements can be defined for
any bipartite graph with a given black-and-white coloring. There are four possibilities, that
we call splitting types. Any configuration may be:

(T1) point-splittable, line-splittable,

(T2) point-splittable, line-unsplittable,

(T3) point-unsplittable, line-splittable,

(T4) point-unsplittable, line-unsplittable.

Any configuration of splitting type T1, T2 or T3 is splittable. A configuration of split-
ting type T4 may be splittable or unsplittable. For an example of a point-splittable (T2)
configuration see Figure 2. The configuration on Figure 2 is isomorphic to a configura-
tion on Figure 5.1.11 from [8]. For an example of a line-splittable (T3) configuration see
Figure 3.

Note the following:

Proposition 2.5. If C is of type T1 then its dual is also of type T1. If it is of type T2 then its
dual is of type T3 (and vice versa). If it is of type T4 then its dual is also of type T4.

Since types are mutually disjoint, this has a straightforward consequence for cyclic
configurations:

Corollary 2.6. Any self-dual configuration, in particular any cyclic configuration, is either
of type T1 or T4.



N. Bašić et al.: Splittable and unsplittable graphs and configurations 5

Figure 2: A point-splittable (153) configuration of type T2. Points that belong to a splitting
set are colored red. Its dual is of type T3 (see Figure 3).

Figure 3: A line-splittable (153) configuration of type T3. Lines that belong to a splitting
set are colored orange. Its dual is depicted in Figure 2.

Obviously, unsplittable configurations are of type T4. However, the converse is not
true:

Proposition 2.7. Any unsplittable configuration is point-unsplittable and line-unsplittable.
There exist splittable configurations that are both point-unsplittable and line-unsplittable.

Proof. The first statement of Proposition 2.7 is obviously true. An example that provides
the proof of the second statement is shown in Figure 4. The splitting set is

{0, 8, 10, (1, 9, 11), (6, 7, 14)}.

Note that configuration in Figure 4 is not cyclic, but it is 3-connected. In [8], the
following theorem is proven:

Theorem 2.8 ([8, Theorem 5.1.5]). Any unsplittable (n3) configuration is 3-connected.

Our computational results show that the converse to Theorem 2.8 is not true. There
exist 3-connected splittable configurations. See, for instance, the configuration in Figure 4.
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3

6

1

2

5

4

8

10

0

12

14

11

13

9

7

Figure 4: A splittable (153) configuration of type T4. Elements of a splitting set are points
0, 8 and 10 (colored red) and lines (1, 9, 11) and (6, 7, 14) (colored orange).

3 Splittable and unsplittable cyclic (n3) configurations
We used a computer program to analyse all cyclic (n3) configurations for 7 ≤ n ≤ 30
(see Table 1, Table 2 and Table 3). In [9] it was shown that cyclic Haar graphs contain
all information about cyclic combinatorial configurations. In trivalent case combinatorial
isomorphisms of cyclic configurations are well-understood; see [11]. Namely, it is known
how to obtain all sets of parameters of isomorphic cyclic Haar graphs. We would like to
draw the reader’s attention to the manuscript [10], where the main result of [11] is extended
to cyclic (nk) configurations for all k > 3. One would expect that large sparse graphs are
splittable. In this sense the following result is not a surprise:

Theorem 3.1. Let H(n, {0, a, b}) be a cyclic Haar graph, where 0 < a < b. Let

W = {0, a, b, 2b, b+ a, b− a, 2b− a, 2b− 2a, 3b− a, 3b− 2a, 2b+ a, 3b} and

B = {0, a, b, 2b, b+ a, b− a, 2b− a, 2b− 2a, 3b− a, 3b− 2a,−a, b− 2a}

be multisets with elements from Zn. If all elements of W are distinct and all elements of
B are distinct (i.e. W and B are ordinary sets, |W| = |B| = 12) then H(n, {0, a, b}) is
splittable and

Σ = {0+, 2b+, (2b− 2a)+, (b− a)−, (b+ a)−, (3b− a)−}

is a splitting set for H(n, {0, a, b}).

Proof. See Figure 5. IfW and B are ordinary sets then the graph in Figure 5 is a subgraph
of H(n, {0, a, b}). It is easy to see that Σ is a splitting set. The set Σ is indeed an indepen-
dent set in the square of the graph H(n, {0, a, b}) since no two vertices of Σ are adjacent
to the same vertex. In order to see that the subgraph obtained by removing the vertices of
Σ is disconnected, note that one of the connected components is the cycle determined by
vertices {b+, (b− a)+, (2b− a)+, b−, 2b−, (2b− a)−}.

Corollary 3.2. Under conditions of Theorem 3.1, the girth of the graph H(n, {0, a, b})
is 6.
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(2b− a)−

(b− a)+

b−

(2b− a)+

2b−

b+

(b− a)−

0+

(b+ a)−

2b+

(3b− a)−

(2b− 2a)+

(b− 2a)+ −a+

a−

0−

a+

(b+ a)+

3b−(2b+ a)−

(3b− a)+

(3b− 2a)+

(3b− 2a)−

(2b− 2a)−

Figure 5: The set Σ = {0+, 2b+, (2b− 2a)+, (b− a)−, (b+ a)−, (3b− a)−} is a splitting
set for H(n, {0, a, b}).

Proof. The girth of such a graph is at most 6 because it contains a 6-cycle (see Figure 5).
It is easy to see that the girth cannot be 4. Because the graph H(n, {0, a, b}) is bipartite,
each 4-cycle must contain a black vertex. Consider vertex b+ in Figure 5. Its neighborhood
is {b−, 2b−, (b + a)−}. None of those vertices have a common neighbor, so b+ does not
belong to any 4-cycle. Because of symmetry this argument holds for all black vertices.

Corollary 3.3. There exist infinitely many cyclic (n3) configurations that are splittable.
For example, the following three families of cyclic Haar graphs are splittable:

(a) H(n, {0, 1, 4}) for n ≥ 13,

(b) H(n, {0, 1, 5}) for n ≥ 16, and

(c) H(n, {0, 2, 5}) for n ≥ 16.

Proof. Corollary 3.2 implies that each graph from any of the three families has girth
6. From Theorem 3.1 it follows that Σ = {0+, 6+, 8+, 3−, 5−, 11−} is a splitting set
for H(n, {0, 1, 4}) if n ≥ 13 (see Figure 6), {0+, 8+, 10+, 4−, 6−, 14−} is a splitting
set for H(n, {0, 1, 5}) if n ≥ 16, and {0+, 6+, 10+, 3−, 7−, 13−} is a splitting set for
H(n, {0, 2, 5}) if n ≥ 16.

If n < 13 then conditions of Theorem 3.1 are not fulfilled. If n = 12 then (n− 1)+ =
11+ which means that the vertices of the graph in Figure 6 are not all distinct. If n = 9
then 9− = 0− since we work with Z9. Similar arguments can be made if n < 16 in the
case of the other two families from Corollary 3.3.

We investigated the first 100 graphs from the H(n, {0, 1, 4}) family. All but two
are zero symmetric, nowadays called graphical regular representation or GRR for short
(see [5]). The exceptions are for n = 13 and n = 15.
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7−

3+

4−

7+

8−

4+

3−

0+

5−

8+

11−

6+

2+ (n− 1)+

1−

0−

1+

5+

9−12−

11+

10+

10−

6−

Figure 6: The set Σ = {0+, 6+, 8+, 3−, 5−, 11−} is a splitting set for H(n, {0, 1, 4})
where n ≥ 13.

By Corollary 3.3, there are infinitely many splittable (n3) configurations. However, we
are also able to show that there is no upper bound on the number of vertices of unsplittable
(n3) configurations:

Theorem 3.4. There exist infinitely many cyclic (n3) configurations that are unsplittable.

Proof. We use the cyclic Haar graphs X = H(n, {0, 1, 3}), where n ≥ 7. Clearly, each
of them has girth 6. The graph can be written as LCF[5,−5]n. (For the LCF notation
see [19].) This means that the edges determined by symbols 0 and 1 form a Hamiltonian
cycle while the edges arising from the symbol 3 form chords of length 5. See Figure 1 for
an example.

Let us assume the result does not hold. This means there exists a splitting set Σ. By
removing Σ from the graph the Hamiltonial cycle breaks into paths. Each path must contain
at least two vertices. Let the sequence Π = (p1, p2, . . . , pk) denote the lengths of the
consecutive paths along the Hamiltonial cycle. The rest of the proof is in two steps:

Step 1. If there are no two consecutive numbers of Π equal to 2, then the corresponding
segments are connected in X − Σ since there is a chord of length 5 joining these two
segments. But this means that all paths are connected by chords, so Σ is not a splitting set.

Step 2. We can show that no two consecutive segments are of length 2. In case of two
adjacent segments of length 2 we would have vertices {i − 3, i, i + 3} ⊆ Σ. But that is
impossible, since i− 3 is adjacent to i+ 3 in X2.

Note that this is not the only such family. Here is another one:

Theorem 3.5. Cyclic configurations defined by H(3n, {0, 1, n}), where n ≥ 2, are un-
splittable.
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Proof. The technique used here is similar to the technique used in proof of Theorem 3.4.
Let X = H(3n, {0, 1, n}). The graph X can be written as LCF[2n − 1,−(2n − 1)]3n.
Suppose that there exists a splitting set Σ. The edges determined by symbols 0 and 1 form
a Hamiltonian cycle which breaks into paths when the splitting set Σ is removed.

We show that any two consecutive paths are connected in X − Σ. Without loss of
generality (because of symmetry), we may assume that 0+ ∈ Σ is the vertex adjacent to the
two paths under consideration. If 0+ ∈ Σ then 1−, 0−, n−, n+, 1+, 2n+, (2n + 1)+ /∈ Σ.
We show that vertices 1− and 0− (which belong to the two paths under consideration) are
connected in X − Σ.

If (2n+1)− /∈ Σ then 2n+ and (2n+1)+ are connected inX−Σ. Since 0− is adjacent
to 2n+ and 1− is adjacent to (2n+ 1)+, vertices 0− and 1− are also connected in X − Σ.
Now, suppose that (2n + 1)− ∈ Σ. This implies that 2n−, (n + 1)+(n + 1)− /∈ Σ. Then
2n+ is adjacent to 2n−, 2n− is adjacent to n+, n+ is adjacent to (n + 1)−, (n + 1)− is
adjacent to 1+, and 1+ is adjacent to 1− in X −Σ. Therefore, 1− and 0− are connected in
X − Σ.

Cubic symmetric bicirculants were classified in [13] and [16]. These results can be
summarised as follows:

Theorem 3.6 ([13, 16]). A connected cubic symmetric graph is a bicirculant if and only if
it is isomorphic to one of the following graphs:

(1) the complete graph K4,

(2) the complete bipartite graph K3,3,

(3) the seven symmetric generalized Petersen graphs GP (4, 1), GP (5, 2), GP (8, 3),
GP (10, 2), GP (10, 3), GP (12, 5) and GP (24, 5),

(4) the Heawood graph H(7, {0, 1, 3}), and

(5) the cyclic Haar graph H(n, {0, 1, r + 1}), where n ≥ 11 is odd and r ∈ Z∗n such
that r2 + r + 1 ≡ 0 (mod n).

It is well known that an (n3) configuration is flag-transitive if and only if its Levi graph
is cubic symmetric graph of girth at least 6. From Theorem 3.6 it follows that the girth
of any connected cubic symmetric bicirculant is at most 6. If the girth of such a graph
is 6 or more then it is a Levi graph of a flag-transitive configuration. This enables us to
characterise splittability of such configurations:

Theorem 3.7. The Fano plane (73), the Möbius-Kantor configuration (83), and the De-
sargues configuration (103) are unsplittable. Their Levi graphs are

H(7, {0, 1, 3}), H(8, {0, 1, 3}) ∼= GP (8, 3) and GP (10, 3),

respectively.
If n ≥ 9, all flag-transitive (n3) configurations, except the Desargues configuration,

are splittable.

Proof. We start with the classification given in Theorem 3.6. Only bipartite graphs of girth
6 have to be considered. This rules out the complete graphK4, the complete bipartite graph
K3,3, and the generalised Petersen graphs GP (5, 2), GP (10, 2) and GP (4, 1). Note that
GP (4, 1) is isomorphic to the cube graph Q3.
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Table 1: Overview of splittable and unsplittable connected cyclic Haar graphs.

n (a) (b) (c) (d) (e) (f)
3 1 0 0 1 0 0
4 1 0 0 1 0 0
5 1 0 0 1 0 0
6 2 0 0 2 0 0
7 2 1 0 2 0 1
8 3 1 1 2 0 1
9 2 1 0 2 0 1
10 3 1 1 2 0 1
11 2 1 0 2 0 1
12 5 3 1 4 0 3
13 3 2 1 2 1 1
14 4 2 2 2 1 1
15 5 4 1 4 1 3
16 5 3 3 2 2 1
17 3 2 1 2 1 1
18 6 4 3 3 2 2
19 4 3 2 2 2 1
20 7 5 5 2 4 1
21 7 6 3 4 3 3
22 6 4 4 2 3 1
23 4 3 2 2 2 1
24 11 9 7 4 6 3
25 5 4 3 2 3 1
26 7 5 5 2 4 1
27 6 5 3 3 3 2
28 9 7 7 2 6 1
29 5 4 3 2 3 1
30 13 11 9 4 8 3

(a) Number of non-isomorphic connected cubic cyclic Haar graphs on 2n vertices.
(b) Those that have girth 6. (c) Those that are splittable. (d) Those that are unsplittable.

(e) Those that are splittable of girth 6. (f) Those that are unsplittable of girth 6.
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It is well known, but one may check by computer that GP (8, 3) ∼= H(8, {0, 1, 3}). See
for instance [9, Table 2].

One may also check by computer that GP (8, 3), GP (10, 3) and the Heawood graph
H(7, {0, 1, 3}) are unsplittable.

Let

V (GP (n, k)) = {0, 1, . . . , n− 1, 0′, 1′, . . . , (n− 1)′} and
E(GP (n, k)) = {{i′, ((i+ 1) mod n)′}, {i, i′}, {i, (i+ k) mod n} | i = 0, . . . , n− 1}.

Note that Σ = {0′, 4′, 8′, 2, 6, 10} is a splitting set for GP (12, 5) as shown in Figure 7.
Also, GP (12, 5) − S ∼= 3C6, i.e., a disjoint union of three copies of C6. The splitting
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11′

Figure 7: The magenta vertices form a splitting set for the Nauru graph GP (12, 5) [6, 21].

set for GP (24, 5) is Σ = {0′, 4′, 8′, 12′, 16′, 20′, 2, 6, 10, 14, 18, 22} as shown in Figure 8.
Note that GP (24, 5)− S ∼= 3C12. Also, note that GP (24, 5) is not isomorphic to a cyclic
Haar graph since its girth is 8.

Using Theorem 3.1, one may verify that all graphs in item (5) of Theorem 3.6 have girth
6 and for each of them the splitting set is {0+, 2r+, (2r + 2)+, r−, (r + 2)−, (3r + 2)−}.
We have

W = {0, 1, r, r + 1, r + 2, 2r, 2r + 1, 2r + 2, 2r + 3, 3r + 1, 3r + 2, 3r + 3},
B = {0, 1, n− 1, r − 1, r, r + 1, r + 2, 2r, 2r + 1, 2r + 2, 3r + 1, 3r + 2}.

It is easy to verify that all elements ofW are distinct and that all elements of B are distinct.
For example, suppose that r ≡ 3r + 3 (mod n). This means that

2r ≡ −3 (mod n). (3.1)

From condition r2 + r + 1 ≡ 0 (mod n) we obtain

4r2 + 4r + 4 = (2r)2 + 2 · 2r + 4 ≡ 0 (mod n). (3.2)
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Figure 8: The magenta vertices form a splitting set for GP (24, 5) which was recently
named the ADAM graph [14].

Equations (3.1) and (3.2) together imply that (−3)2 + 2 · (−3) + 4 = 7 ≡ 0 (mod n),
which is a contradiction since n > 11. All other cases can be checked in a similar way.

From Theorem 3.7 we directly obtain the following corollary.

Corollary 3.8. A cyclic flag-transitive (n3) configuration is splittable if and only if n > 8.
The only two exceptions are:

(1) H(7, {0, 1, 3}), i.e. the Fano plane, and

(2) H(8, {0, 1, 3}), i.e. the Möbius-Kantor configuration.

4 Splittable geometric (nk) configurations
We will now show that for any k there exist a geometric, triangle-free, (nk) configuration
which is of type T1, i.e., it is point-splittable and line-splittable.

Let us first provide a construction to obtain a geometric (nk) configuration for any k.
We start with an unbalanced (k1, 1k) configuration, denoted G(1)k , that consists of a single
line containing k points. Let G(i)k be a configuration that is obtained from G(i−1)k by the
k-fold parallel replication (see [19, p. 245]). The configuration G(k)k is a balanced (kkk)
configuration, called a generalised Gray configuration; see [17].

Lemma 4.1. Let C be an arbitrary geometric (nk) configuration. There exists a geometric
(knk) configurationD that is point- and line-splittable. Moreover, if C is triangle-free then
D is also triangle-free.

Proof. Let C be as stated. Select an arbitrary line L of C passing through points p(1), p(2),
. . . , p(k) of C as shown in Figure 9(a). Remove line L and call the resulting structure
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Table 2: List of non-isomorphic connected trivalent cyclic Haar graphs H(n, S) with
n ≤ 25 and some of their properties.

n S (a) (b) (c) (d)
3 {0, 1, 2} ⊥ 4 2 >
4 {0, 1, 2} ⊥ 4 3 >
5 {0, 1, 2} ⊥ 4 3 ⊥
6 {0, 1, 2} ⊥ 4 4 ⊥
6 {0, 1, 3} ⊥ 4 3 ⊥
7 {0, 1, 2} ⊥ 4 4 ⊥
7 {0, 1, 3} ⊥ 6 3 >
8 {0, 1, 2} ⊥ 4 5 ⊥
8 {0, 1, 3} ⊥ 6 4 >
8 {0, 1, 4} > 4 4 ⊥
9 {0, 1, 2} ⊥ 4 5 ⊥
9 {0, 1, 3} ⊥ 6 4 ⊥
10 {0, 1, 2} ⊥ 4 6 ⊥
10 {0, 1, 3} ⊥ 6 4 ⊥
10 {0, 1, 5} > 4 5 ⊥
11 {0, 1, 2} ⊥ 4 6 ⊥
11 {0, 1, 3} ⊥ 6 5 ⊥
12 {0, 1, 2} ⊥ 4 7 ⊥
12 {0, 1, 3} ⊥ 6 5 ⊥
12 {0, 1, 4} ⊥ 6 5 ⊥
12 {0, 1, 5} ⊥ 6 5 ⊥
12 {0, 1, 6} > 4 6 ⊥
13 {0, 1, 2} ⊥ 4 7 ⊥
13 {0, 1, 3} ⊥ 6 5 ⊥
13 {0, 1, 4} > 6 5 >
14 {0, 1, 2} ⊥ 4 8 ⊥
14 {0, 1, 3} ⊥ 6 6 ⊥
14 {0, 1, 4} > 6 5 ⊥
14 {0, 1, 7} > 4 7 ⊥
15 {0, 1, 2} ⊥ 4 8 ⊥
15 {0, 1, 3} ⊥ 6 6 ⊥
15 {0, 1, 4} > 6 5 ⊥
15 {0, 1, 5} ⊥ 6 5 ⊥
15 {0, 1, 6} ⊥ 6 5 ⊥
16 {0, 1, 2} ⊥ 4 9 ⊥
16 {0, 1, 3} ⊥ 6 6 ⊥
16 {0, 1, 4} > 6 5 ⊥
16 {0, 1, 7} > 6 5 ⊥
16 {0, 1, 8} > 4 8 ⊥
17 {0, 1, 2} ⊥ 4 9 ⊥
17 {0, 1, 3} ⊥ 6 7 ⊥
17 {0, 1, 4} > 6 5 ⊥
18 {0, 1, 2} ⊥ 4 10 ⊥
18 {0, 1, 3} ⊥ 6 7 ⊥
18 {0, 1, 4} > 6 6 ⊥
18 {0, 1, 5} > 6 6 ⊥

n S (a) (b) (c) (d)
18 {0, 1, 6} ⊥ 6 6 ⊥
18 {0, 1, 9} > 4 9 ⊥
19 {0, 1, 2} ⊥ 4 10 ⊥
19 {0, 1, 3} ⊥ 6 7 ⊥
19 {0, 1, 4} > 6 6 ⊥
19 {0, 1, 8} > 6 5 >
20 {0, 1, 2} ⊥ 4 11 ⊥
20 {0, 1, 3} ⊥ 6 8 ⊥
20 {0, 1, 4} > 6 6 ⊥
20 {0, 1, 5} > 6 6 ⊥
20 {0, 1, 6} > 6 6 ⊥
20 {0, 1, 9} > 6 7 ⊥
20 {0, 1, 10} > 4 10 ⊥
21 {0, 1, 2} ⊥ 4 11 ⊥
21 {0, 1, 3} ⊥ 6 8 ⊥
21 {0, 1, 4} > 6 6 ⊥
21 {0, 1, 5} > 6 6 >
21 {0, 1, 7} ⊥ 6 7 ⊥
21 {0, 1, 8} ⊥ 6 7 ⊥
21 {0, 1, 9} > 6 6 ⊥
22 {0, 1, 2} ⊥ 4 12 ⊥
22 {0, 1, 3} ⊥ 6 8 ⊥
22 {0, 1, 4} > 6 7 ⊥
22 {0, 1, 5} > 6 6 ⊥
22 {0, 1, 6} > 6 7 ⊥
22 {0, 1, 11} > 4 11 ⊥
23 {0, 1, 2} ⊥ 4 12 ⊥
23 {0, 1, 3} ⊥ 6 9 ⊥
23 {0, 1, 4} > 6 7 ⊥
23 {0, 1, 5} > 6 7 ⊥
24 {0, 1, 2} ⊥ 4 13 ⊥
24 {0, 1, 3} ⊥ 6 9 ⊥
24 {0, 1, 4} > 6 7 ⊥
24 {0, 1, 5} > 6 7 ⊥
24 {0, 1, 6} > 6 7 ⊥
24 {0, 1, 7} > 6 7 ⊥
24 {0, 1, 8} ⊥ 6 8 ⊥
24 {0, 1, 9} ⊥ 6 8 ⊥
24 {0, 1, 10} > 6 6 ⊥
24 {0, 1, 11} > 6 7 ⊥
24 {0, 1, 12} > 4 12 ⊥
25 {0, 1, 2} ⊥ 4 13 ⊥
25 {0, 1, 3} ⊥ 6 9 ⊥
25 {0, 1, 4} > 6 7 ⊥
25 {0, 1, 5} > 6 7 ⊥
25 {0, 1, 10} > 6 7 ⊥

(a) splittable? (b) girth (c) diameter (d) arc-transitive?
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Table 3: List of non-isomorphic connected trivalent cyclic Haar graphs H(n, S) with
26 ≤ n ≤ 30 and some of their properties.

n S (a) (b) (c) (d)
26 {0, 1, 2} ⊥ 4 14 ⊥
26 {0, 1, 3} ⊥ 6 10 ⊥
26 {0, 1, 4} > 6 8 ⊥
26 {0, 1, 5} > 6 7 ⊥
26 {0, 1, 7} > 6 8 ⊥
26 {0, 1, 8} > 6 7 ⊥
26 {0, 1, 13} > 4 13 ⊥
27 {0, 1, 2} ⊥ 4 14 ⊥
27 {0, 1, 3} ⊥ 6 10 ⊥
27 {0, 1, 4} > 6 8 ⊥
27 {0, 1, 5} > 6 7 ⊥
27 {0, 1, 6} > 6 7 ⊥
27 {0, 1, 9} ⊥ 6 9 ⊥
28 {0, 1, 2} ⊥ 4 15 ⊥
28 {0, 1, 3} ⊥ 6 10 ⊥
28 {0, 1, 4} > 6 8 ⊥
28 {0, 1, 5} > 6 7 ⊥
28 {0, 1, 6} > 6 8 ⊥
28 {0, 1, 7} > 6 7 ⊥
28 {0, 1, 8} > 6 7 ⊥
28 {0, 1, 13} > 6 9 ⊥
28 {0, 1, 14} > 4 14 ⊥
29 {0, 1, 2} ⊥ 4 15 ⊥
29 {0, 1, 3} ⊥ 6 11 ⊥
29 {0, 1, 4} > 6 8 ⊥
29 {0, 1, 5} > 6 7 ⊥
29 {0, 1, 9} > 6 7 ⊥
30 {0, 1, 2} ⊥ 4 16 ⊥
30 {0, 1, 3} ⊥ 6 11 ⊥
30 {0, 1, 4} > 6 9 ⊥
30 {0, 1, 5} > 6 7 ⊥
30 {0, 1, 6} > 6 7 ⊥
30 {0, 1, 7} > 6 7 ⊥
30 {0, 1, 8} > 6 9 ⊥
30 {0, 1, 9} > 6 7 ⊥
30 {0, 1, 10} ⊥ 6 10 ⊥
30 {0, 1, 11} ⊥ 6 10 ⊥
30 {0, 1, 12} > 6 8 ⊥
30 {0, 1, 15} > 4 15 ⊥
30 {0, 2, 5} > 6 8 ⊥

(a) splittable? (b) girth (c) diameter (d) arc-transitive?
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C′. Make k copies of C′: C′1, C′2, . . . , C′k and place them equally spaced in any direction
~v that is non-parallel to the direction of any line of C′ (see Figure 9(b)). Point of C′i that
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Figure 9: Construction provided by Lemma 4.1.

correspond to p(j) in C′ is denoted p(j)i . Now add lines M1,M2, . . . ,Mk, such that Mi

passes through points p(i)1 , p
(i)
2 , . . . , p

(i)
k . The resulting structure, denoted D, is clearly a

(knk) configuration.
The set of lines {M1,M2, . . . ,Mk} is a splitting set of D which proves that D is line-

splittable. The set of points {p(1)i , p
(2)
i , . . . , p

(k)
i } is a splitting set for an arbitrary 1 ≤ i ≤ k

which proves that D is also point-splittable.
It is easy to see that the resulting structure D is triangle-free.

Now we can state the main result of this section.

Theorem 4.2. For any k > 1 and any n0 there exist a number n > n0, such that there
exists a splittable (nk) configuration.

Proof. Let C0 = G(k)k , i.e. the generalised Gray (kkk) configuration. Let Ci be a con-
figuration obtained from Ci−1 by an application of Lemma 4.1. Note that the obtained
configuration Ci is not uniquely defined – it depends on the choice of the line L.

From Lemma 4.1 it follows that each Ci, i ≥ 1, is a point- and line-splittable configura-
tion. Each configuration Ci is balanced and the number of points of Ci+1 is strictly greater
than the number of points of Ci. Therefore, for increasing values of i, the number of points
will eventually exceed any given number n0.

Since configurations C1, C2, . . . constructed in the proof of Theorem 4.2 are all of type
T1, their duals are also of type T1.

Example 4.3. The generalised Gray (kkk) configuration for k = 3 is simply called the
Gray configuration (see Figure 10(a) and [17]). Let C0 be the Gray configuration. By one
application of Lemma 4.1 we obtain a configuration C1 (see Figure 10(b)) which is point-
and line-splittable.

5 Conclusion
Theorems 3.4 and 3.5, Corollary 3.3, and our experimental investigations (see periodic
behaviour of the last column of Table 1 past n = 9) of splittability of cyclic Haar graphs
led us to the following conjecture.
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(a) (b)

Figure 10: The Gray (273) configuration C0 and the corresponding C1.

Conjecture 5.1. A cyclic (n3) configuration is unsplittable if and only if its Levi graph
belongs to one of the following three infinite families:

(1) H(n, {0, 1, 3}) for n ≥ 7;

(2) H(3n, {0, 1, n}) for n ≥ 2;

(3) H(3n, {0, 1, n+ 1}) for n ≥ 4 where n 6≡ 0 (mod 3).

To show that all other cyclic (n3) configurations are splittable, we expect that the
method used in the proof of Theorem 3.1, Corollary 3.2 and Corollary 3.3 can be extended.
Nedela and Škoviera [15] showed a nice property of cubic graphs with respect to the cyclic
connectivity. Their result is likely to have applications in splittablity.

In Section 4 we have shown how to construct geometric point- and line-splittable (nk)
configuration for any k. However, we were not able to obtain any splittable cyclic (nk)
configuration for k ≥ 4 so far. Therefore, we pose the following claim.

Conjecture 5.2. All cyclic (nk) configurations for k ≥ 4 are unsplittable.

Notions of splittable and unsplittable configurations have been defined via associated
graphs. Since splittability is a property of combinatorial configurations, it can be extended
from bipartite graphs of girth at least 6 to more general graphs. We expect that results
concerning cyclic connectivity such as those presented in [15] will play an important role
in such investigations.

Note that cyclic Haar graphs have girth at most 6 and form a special class of bicirculants
[16]. However, there exist other bicirculants with girth greater than 6. The corresponding
configurations have been investigated in [3, 1]. One way of extending this study is on the
one hand to consider splittability of these more general bicirculants and on the other hand
to study tricirculants [12], tetracirculants and beyond [7]. In the language of configurations,
they can be described as special classes of polycyclic configurations [2].
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[9] M. Hladnik, D. Marušič and T. Pisanski, Cyclic Haar graphs, Discrete Math. 244 (2002), 137–
152, doi:10.1016/s0012-365x(01)00064-4.
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Abstract

The 4-girth-thickness θ(4, G) of a graphG is the minimum number of planar subgraphs
of girth at least four whose union is G. In this paper, we obtain that the 4-girth-thickness of
complete tripartite graph Kn,n,n is

⌈
n+1
2

⌉
except for θ(4,K1,1,1) = 2. And we also show

that the 4-girth-thickness of the complete graph K10 is three which disprove the conjecture
posed by Rubio-Montiel concerning to θ(4,K10).

Keywords: Thickness, 4-girth-thickness, complete tripartite graph.

Math. Subj. Class.: 05C10

1 Introduction
The thickness θ(G) of a graph G is the minimum number of planar subgraphs whose union
isG. It was defined by W. T. Tutte [10] in 1963. Then, the thicknesses of some graphs have
been obtained when the graphs are hypercube [7], complete graph [1, 2, 11], complete
bipartite graph [3] and some complete multipartite graphs [6, 12, 13].

In 2017, Rubio-Montiel [9] defined the g-girth-thickness θ(g,G) of a graph G as the
minimum number of planar subgraphs whose union is G with the girth of each subgraph is
at least g. It is a generalization of the usual thickness in which the 3-girth-thickness θ(3, G)
is the usual thickness θ(G). He also determined the 4-girth-thickness of the complete graph
Kn except K10 and he conjectured that θ(4,K10) = 4. Let Kn,n,n denote a complete
tripartite graph in which each part contains n (n ≥ 1) vertices. In [13], Yang obtained
θ(Kn,n,n) =

⌈
n+1
3

⌉
when n ≡ 3 (mod 6).

In this paper, we determine θ(4,Kn,n,n) for all values of n and we also give a decompo-
sition ofK10 with three planar subgraphs of girth at least four, which shows θ(4,K10) = 3.
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2 The 4-girth-thickness of Kn,n,n

Lemma 2.1 ([4]). A planar graph with n vertices and girth g has at most g
g−2 (n − 2)

edges.

Theorem 2.2. The 4-girth-thickness of Kn,n,n is

θ(4,Kn,n,n) =
⌈n+ 1

2

⌉
except for θ(4,K1,1,1) = 2.

Proof. It is trivial for n = 1, θ(4,K1,1,1) = 2. When n > 1, because |E(Kn,n,n)| = 3n2,
|V (Kn,n,n)| = 3n, from Lemma 2.1, we have

θ(4,Kn,n,n) ≥
⌈ 3n2

2(3n− 2)

⌉
=
⌈n
2
+

1

3
+

2

3(3n− 2)

⌉
=
⌈n+ 1

2

⌉
.

In the following, we give a decomposition of Kn,n,n into
⌈
n+1
2

⌉
planar subgraphs of

girth at least four to complete the proof. Let the vertex partition of Kn,n,n be (U, V,W ),
where U = {u1, . . . , un}, V = {v1, . . . , vn} and W = {w1, . . . , wn}. In this proof, all
the subscripts of vertices are taken modulo 2p.

Case 1: When n = 2p (p ≥ 1). Let G1, . . . , Gp+1 be the graphs whose edge set is empty
and vertex set is the same as V (K2p,2p,2p).

Step 1: For each Gi (1 ≤ i ≤ p), arrange all the vertices u1, v3−2i, u2, v4−2i, u3, v5−2i,
. . . , u2p, v2p−2i+2 on a circle and join uj to vj+2−2i and vj+1−2i, 1 ≤ j ≤ 2p. Then we
get a cycle of length 4p, denote it by G1

i (1 ≤ i ≤ p).

Step 2: For each G1
i (1 ≤ i ≤ p), place the vertex w2i−1 inside the cycle and join it to

u1, . . . , u2p, place the vertex w2i outside the cycle and join it to v1, . . . , v2p. Then we get
a planar graph G2

i (1 ≤ i ≤ p).

Step 3: For each G2
i (1 ≤ i ≤ p), place vertices w2j for 1 ≤ j ≤ p and j 6= i, inside of

the quadrilateral w2i−1u2i−1v1u2i and join each of them to vertices u2i−1 and u2i. Place
vertices w2j−1, for 1 ≤ j ≤ p and j 6= i, inside of the quadrilateral w2iv2i−1ukv2i, in
which uk is some vertex from U . Join each of them to vertices v2i−1 and v2i. Then we get
a planar graph Gi (1 ≤ i ≤ p).

Step 4: For Gp+1, join w2i−1 to both v2i−1 and v2i, join w2i to both u2i−1 and u2i, for
1 ≤ i ≤ p, then we get a planar graph Gp+1.

For G1 ∪ · · · ∪Gp+1 = Kn,n,n, and the girth of Gi (1 ≤ i ≤ p+1) is at least four, we
obtain a 4-girth planar decomposition of K2p,2p,2p with p + 1 planar subgraphs. Figure 1
shows a 4-girth planar decomposition of K4,4,4 with three planar subgraphs.

Case 2: When n = 2p + 1 (p > 1). Base on the 4-girth planar decomposition {G1, . . . ,
Gp+1} of K2p,2p,2p, by adding vertices and edges to each Gi (1 ≤ i ≤ p + 1) and some
other modifications on it, we will get a 4-girth planar decomposition of K2p+1,2p+1,2p+1

with p+ 1 subgraphs.

Step 1: (Add u to Gi, 1 ≤ i ≤ p.) For each Gi (1 ≤ i ≤ p), we notice that the
order of the p − 1 interior vertices w2j , 1 ≤ j ≤ p, and j 6= i in the quadrilateral
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u1 v1 u2 v2 u3 v3 u4 v4

w1

w4

w2

w3

(a) The graph G1.

u1 v3 u2 v4 u3 v1 u4 v2

w3

w2

w4

w1

(b) The graph G2.

u1v1

u2v2

u3v3

u4v4

w1 w3 w2 w4

(c) The graph G3.

Figure 1: A 4-girth planar decomposition of K4,4,4.

w2i−1u2i−1v1u2i of Gi has no effect on the planarity of Gi. We adjust the order of them,
such that w2i−1u2i−1w2p−2i+2u2i is a face of a plane embedding of Gi. Place the vertex u
in this face and join it to both w2i−1 and w2p−2i+2. We denote the planar graph we obtain
by Ĝi (1 ≤ i ≤ p).

Step 2: (Add v and w to Ĝ1.) Delete the edge v1u2 in Ĝ1, put both v and w in the face
wku1v1wtv2u2 in which wk is some vertex from {w2j | 1 < j ≤ p} and wt is some vertex
from {w2j−1 | 1 < j ≤ p}. Join v to w, join v to u1, u2, and join w to v1, v2, we get a
planar graph G̃1.

Step 3: (Add v and w to Ĝi, 2 ≤ i ≤ p.) For each Ĝi (2 ≤ i ≤ p), place the vertex v in
the face wku2i−1v1u2i in which wk is some vertex from {w2j | 1 ≤ j ≤ p and j 6= i}, and
join it to u2i−1 and u2i. Place the vertex w in the face wkv2i−1utv2i in which wk is some
vertex from {w2j−1 | 1 ≤ j ≤ p and j 6= i} and ut is some vertex from U . Join w to both
v2i−1 and v2i, we get a planar graph G̃i (2 ≤ i ≤ p).

Step 4: (Add u, v and w to Gp+1.) We add u, v and w to Gp+1. For 1 ≤ i ≤ 2p, join u to
each vi, join v to each wi, join w to each ui, join u to both v and w, and join v1 to u2, then
we get a planar graph G̃p+1. Figure 2 shows a plane embedding of G̃p+1.

For G̃1 ∪ · · · ∪ G̃p+1 = Kn,n,n, and the girth of G̃i (1 ≤ i ≤ p + 1) is at least four,
we obtain a 4-girth planar decomposition of K2p+1,2p+1,2p+1 with p+1 planar subgraphs.
Figure 3 shows a 4-girth planar decomposition of K5,5,5 with three planar subgraphs.

Case 3: When n = 3, Figure 4 shows a 4-girth planar decomposition of K3,3,3 with two
planar subgraphs.

Summarizing the above, the theorem is obtained.
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u2w2u1u2pw2pu2p−1 v1 w1 v2
v2p−1

w2p−1 v2p

v

w u

Figure 2: The graph G̃p+1.
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(a) The graph G̃1.

u1 v3 u2 v4 u3 v1 u4 v2
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w1
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v5
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(b) The graph G̃2.

u3 w4 u4 u1 w2 u2 v1 w1 v2 v3 w3 v4

v5

w5 u5

(c) The graph G̃3.

Figure 3: A 4-girth planar decomposition of K5,5,5.

u1 v1 u2 v2
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u1 w2 u2 v1 w1 v2

v3

w3 u3

Figure 4: A 4-girth planar decomposition of K3,3,3.
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3 The 4-girth-thickness of K10

In [9], the author posed the question whether θ(4,K10) = 3 or 4, and conjectured that it is
four. We disprove his conjecture by showing θ(4,K10) = 3.

Theorem 3.1. The 4-girth-thickness of K10 is three.

1 2 4 3

5 6 8 7

9

10

4 1 3 2

8 5 7 6

10

9

1 5 2

8 3 7

4 10

69

Figure 5: A 4-girth planar decomposition of K10.

Proof. From [9], we have θ(4,K10) ≥ 3. We draw a 4-girth planar decomposition of
K10 with three planar subgraphs in Figure 5, which shows θ(4,K10) ≤ 3. The theorem
follows.

We would like to state that after submitting this paper for review, we notice that there
exist two results regarding the 4-girth-thickness of K2p,2p,2p and K10. Rubio-Montiel [8]
obtained the exact value of the 4-girth-thickness of the complete multipartite graph when
each part has an even number of vertices. And by computer, Castañeda-López et al. [5]
found the other two decompositions of K10 into three planar subgraphs of girth at least
four. In this paper, we give these results in a constructive way.
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Abstract

The metric dimension of a general metric space was defined in 1953, applied to the set
of vertices of a graph metric in 1975, and developed further for metric spaces in 2013. It
was then generalised in 2015 to the k-metric dimension of a graph for each positive integer
k, where k = 1 corresponds to the original definition. Here, we discuss the k-metric
dimension of general metric spaces.

Keywords: Metric spaces, metric dimension, k-metric dimension.

Math. Subj. Class.: 54E35, 05C12

1 Introduction
The metric dimension of a general metric space was introduced in 1953 in [4, p. 95] but
attracted little attention until, about twenty years later, it was applied to the distances be-
tween vertices of a graph [12, 14, 15, 18]. Since then it has been frequently used in graph
theory, chemistry, biology, robotics and many other disciplines. The theory was developed
further in 2013 for general metric spaces [1]. More recently, the theory of metric dimen-
sion has been generalised, again in the context of graph theory, to the notion of a k-metric
dimension, where k is any positive integer, and where the case k = 1 corresponds to the
original theory [7, 8, 9, 10, 11]. Here we develop the idea of the k-metric dimension both
in graph theory and in metric spaces. As the theory is trivial when the space has at most
two points, we shall assume that any space we are considering has at least three points.
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Finally, whenever we discuss a connected graph G, we shall always consider the metric
space (X, d), where X is the vertex set of G, and d is the usual graph metric in which the
distance between two vertices is the smallest number of edges that connect them.

Let (X, d) be a metric space. If X is a finite set, we denote its cardinality by |X|; if
X is an infinite set, we put |X| = +∞. In fact, it is possible to develop the theory with
|X| any cardinal number, but we shall not do this. The distances from a point x in X to the
points a in a subset A of X are given by the function a 7→ d(x, a), and the subset A is said
to resolve X if each point x is uniquely determined by this function. Thus A resolves X
if and only if d(x, a) = d(y, a) for all a in A implies that x = y; informally, if an object
in X knows its distance from each point of A, then it knows exactly where it is located in
X . The classR(X) of subsets of X that resolve X is non-empty since X resolves X . The
metric dimension dim(X) of (X, d) is the minimum value of |S| taken over all S inR(X).
The sets in R(X) are called the metric generators, or resolving subsets, of X , and S is a
metric basis of X if S ∈ R(X) and |S| = dim(X). A metric generator of a metric space
(X, d) is, in effect, a global co-ordinate system on X . For example, if (x1, . . . , xm) is an
ordered metric generator of X , then the map ∆: X → Rm given by

∆(x) =
(
d(x, x1), . . . , d(x, xm)

)
(1.1)

is injective (for this vector determines x), so that ∆ is a bijection from X to a subset of
Rm, and X inherits its co-ordinates from this subset.

Now let k be a positive integer, and (X, d) a metric space. A subset S ofX is a k-metric
generator for X (see [8]) if and only if any pair of points in X is distinguished by at least
k elements of S: that is, for any pair of distinct points u and v in X , there exist k points
w1, w2, . . . , wk in S such that

d(u,wi) 6= d(v, wi), i = 1, . . . , k.

A k-metric generator of minimum cardinality in X is called a k-metric basis, and its
cardinality, which is denoted by dimk(X), is called the k-metric dimension of X . Let
Rk(X) be the set of k-metric generators for X . Since R1(X) = R(X), we see that
dim1(X) = dim(X). Also, as inf ∅ = +∞, this means that dimk(X) = +∞ if and only
if no finite subset of X is a k-metric generator for X .

Given a metric space (X, d), we define the dimension sequence ofX to be the sequence(
dim1(X),dim2(X), . . . ,dimk(X), . . .

)
,

and we address the following two problems.

• Can we find necessary and sufficient conditions for a sequence (d1, d2, d3, . . .) to be
the dimension sequence of some metric space?

• How does the dimension sequence of (X, d) relate to the properties of (X, d)?

In Sections 2, 3 and 4 we provide some basic results on the k-metric dimension, and
in Section 5 we calculate the dimension sequences of some metric spaces. We then apply
these ideas to the join of two metric spaces, and to the Cayley graph of a finitely generated
group.
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2 Bisectors
As shown in [1], the ideas about metric dimension are best described in terms of bisectors.
For distinct u and v in X , the bisector B(u|v) of u and v is given by

B(u|v) = {x ∈ X : d(x, u) = d(x, v)}.

The complement of B(u|v) is denoted by Bc(u|v); thus

Bc(u|v) = {x ∈ X : d(x, u) 6= d(x, v)},

and this contains both u and v. Whenever we speak of a bisector B, we shall assume that
it is some bisector B(u|v), where u 6= v, so that its complement Bc is not empty.

Let us now consider the k-metric dimension from the perspective of bisectors. A subset
A of X fails to resolve X if and only if there are distinct points u and v in X such that
d(u, a) = d(v, a) for all a in A. Thus A resolves X if and only if A is not contained in any
bisector or, equivalently, if and only if for every bisector B, we have |Bc ∩ A| ≥ 1. This
leads to an alternative (but equivalent) definition of the metric dimension dim(X), namely

dim(X) = inf{|A| : A ⊂ X and, for all bisectors B, |Bc ∩A| ≥ 1}.

Again, this infimum may be +∞. The extension to the k-metric dimension dimk(X) of X
is straightforward:

dimk(X) = inf{|A| : A ⊂ X and, for all bisectors B, |Bc ∩A| ≥ k}. (2.1)

Note that if X is a finite set then dim|X|+1(X) = +∞.
Clearly, the values dimk(X) depend only on the class B of bisectors inX; for example,

dim1(X) = 1 if and only if there is some point in X that is not in any bisector. More
generally, in all cases, dimk(X) ≥ k, and equality holds here if and only if there are k
points of X that do not lie in any bisector. For example, if X is the real, closed interval
[0, 1] with the Euclidean metric, then dimk(X) = k for k = 1, 2. For a more general
example of this type, let X = {√p : p a prime number} with the Euclidean metric d. If p,
q and r are primes, with p 6= q, then

√
r ∈ B(

√
p|√q) implies

√
r = 1

2 (
√
p+
√
q); hence

4r = p + q + 2
√
pq. Since

√
pq is irrational, this is false; hence every bisector is empty.

It follows that dimk(X) = k for k = 1, 2, . . .; thus the dimension sequence of (X, d) is
(1, 2, 3, . . .).

3 The monotonicity of dimensions
Let (X, d) be a metric space. Then, from (2.1), we have dimk(X) ≤ dimk+1(X), but
we shall now establish the stronger inequality dimk(X) + 1 ≤ dimk+1(X) (which is
dimk(X) < dimk+1(X) when the dimensions are finite, but not when they are +∞). This
inequality is known for graphs; see [8, 10]) where it is an important tool.

Theorem 3.1. Let (X, d) be a metric space. Then, for k = 1, 2, . . .,

(i) if dimk(X) < +∞ then dimk(X) < dimk+1(X);

(ii) if dimk(X) = +∞ then dimk+1(X) = +∞.

In particular, dimk(X) + 1 ≥ dim1(X) + k.
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Proof. First, (ii) follows immediately from (2.1). Next, (i) is true if dimk+1(X) = +∞,
so we may assume that dimk+1(X) = p < +∞. Thus there is a subset {x1, . . . , xp} (with
the xi distinct) of X such that for every bisector B, |Bc ∩ {x1, . . . , xp}| ≥ k + 1. As
k ≥ 1 we see that p ≥ 2. Clearly, |Bc ∩ {x1, . . . , xp−1}| ≥ k for every bisector B; hence
dimk(X) ≤ p− 1 < dimk+1(X). The last inequality follows by induction.

4 The 1-metric dimension
Theorem 3.1 shows that if +∞ occurs as a term in the dimension sequence of (X, d),
then all subsequent terms are also +∞. Thus dim1(X) = +∞ if and only if (X, d) has
dimension sequence (+∞,+∞,+∞, . . .). The next result shows when this is so.

Theorem 4.1. Let (X, d) be a metric space. Then dim1(X) = +∞ if and only if every
finite subset of X lies in some bisector. In particular, if X is the union of an increasing
sequence of bisectors, then dim1(X) = +∞.

Proof. First, the definition of dim(X) implies that dim1(X) = +∞ if and only if every
finite subset of X lies in some bisector. The second statement holds because if X =
∪nBn, where B1, B2, . . . is an increasing sequence of bisectors, then, given any finite
subset {x1, . . . , xm} of X , each xj lies in some Bij , and {x1, . . . , xm} ⊂ Br, where
r = max{i1, . . . , im}.

What can be said if dim1(X) < +∞? It seems that we can obtain very little informa-
tion from the single assumption that dim1(X) < +∞; for example, for each r ≥ 0 choose
a point xr in Rn with ‖xr‖ = r, and let X = {xr : r ≥ 0}. Then {0} is a 1-metric basis
for X , and dim1(X) = 1 but we can say almost nothing about the topological structure of
X . However, we can say more if we know that X is compact.

Theorem 4.2. Let (X, d) be a compact metric space with dim1(X) = m < +∞. Then
(X, d) is homeomorphic to a compact subset of Rm.

Proof. Suppose that X is compact, and that dim1(X) = m < +∞. Then there is a 1-
metric basis {x1, . . . , xm}, and the corresponding bijection ∆ in (1.1) that maps X onto
some subset of Rm. Now ∆ is continuous on X since

|∆(x)−∆(y)| ≤
m∑
j=1

|d(x, xj)− d(y, xj)| ≤ md(x, y).

As ∆ is a continuous, injective map from a compact space to the Hausdorff space Rm it
follows (by a well known result in topology) that it is a homeomorphism.

This result is related to the following result in [1] (see also [16]).

Theorem 4.3. If (X, d) is a compact, connected metric space with dim1(X) = 1 then X
is homeomorphic to [0, 1].

The compactness is essential here as there is an example in [1] of a connected, but not
arcwise connected, metric space X with dim1(X) = 1. As X is not arcwise connected, it
is not homeomorphic to [0, 1]. It is conjectured in [1] that if X is arcwise connected, and
dim1(X) = 1 then X is a Jordan arc (this means that X is homeomorphic to one of the
real intervals [0, 1] and [0,+∞)), and we can now show that this is so.
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Theorem 4.4. If X is an arcwise connected metric space with dim1(X) = 1, then X is a
Jordan arc.

Proof. As dim1(X) = 1, there is a metric basis, say {x0} for X , and every point x of X is
uniquely determined by its distance d(x, x0) from x0. Consider the map ∆: x 7→ d(x, x0)
of X into [0,+∞). This map is (uniformly) continuous because

|∆(x)−∆(y)| = |d(x, x0)− d(y, x0)| ≤ d(x, y),

and as X is arcwise connected (and therefore connected), so ∆(X) is connected. This
means that ∆ is an interval of the form [0, a], where a > 0, or [0, b), where 0 < b ≤ +∞.

Let us consider the case when ∆(X) = [0, a]. As ∆ is injective, we see that for every
r in the interval [0, a] there is some unique xr in X with d(xr, x0) = r. Thus X = {xr :
0 ≤ r ≤ a}. However, as X is arcwise connected, there is a curve, say γ : [0, 1]→ X with
γ(0) = x0 and γ(1) = xa. Now as γ is continuous, the set {d

(
γ(t), x0

)
: t ∈ [0, 1]} must

contain every real number in the interval [0, a], and it cannot contain any other numbers;
thus X = γ([0, 1]). Now γ([0, 1]) is compact for it is the continuous image of the compact
interval [0, 1]; thus X is compact and so, by Theorem 4.3, X is a Jordan arc.

The argument in the case when ∆(X) = [0, b) is similar. Indeed, the argument above
holds for every a with 0 < a < b, and it is easy to see that this implies that ∆ is a
homeomorphism from X to [0, b).

5 Some examples
In order to calculate the k-metric dimension of a metric space we need to understand the
geometric structure of its bisectors, and we now illustrate this with several examples. In
order to maintain the flow of ideas, the details of these examples will be given later.

Example 5.1. Let (X, d) be any one of the Euclidean, spherical and hyperbolic spaces Rn,
Sn and Hn, respectively, each with the standard metric of constant curvature 0, 1 and −1,
respectively. The bisectors are well understood in these spaces, and we shall show that any
non-empty open subset of X has k-metric dimension n + k. In particular, each of these
spaces has dimension sequence (n + 1, n + 2, n + 3, . . .). See [1, 13] for the 1-metric
dimensions of these spaces.

Example 5.2. Let X be any finite set with the discrete metric d (equivalently, X is the
vertex set of a complete, finite graph). For distinct u and v in X we have B(u|v) =
X\{u, v}, so that for any subset S of X , we have B(u|v)c ∩ S = {u, v} ∩ S. Thus if
|S∩Bc| ≥ 1 for all bisectors B, then S can omit at most one point of X . We conclude that
dim1(X) = |X|−1. If |Bc∩S| ≥ 2 for all bisectorsB then S = X , and dim2(X) = |X|.
We conclude that (X, d) has dimension sequence (|X| − 1, |X|,+∞,+∞, . . .).

Example 5.3. Let X be the real interval [0, 1], with the Euclidean metric. Then B is
a bisectors if and only if B = {x} for some x in (0, 1). Thus {0} is a 1-metric ba-
sis, and {0, 1} is a 2-metric basis, of [0, 1]. We leave the reader to show that if k ≥
3 then {0, 1k ,

2
k , . . . ,

k−1
k , 1} is a k-metric basis, so that [0, 1] has dimension sequence

(1, 2, 4, 5, 6, . . .). A similar argument shows that [0,+∞) has dimension sequence (1, 3, 4,
5, . . .), and that (−∞,+∞), which is R, has dimension sequence (2, 3, 4, . . .).

Example 5.4. The Petersen graph, which is illustrated in Figure 1, has dimension sequence
(3, 4, 7, 8, 9, 10,+∞, . . .). The (finite) values dimk(X) for k = 1, . . . , 6 come from a
computer search, and as dim6(X) = 10 = |X|, we have dim7(X) = +∞.
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Figure 1: The Petersen graph.

Example 5.5. Let G be a group with a given set of generators, let V be the vertex set of
the associated Cayley graph of G, and let d be its graph metric.

(i) If G is an infinite cyclic group then (V, d) has dimension sequence (2, 3, 4, . . .).

(ii) IfG is a free group on p generators, where p ≥ 2, then (V, d) has dimension sequence
(+∞,+∞,+∞, . . .).

(iii) Let G be an abelian group on p generators, where p ≥ 2, and where each generator
has infinite order. Then (V, d) has dimension sequence (+∞,+∞,+∞, . . .).

6 Three geometries of constant curvature
In this section we give the details of Example 5.1. It is shown in [1] that if U is any
non-empty, open subset of any one of the three classical geometries Rn, Sn and Hn, then
dim1(U) = n+ 1. Here we show that if X is any of these spaces then dimk(X) = n+ k
for k = 1, 2, . . .. The same result holds for non-empty open subsets of these spaces, and
we leave the reader to make the appropriate changes to the proofs.

The proof that dimk(X) = n+k whenX is one of the three geometries Rn, Sn and Hn,
is largely independent of the choice of X , and depends only on the nature of the bisectors
in these geometries. Each of these three geometries has the following properties:

(P1) dim1(X) = n+ 1;

(P2) there exists x1, x2, . . . in X such that if j1 < j2 < · · · < jn then {xj1 , . . . , xjn} lies
on a unique bisector B, and no other xi lies on B.

Now (P1) and (P2) imply that dimk(X) = n+k for k = 1, 2, . . .. Indeed, (P2) implies that
for any bisector B, |B ∩ {x1, . . . , xn+k}| ≤ n, so that |Bc ∩ {x1, . . . , xn+k}| ≥ k. This
implies that dimk(X) ≤ n + k. However, (P1) and Theorem 3.1 show that dimk(X) ≥
n+k. Since we know that each of Rn, Sn and Hn has the property (P1), it remains to show
that they have the property (P2), and this depends on the nature of the bisectors in these
geometries. We consider each in turn.

6.1 Euclidean space Rn

Each bisector in Rn is a hyperplane (that is, the translation of an (n − 1)-dimensional
subspace of Rn), and each hyperplane is a bisector. Any set of n points lies on a bisector,
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and there exists sets of n+ 1 points that do not lie on any single bisector. The appropriate
geometry here is the affine geometry of Rn, but we shall take a more informal view. First,
we choose n points x1, . . . , xn that lie on a unique hyperplane H . Next, we select a point
xn+1 not on H . Then any n points chosen from {x1, . . . , xn+1} lie on some hyperplane
H ′, and the remaining point does not lie on H ′. Now suppose that we have constructed
the set {x1, . . . , xn+p} with the property that any set of n points chosen from this lie on a
unique hyperplane, say Hα, and that no other xi lies on Hα. Then we can choose a point
xn+p+1 that is not on any of the

(
n+p
n

)
hyperplanes Hα, and it is then easy to check that

the sequence x1, x2, . . . has the property (P2).
Although we have not used it, we mention that there is a formula for the n-dimensional

volume V of the Euclidean simplex whose vertices are the n + 1 points x1, . . . , xn+1 in
Rn, namely

V 2 =
(−1)n+1

2n(n !)2
∆,

where ∆ is the Cayley-Menger determinant given by

∆ =

∣∣∣∣∣∣∣∣∣
0 1 · · · 1
1 d21,1 · · · d21,n+1
...

...
. . .

...
1 d2n+1,1 · · · d2n+1,n+1

∣∣∣∣∣∣∣∣∣ ,
and di,j = ‖xi − xj‖. As V = 0 precisely when the points xj lie on a hyperplane, we
see that this condition could be used to provide an algebraic background to the discussion
above. For more details, see [3, 4] and [5]. We also mention that there are versions of the
Cayley-Menger determinant that are applicable to spherical, and to hyperbolic, spaces.

6.2 Spherical space Sn

Spherical space (Sn, d) is the space {x ∈ Rn+1 : ‖x‖ = 1} with the path metric d induced
on Sn by the Euclidean metric on Rn+1. Explicitly, cos d(x, y) = x·y, where x·y is the
usual scalar product in Rn+1. If u and v are distinct points of Sn, we let BE(u|v) be the
Euclidean bisector (in Rn+1) of u and v, and BS(u|v) the spherical bisector in the space
(Sn, d). Then BE(u|v) is a hyperplane that passes through the origin in Rn+1, and

BS(u|v) = Sn ∩BE(u|v). (6.1)

The bisectors BS(u|v) are the great circles (of the appropriate dimension) on Sn.
The equation (6.1) implies that the k-metric dimension of the spherical spaces is the

same as for Euclidean spaces. Indeed, our proof for Euclidean spaces depended on con-
structing a sequence x1, x2, . . . with the property (P2), and it is clear that this construction
could be carried out in such a way that each xj lies on Sn.

6.3 Hyperbolic space Hn

Our model of hyperbolic n-dimensional space is Poincare’s half-space model

Hn = {(x1, . . . , xn) ∈ Rn : xn > 0}

equipped with the hyperbolic distance dwhich is derived from Riemannian metric |dx|/xn.
For more details, see for example, [2, 17]. Our argument for Hn is essentially the same as
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for Rn and Sn because if u and v are distinct points in Hn, then the hyperbolic bisector
B(u|v) is the set S ∩ Hn, where S is some Euclidean sphere whose centre lies on the
hyperplane xn = 0. We omit the details.

7 The metric dimensions of graphs
The vertex set V of a graph G supports a natural graph metric d, where d(u, v) is the
smallest number of edges that can be used to join u to v. Some basic results on the k-
metric dimension of a graph have recently been obtained in [7, 8, 9, 10, 11]. Moreover,
it was shown in [19] that the problem of computing the k-metric dimension of a graph
is NP-hard. A natural problem in the study of the k-metric dimension of a metric space
(X, d) consists of finding the largest integer k such that there exists a k-metric generator
forX . For instance, for the graph shown in Figure 2 the maximum value of k is four. It was
shown in [7, 10] that for any graph of order n this problem has time complexity of order
O(n3). If we consider the discrete metric space (X, d0) (equivalently, a compete graph),
then dim1(X) = |X| − 1 and dim2(X) = |X|. Furthermore, for k ≥ 3 there are no
k-metric generators for X . In general, for any metric space (X, d), the whole space X is
a 2-metric generator, as two vertices are distinguished by themselves. As we have already
seen, there are metric spaces, like the Euclidean space Rn, where for any positive integer
k, there exist at least one k-metric generator.

We shall now discuss the dimension sequences of the simplest connected graphs, that
is paths and cycles (and we omit the elementary details).

A finite path Pn is a graph with vertices v1, . . . , vn, edges {v1, v2}, . . . , {vn−1, vn},
and bisectors {v2}, . . . , {vn−1}. We leave the reader to show that Pn has dimension se-
quence {

(1, 2,+∞, . . .) if n = 2, 3;
(1, 2, 4, 5, . . . , n,+∞, . . .) if n ≥ 4.

A semi-infinite path PN is a graph with vertices v1, v2 . . ., edges {v1, v2}, {v2, v3}, . . ., and
bisectors {v2}, . . .. Thus PN has dimension sequence (1, 3, 4, 5, . . .). A doubly-infinite
path PZ is the graph with vertices . . . , v−1, v0, v1, . . ., edges . . . , {v−1, v0}, {v0, v1}, . . .,
and bisectors . . . , {v−1}, {v0}, {v1}, . . .. Thus PZ has dimension sequence (2, 3, 4, 5, . . .).
We note that a graph G has 1-metric dimension 1 if and only it is Pn or PN [6, 14]. This,
together with the results just stated, show that if G is a graph of order two or more, and
k ≥ 2, then dimk(G) = k if and only if G is Pn and k = 2 (see also [8]).

We now consider cycles. A cycle Cn is a graph with vertices v1, . . . , vn, and edges
{v1, v2}, . . . , {vn−1, vn}, {vn, v1}. We must distinguish between the cases where n is
even, and where n is odd (which is the easier of the two cases) and, as typical examples,
we mention that C7 has dimension sequence (2, 3, . . . , 7,+∞, . . .), and C8 has dimension
sequence (2, 3, 4, 6, 7, 8,+∞, . . .). Suppose that n is odd; then the bisectors are the single-
tons {v}. Thus if S is a set of k+ 1 vertices, where k+ 1 ≤ n, then |Bc∩S| ≥ k for every
bisector B. Thus if n is odd, then dimk(Cn) = k + 1, and Cn has dimension sequence
(2, 3, . . . , n,+∞, . . .).

We now show that C2q has dimension sequence

(2, 3, . . . , q, q + 2, q + 3, . . . , q + q,+∞, . . .).

To see this, label the vertices as vj , where j ∈ Z, and where vi = vj if and only if i ≡ j
(mod n). The vertices vi and vj are antipodal vertices if and only if i− j ≡ q (mod 2q);
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thus vj and vj+q are antipodal vertices. The class of bisectors is the class of sets {v, v∗},
where v is a vertex, and v∗ is the vertex that is antipodal to v. For k = 1, . . . , q − 1 we
can take a set of k + 1 points, no two of which are antipodal, as a k-metric basis, so that
dimk(C2q) = k + 1 for k = 1, . . . , q − 1. To find dimq(C2q), we need to take (for a
q-metric basis) a set S which contains two pairs of antipodal points, and one more point
from each pair of the remining antipodal pairs. We leave the details to the reader.

v1
v2

v3
v4

u1 u2 u3
. . .

ut

Figure 2: For k ∈ {1, 2, 3, 4}, dimk(G) = k + 1.

As an example which joins a path to a cycle, consider the graphG illustrated in Figure 2
which is obtained from the cycle graph C5 and the path Pt, by identifying one of the
vertices of the cycle, say u1, and one of the end vertices of Pt. Let S1 = {v1, v2}, S2 =
{v1, v2, ut}, S3 = {v1, v2, v3, ut} and S4 = {v1, v2, v3, v4, ut}. Then, for k = 1, 2, 3, 4,
the set Sk is k-metric basis of G.

The following lemma is useful when discussing examples in graph theory.

Lemma 7.1. Suppose that a graph G does not have any cycles of odd length. Then
B(u|v) = ∅ when d(u, v) is odd.

The proof is trivial for if x ∈ B(u|v) then there is a cycle of odd length (from u to x,
then to v, and then back to u). This lemma applies, for example, to the usual grid (or graph)
in Rn whose vertex set is Zn. A bipartite graph is a graph G whose vertex set V splits into
complementary sets V1 and V2 such that each of the edges of G join a point of V1 to a point
of V2. As a graph is bipartite if and only if it has no cycles of an odd length, this lemma is
about bipartite graphs.

Example 7.2. Let us now consider a graph G that is an infinite tree in which every vertex
has degree at least three. Now let v be any vertex, select three edges from v, say {v, a},
{v, b} and {v, c}. As G is a tree, if we remove one edge the remaining graph is discon-
nected. Now let Gc be the subgraph of G that would be the component containing c if
we were to remove the edge {v, c} from G. It is clear that if u is a vertex in Gc, then
d(a, u) = d(b, u) since any path from a (or b) to u must pass through the edge {v, c}.
We conclude that Gc ⊂ B(a|b). It is now clear from Theorem 4.1 that G has dimension
sequence (+∞,+∞, . . .).

For the rest of this section we shall consider the Cayley graph of a group with a given
set of generators as a metric space. Let G be a group and let G0 a set of generators of
G. We shall always assume that if g ∈ G0 then g−1 ∈ G0 also. Then the Cayley graph
of the pair (G,G0) is a graph whose vertex set is G, and such that the pair (g1, g2) is an
edge if and only if g2 = g0g1 for some g0 in G0. Thus, for example, PZ is the Cayley
graph of an infinite cyclic group (on one generator), and Cn is the Cayley graph of an finite
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cyclic group (on one generator). We shall always assume that the set G0 of generators of
G is finite; then the Cayley graph is locally finite (that is, each vertex is the endpoint of
only finitely many edges). Note also that if a generator g0 has order two then g−10 = g0 so
this only provides one edge (not two edges) from each vertex. The following result, which
characterises Cayley graphs within the class of all graphs, is well known.

Theorem 7.3. A graph is a Cayley graph of a group G if and only if it admits a simply
transitive action of G by graph automorphisms.

Theorem 7.3 suggests that if we use the homogeneity implied by this result there is a
reasonable chance of finding the dimension sequence of a Cayley graph. However, for a
graph that is not the Cayley graph of a group, it seems that we are reduced to finding its
metric dimensions by a case by case analysis.

We shall now verify the claims made in Example 5.5. First, suppose that G is a free
group on p generators. Then the Cayley graph of G is a tree in which every vertex has
degree 2p; thus, using Example 7.2, we see that G has dimension sequence (+∞,+∞,
+∞, . . .).

Next, we consider an abelian group G on two generators of infinite order (the proof for
p generators is entirely similar). The Cayley graph of G has Z2 as its vertex set and (if we
identify the lattice point (m,n) with the Gaussian integer m+ in) edges {m+ in,m+ 1 +
in} and {m+ in,m+ i(n+ 1)}, where m,n ∈ Z. It is (geometrically) clear that for any
m ∈ Z we have, with ζ = m+ im,

B(ζ + 1|ζ + i) ⊃ {p+ iq : p ≥ m+ 1, q ≥ m+ 1}.

It now follows from Theorem 4.1 (by taking |m| large and m negative) that G has dimen-
sion sequence (+∞,+∞, . . .).

In contrast to Example 5.5 we have the following result for the infinite dihedral group
whose Cayley graph is an infinite ladder; for example we can take the group generated by
the two Euclidean isometries which, in complex terms, are z 7→ z + 1 and z 7→ z̄.

Theorem 7.4. The infinite dihedral group has dimension sequence (3, 4, 6, 8, . . .).

Proof. We may assume that (in complex terms) the vertices of the ladder graph are the
points m + in, where m ∈ Z and n = 0, 1. The key to computing the metric dimensions
of the ladder graph is the observation that

B(0|1 + i) = {1, 2, 3, . . .} ∪ {i, i− 1, i− 2, . . .}.

Of course, similar bisectors arise at other pairs of similarly located points; equivalently,
each automorphism of the graph maps a bisector to a bisector. All other bisectors are either
empty or of cardinality two. We claim that {0, 1, i} is a 1-metric basis for the graph so that
dim1(G) = 3. Next, it is easy to see that {0, 1, i, 1 + i} is a 2-metric basis for X so that
dim2(X) = 4. The set {0, 1, 2, i, 1 + i, 2 + i} is a 3-metric basis so that dim3(X) = 6.
We leave the details, and the remainder of the proof to the reader.

8 The join of metric spaces
The k-metric dimension of the join G1 + G2 of two finite graphs G1 and G2 was studied
in [7]. Let us briefly recall the notion of the join of two graphs G1 and G2 with disjoint
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vertex sets V1 and V2, respectively. The join G1 + G2 of G1 and G2 is the graph whose
vertex set is V1 ∪ V2, and whose edges are the edges in G1, the edges in G2, together with
all edges obtained by joining each point in V1 to each point in V2. Let d1, d2 and d be the
graph metrics of G1, G2 and G1 +G2, respectively; then

d(u, v) =


min{d1(u, v), 2} if u, v ∈ V1;

min{d2(u, v), 2} if u, v ∈ V2;

1 if u ∈ Vi, v ∈ Vj , where i 6= j,

because if u, v ∈ V1, say, then for w in V2, we have d(u, v) ≤ d(u,w) + d(w, v) = 2.
The join of two metric spaces is defined in a similar way, but before we do this we recall

that if (X, d) is a metric space, and t > 0, then dt, defined by

dt(x, y) = min{d(x, y), 2t},

is a metric on X . If d(x, y) < 2t then dt(x, y) = d(x, y), so that the dt-metric topology
coincides with the d-metric topology on X . As the metric dt will appear in our definition
of the join, we first show how the metric dimension of a single metric space varies when we
distort the metric from d to dt as above. From now on, the k-metric dimension of (X, dt)
will be denoted by dimt

k(X).

Theorem 8.1. Let (X, d) be a metric space, and k a positive integer, and suppose that
0 < s < t. Then dims

k(X) ≥ dimt
k(X) ≥ dimk(X). However, it can happen that

lim
t→+∞

dimt
k(X) > dimk(X). (8.1)

The join of two metric spaces is defined in a similar way to the join of two graphs, and
to motivate this, suppose that (X, d) is a metric space, and that X1 and X2 are bounded
subsetsX whose distance apart is very large compared with their diameters. Then, in some
sense, we can approximate the metric space (X1∪X2, d) by replacing all values d(x1, x2),
where xj ∈ Xj , by t, where t is some sort of average of the values d(x1, x2). We shall now
define the join, so suppose that (X1, d1) and (X2, d2) are metric spaces, withX1∩X2 = ∅,
and t > 0. Then the join of (X1, d1) and (X2, d2) (relative to the parameter t) is the metric
space (X1 ∪X2, d

t), where

dt(u, v) =


dt1(u, v) if u, v ∈ X1;

dt2(u, v) if u, v ∈ X2;

t if u ∈ Xi and v ∈ Xj , where i 6= j.

As with graphs, X1 +X2 always represents the metric space (X1 ∪X2, d
t), where in this

case t will be understood from the context.
We might hope that the metric dimension is additive with respect to the join, but unfor-

tunately it is not. Let X1 = {1, 3} and X2 = {2, 4}, each with the Euclidean metric, and
let t = 1. Then X1 ∪X2 = {1, 2, 3, 4} with the metric d1, where d1(1, 3) = d1(2, 4) = 2
and, for all other x and y, d1(x, y) = 1. The bisectors in X1 +X2 are X1, X2 and ∅, and
from this we conclude that dim1

1(X1 +X2) = 3. Obviously, dim1(X1) = dim1(X2) = 1,
so that in this case, dim1(X1) + dim1(X2) < dim1

1(X1 +X2).
We now give some inequalities which hold for the join of two metric spaces.



36 Ars Math. Contemp. 16 (2019) 25–38

Theorem 8.2. Let (Xj , dj), j = 1, 2, be metric spaces with X1 ∩X2 = ∅, and consider
the join (X1 ∪X2, d

t). Then, for any positive integer k, we have

dimk(X1) + dimk(X2) ≤ dimt
k(X1) + dimt

k(X2) ≤ dimt
k(X1 +X2). (8.2)

We shall now give an example which shows that (8.1) can hold; then we end with the
proofs of Theorems 8.1 and 8.2, and stating a consequence of Theorem 8.2.

Example 8.3. Let X = R and d(x, y) = |x − y|, so that dim1(X) = 2. We shall now
show that if t > 0 then dimt

1(X) = +∞, so that (8.1) can hold. Suppose that a < b,
and consider the bisector Bt(a|b). If x ≤ a − 2t, then dt(x, a) = dt(x, b) = 2t so that
x ∈ Bt(a|b). Thus Bt(a|b) ⊃ (−∞, a − 2t]. Now let S be any finite set, and let s be the
largest element in S. Then Bt(s+ 2t, s+ 3t) ⊃ (−∞, s] ⊃ S, so that dimt

1(X) = +∞.

This is a convenient place to describe the notation that will be used in the following two
proofs. We have metric spaces (X1, d1) and (X2, d2) with X1 ∩ X2 = ∅. For j = 1, 2
we use Bj(u|v) for the bisectors in Xj , and dimk(Xj) for their metric dimensions. Now
consider the join (X1 ∪ X2, d

t), and its metric subspaces (Xj , d
t). We use Bt(u|v) and

Btj(u|v) for the bisectors in these spaces, and dimt
k(X1 + X2) and dimt

k(Xj) for their
metric dimensions. In general, we write [B]c for the complement of a bisector B of any
type.

We shall need the following lemma in our proof of Theorem 8.1.

Lemma 8.4. Let (X, d) be a metric space, and suppose that 0 < s < t. Then B(u|v) ⊂
Bt(u|v) ⊂ Bs(u|v).

Proof. First, observe that for all real r, and all real, distinct α and β, we have min{α, r} =
min{β, r} if and only if (i) r ≤ min{α, β} or (ii) α = β. Now suppose that x ∈ Bt(u|v).
Then dt(x, u) = dt(x, v) so that min{d(x, u), t} = min{d(x, v), t}. This implies that
t ≤ min{d(x, u), d(x, v)} or d(x, u) = d(x, v), and (since s < t) in both cases we have
ds(x, u) = ds(x, v). Thus Bt(u|v) ⊂ Bs(u|v). The proof that B(u|v) ⊂ Bt(u|v) is
trivial: if x ∈ B(u|v) then d(x, u) = d(x, v) so that dt(x, u) = dt(x, v); hence x ∈
Bt(u|v).

The proof of Theorem 8.1. Let A be any finite subset of X . Then, by Lemma 8.4, for all u
and v in X with u 6= v, we have

|A ∩ [B(u|v)]c| ≥ |A ∩ [Bt(u|v)]c| ≥ |A ∩ [Bs(u|v)]c|.

It follows that if A is a k-metric generator for (X, ds) (that is, if, for all u and v, |A ∩
[Bs(u|v)]c| ≥ k), then it is also a k-metric generator for (X, dt). Thus the minimum of
|S| taken over all k-metric generators S of (X, dt) is less than or equal to the minimum
over all k-metric generators of (X, ds); hence dims

k(X) ≥ dimt
k(X). The proof that

dimt
k(X) ≥ dimk(X) is entirely similar.

The proof of Theorem 8.2. The first inequality follows from Theorem 8.1. The inequality
is trivially true if dimt

k(X1 +X2) = +∞, so we may assume that there is a k-metric basis,
say W , of X1 +X2. Thus |W | = dimt

k(X1 +X2). Now take any u and v in X1; then

Bt(u|v) = {x ∈ X1 ∪X2 : dt(x, u) = dt(x, v)} = Bt1(u|v) ∪X2,
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so that, from Lemma 8.4, [Bt(u|v)]c = [Bt1(u|v)]c ⊂ X1. We putWj = W ∩Xj , j = 1, 2.
Then, if we let u and v vary over X1, with u 6= v, we find that

k ≤ |[Bt(u|v)]c ∩W | = |[Bt1(u|v)]c ∩X1 ∩W | = |[Bt1(u|v)]c ∩W1|,

so that dimt
k(X1) ≤ |W1|. Similarly, dimt

k(X2) ≤ |W2|, so that

dimt
k(X1) + dimt

k(X2) ≤ |W1|+ |W2| = |W | = dimt
k(X1 +X2)

as required.

If (Xj , dj), j = 1, 2, are metric spaces, each with diameter less than t, such that
X1 ∩X2 = ∅, the for any k-metric basis Ai of (Xj , dj), A1 ∪ A2 is a k-metric generator
for the join (X1 ∪ X2, d

t). This shows that dimt
k(X1 + X2) ≤ dimk(X1) + dimk(X2),

and so Theorem 8.2 leads to the following corollary.

Corollary 8.5. Let (Xj , dj), j = 1, 2, be metric spaces, each with diameter less than t,
such that X1 ∩X2 = ∅. Then, for k = 1, 2, . . .,

dimt
k(X1 +X2) = dimk(X1) + dimk(X2).
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Abstract

We are seeking a sufficient condition that forces a transversal in a generalized Latin
square. A generalized Latin square of order n is equivalent to a proper edge-coloring of
Kn,n. A transversal corresponds to a multicolored perfect matching. Akbari and Alipour
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l(n) ≤ n2/2 if n is large enough. In this note we prove that l(n) is bounded from above
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1 Multicolored matchings and generalized Latin squares
A subgraph H of an edge-colored host graph G is multicolored if the edges of H have dif-
ferent colors. The study of multicolored (also called rainbow, heterochromatic) subgraphs
dates back to the 1960’s. However, the special case of finding multicolored perfect match-
ings in complete bipartite graphs was first studied much earlier by Euler in the language of
Latin squares. Since then this branch of combinatorics, especially the mentioned special
case, has been flourishing. Several excellent surveys were dedicated to the subject, see
[8, 9, 10, 13].

In this paper we mainly focus on the case when the host graph is a complete bipartite
graph Kn,n, and the multicolored subgraph in view is a perfect matching (1-factor). There
is a natural constraint on the coloring: it has to be proper.

These conditions can be reformulated in the language of Latin squares. A Latin square
of order n is an n × n matrix, which has n different symbols as entries, and each symbol
appears exactly once in each row and in each column. A generalized Latin square of order
n is an n × n matrix, in which each symbol appears at most once in each row and in each
column. A diagonal of a generalized Latin square of order n is a set of entries, which
contains exactly one representative from each row and column. If the symbols are all
different in a diagonal, then we call it a transversal.

Generalized Latin squares correspond to properly edge-colored complete bipartite graphs,
while transversals correspond to multicolored 1-factors (perfect matchings). The so called
partial transversals correspond to multicolored matchings. This intimate relation allows
us to use the concept of symbols and colors interchangeably.

It is known that there exist Latin squares without a transversal. One might think that
using more symbols should help finding a transversal. Therefore, it is natural to seek the
sufficient number of symbols. We recall the following

Definition 1.1 (Akbari and Alipour [1]). Let l(n) be the least number of symbols satisfying
l(n) ≥ n that forces a transversal in any generalized Latin square of order n that contains
at least l(n) symbols.

In the terminology of matchings, they asked the threshold for the number l(n) of colors
such that any proper l-coloring of Kn,n contains a multicolored perfect matching if l ≥
l(n). Notice that the function l(n) is not obviously monotone increasing.

Akbari and Alipour determined l(n) for small n: l(1) = 1, l(2) = l(3) = 3, l(4) = 6.
They also proved that l(n) ≥ n+3 for n = 2a− 2 (2 < a ∈ N). They posed the following

Conjecture 1.2 (Akbari and Alipour [1]). The difference l(n)−n is not bounded if n→∞,
while l(n) ≤ n2/2 if n > 2.

Our main contribution is the following

Theorem 1.3. l(n) ≤ 0.75n2 if n > 1.

Although we conjecture that l(n) = o(n2), we must mention that if we relax the settings
by allowing symbols to appear more than once in the columns, then for all n, there exist
n× n transversal-free matrices, which contain n2/2 +O(n) symbols [2].

The paper is built up as follows. In Section 2 we show the connection of the problem to
a classical Erdős–Spencer result. We prove an upper bound on l(n) using a refined variant
of the Lovász local lemma. We present the proof of Theorem 1.3, which is mainly built on
König’s theorem. Finally in Section 3, we propose the study of a function similar to l(n),
and investigate the relation to certain anti-Ramsey problems.
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2 Two approaches to bound the number of symbols
2.1 Lovász local lemma

It is a classical application of the Lovász local lemma (LLL) that there exists a transversal
in an n× n matrix if no color appears more than 1

4en times. In fact, Erdős and Spencer [7]
weakened the conditions of LLL by introducing the so called lopsided dependency graph
G of the events, on which the following holds for every event Ei and every subfamily F of
events {Ej : j 6∈ NG[i]}:

P (Ei | ∩j∈FEj) ≤ P (Ei),

where NG[i] denotes the closed neighborhood of vertex i in graph G. Under this assump-
tion, it is enough to show the existence of an assignment i 7−→ (µi > 0) which fulfills

P (Ei) ≤
µi∑

S⊆NG[i]

∏
j∈S µj

(2.1)

to obtain P (∩iEi) > 0.
Applying the ideas of Scott and Sokal [11]; Bissacot, Fernández, Procacci and Scop-

pola [4] observed that LLL remains valid if the summation in Inequality (2.1) is restricted
to those sets S which are independent in G.

Let c(aij) denote the number of occurrences of the symbol aij in an n × n array A
(n > 1). Let ci∗(A) and c∗j(A) measure the average occurrence in row i and column j as

ci∗(A) =

(∑
t

c(ait)

)
− n and c∗j(A) =

(∑
t

c(atj)

)
− n.

It can be viewed as some kind of weight-function on the rows and columns, where the
weight is zero only if all entries admit uniquely occurring colors.

We follow the proof of the improvement on the Erdős-Spencer result in [4]. We show
that P (∩vEv) > 0 holds for the set of events {Ev} that a random diagonal contains a
particular pair v of monochromatic entries. Here |NG[v]| in the lopsided dependency graph
G depends only on the number of monochromatic pairs (v, v′) of entries, which shares (at
least) one row or column with an entry from both v and v′. Thus if v consists of aij and
akl, then |NG[v]| ≤ ci∗(A) + c∗j(A) + ck∗(A) + c∗l(A). Also if w,w′ ∈ NG[v] covers
the same row from {i, k} or column from {j, l} then w and w′ are adjacent in G.

If we set µv := µ ∀v, then it is enough to provide a µ such that

P (Ev) =
1

n(n− 1)
≤ µv∑

S⊆NG[v], S indep.
∏

j∈S µj
=

µ∑
S⊆NG[v], S indep. µ

|S|

Consequently, it is enough to set µ in such a way that

µ∑
S⊆NG[v], S indep. µ

|S| >

µ

(1 + ci∗(A)µ)(1 + c∗j(A)µ)(1 + ck∗(A)µ)(1 + c∗l(A)µ)
≥ 1

n(n− 1)

holds.
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It is easy to see that (1 + Uµ)(1 + V µ) ≤ (1 + U+V
2 µ)2 for all U, V ∈ R, hence

µ

(1 + cvµ)4
≥ 1

n(n− 1)

implies the required condition, where

cv :=
ci∗(A) + c∗j(A) + ck∗(A) + c∗l(A)

4
.

Thus if we set µ := 1
3cv

, we obtain the following

Proposition 2.1. There always exists a transversal in a generalized Latin square unless(
4

3

)3
(ci∗(A) + c∗j(A) + ck∗(A) + c∗l(A)) > n(n− 1) (2.2)

holds for a pair of monochromatic entries aij and akl.

Corollary 2.2. l(n) ≤ (1− 27
256 )n

2 + 27
256n ≈ 0.895n2 if n > 1.

Proof. Observe that n2−ci∗(A) or n2−c∗j(A) bounds from above the number of colors in
A for all i, j ∈ [1, n]. Consequently, if the number of colors is at least (1− 27

256 )n
2+ 27

256n,
then (

4

3

)3
ci∗(A) ≤

1

4
(n2 − n) and

(
4

3

)3
c∗j(A) ≤

1

4
(n2 − n)

for every row i and column j, which in turn provides the existence of a transversal accord-
ing to Proposition 2.1.

Remark 2.3. Note that while the proof of Erdős and Spencer points out the existence of
one frequently occurring symbol, the proof above reveals that in fact many symbols must
occur frequently to avoid a transversal.

2.2 Using König’s theorem

We start with a lemma on the structure of partial transversals, which is essentially the
consequence of the greedy algorithm. The following easy observation is due to Stein [12].

Result 2.4. Consider r rows in a generalized Latin square A of order n. If n+1
2 ≥ r, then

there exists a partial transversal of order r in A covering the r rows in view.

We need the following consequence:

Lemma 2.5. Consider p rows and q columns in an n × n generalized Latin square. If
q ≤ p ≤ (n+ 1)/2, then either

Case (a) q ≤ p/2 and there exists a partial transversal of size p covering the p rows and
q columns, or

Case (b) q > p/2 and there exists a partial transversal of size bp/2c + q covering the p
rows and q columns.
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Proof. Both parts follow from the fact that we can build a partial transversal by choosing
first min{q, dp/2e} different symbols in the array formed by the intersection of the p rows
and q columns, and then we can extend this greedily by entries in the uncovered rows and
columns of the array (essentially using Result 2.4).

We proceed by recalling a variant of König’s theorem, see Brualdi, Ryser [5].

Lemma 2.6. There exists an all-1 diagonal in a 0/1 square matrix of order n if and only
if there does not exist an all-0 submatrix of size x× y, where x+ y ≥ n+ 1.

Now we prove another upper bound on l(n).

Theorem 2.7. If a generalized Latin square of order n contains at least 0.75n2 symbols,
then it has a transversal.

Proof. First notice that the statement holds for n = 1, 2. We proceed by induction. Con-
sider a generalized Latin square A of order n, which contains at least 0.75n2 symbols. A
symbol is a singleton if it appears exactly once in A. We refer to the other symbols as
repetitions. A submatrix is called a singleton-, resp. repetition-submatrix if every entry of
the matrix is a singleton, resp. repetition.

Let p be the number of rows consisting only of repetitions and q be the number of
columns consisting only of repetitions. We refer to these as full rows and columns, and
assume that q ≤ p. Notice that p ≤ n/2, since the number of symbols is at least 0.75n2.
Our aim is to choose a partial transversal that covers all full rows and columns, and then
we complete this to a transversal by adding only singletons. First we apply Lemma 2.5 to
get a partial transversal that covers the full rows and columns. Next, we omit the rows and
columns that are covered by the chosen partial transversal. We obtain a generalized Latin
square A′ of order n − p in Case (a) or of order n − bp/2c − q in Case (b). Now we are
done by Lemma 2.6, if there are not too large repetition-submatrices in A′.

Suppose to the contrary that such a repetition-submatrix of size x × y exists in one of
the cases, where x+ y is larger than the order of A′. Note first that in either case, A′ does
not contain full rows and columns. Therefore, we can choose a singleton σ1 in A′ such that
at least x repetitions appear in its row. Similarly, we can choose a singleton σ2 in A′ such
that at least y repetitions appear in its column.

Claim 2.8. There exists a singleton σ such that the row of σ or the column of σ contains
more than n/2 repetitions in the original Latin square A.

Proof. In Case (a) of Lemma 2.5: q ≤ p/2. The number of repetitions in the row of σ1
is at least q + x and number of repetitions in the column of σ2 is at least p + y. Thus the
statement holds since p+ q + x+ y > p+ q + (n− p) ≥ n.

In Case (b) of Lemma 2.5: q > p/2. The number of repetitions in the row of σ1 is
at least q + x and number of repetitions in the column of σ2 is at least p + y. Thus the
statement holds since p+ q + x+ y > p+ q + (n− bp/2c − q) ≥ n.

In view of Claim 2.8, if we omit the row and column of the singleton σ, we obtain a
generalized Latin square B of order n− 1, which admits more than 0.75n2 − (2n− 1) +
n/2 > 0.75(n− 1)2 symbols. By the induction hypothesis, there exists a transversal in B,
hence it can be completed to a transversal of A by adding σ.
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3 Discussion
At the time of submission, we learned that Best, Hendrey, Wanless, Wilson and Wood [3]
achieved results similar to ours. As the best upper bound, they proved l(n) < (2−

√
2)n2.

Nevertheless, not only the conjecture of Akbari and Alipour remained open, but it is
plausible that it can be strengthened in the order of magnitude as well. In fact, the bound
1
2n

2 is intimately related to the number of singletons, which took a crucial part in both
our proof and the proof in [3]. If the number of colors does not exceed 1

2n
2, then there

might be no singletons at all. However, our first probabilistic proof implies also that either
there exists a transversal in a generalized Latin square of order n with Cn2 colors (C >
0.45), or the number of singletons is large. This fact points out that the constant 1/2 in
Conjecture 1.2 is highly unlikely to be sharp. More precisely, we show the following

Proposition 3.1. If the number of singletons is less than (2C + 0.25
(
3
4

)3 − 1 + o(1))n2

in a generalized Latin square of order n with Cn2 symbols, then there exists a transversal.

Proof. Suppose first that in every row and column, the sum ci∗(A) and c∗j(A) are be-
low 0.25

(
3
4

)3
(n2 − n). This in turn implies the existence of a transversal by Proposi-

tion 2.1. On the other hand, if for example ci∗(A) exceeds that bound, then consider only
the symbols not appearing in row i, and let us denote by nk the number of symbols which
occur exactly k times overall, with none of those occurrences being in row i. Clearly∑

k nk = Cn2 − n and
∑

k knk = (n(n − 1) − ci∗(A)) ≤ (1 − 0.25
(
3
4

)3
)(n2 − n).

Consequently, for the number of singletons not appearing in the ith row,

n1 ≥ 2
∑
k

nk −
∑
k

knk ≥ (2C + 0.25

(
3

4

)3
− 1 + o(1))n2,

which makes this case impossible.

A special case, that appears as a bottleneck in some arguments concerns generalised
Latin squares, where each repeated symbol has maximum multiplicity. We show that also
in this special case, one can find a transversal.

Lemma 3.2. If A is a generalised Latin square of order n, where each symbol has multi-
plicity 1 or n (and both multiplicities occur), then A has a transversal.

Proof. We associate an edge-colored complete bipartite graph GA to A such that vertices
on one side correspond to rows the other side to columns and the colors of the edges to the
symbols. Our goal is to find a multicolored matching.

Notice that the Latin property implies that a symbol with multiplicity n corresponds to
a perfect matching. Let us remove all edges corresponding to symbols with multiplicity n.
If there are r such colors, then the remaining bipartite graph is (n− r)-regular. As an easy
corollary of Hall’s theorem, any regular bipartite graph contains a perfect matching. In our
case there are only singleton colors on the edges, so the perfect matching is multicolored.

It seems likely that if the number of colors is large, then we not only obtain one transver-
sal, but also a set of disjoint transversals. This motivates the study of the following function.
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Definition 3.3. Let l∗(n) be the least integer satisfying l∗(n) ≥ n such that for any proper
edge-coloring of Kn,n by at least l∗(n) colors, the colored graph can be decomposed into
the disjoint union of n multicolored perfect matchings.

Conjecture 3.4. l∗(n) ≤ n2/2 if n is large enough.

We remark that the difference of l(n) and l∗(n) is at least linear in n if l(n) 6= n.

Proposition 3.5. l∗(n)− l(n) ≥ n− 1.

Proof. Suppose first that there exists a transversal-free generalised Latin square of order n,
i.e., l(n) > n.

For n ≤ 2 the claim is straightforward. Suppose n ≥ 3. By definition, there exists
a transversal-free generalized Latin square A of order n with l(n) − 1 symbols. Since
l(n) ≤ 0.75n2, we can find a set S of n − 1 different repetitions, where n − 1 ≤ 0.25n2.
We assign new symbols to the entries of S to create a new generalized Latin square A′ of
the same order. Since S cannot cover n disjoint transversals, and there were no transversals
disjoint to S, matrix A′ cannot be decomposed to n transversals, but contains l(n) + n− 2
symbols. Now consider the case when l(n) = n, which implies that n must be odd. Take
the cyclic Latin square of order n−1 (which has no transversal, since n−1 is even) and add
one row and column of singletons. The resulting matrix has n−1+2n−1 = 3n−2 symbols
in it. However, it cannot be decomposed into transversals because such a decomposition
would need to include a transversal of the embedded cyclic group table.

Remark 3.6. Observe that the above result implies l∗(n) ≥ 2n − 1 for all n. Notice that
there are some orders n, for which l(n) = n, e.g. n ∈ {1, 3, 7}, see also [3].

The question we studied concerning l(n) clearly has an anti-Ramsey flavor. The anti-
Ramsey number AR(n,G) for a graph family G, introduced by Erdős, Simonovits and
Sós [6], is the maximum number of colors in an edge coloring of Kn that has no multi-
colored (rainbow) copy of any graph in G. To emphasize this connection, we propose the
following problem.

Problem 3.7. What is the least number of colors t(n, 2), which guarantees a rainbow 2-
factor subgraph on at least n − 1 vertices in a properly edge-colored complete graph Kn

colored by at least t(n, 2) colors?

Perhaps the size n−1 of the 2-factor subgraph seems artificial in some sense at first, or
at least it could be generalized to any given function f(n). We recall that for the function
t(n, 1) corresponding to 1-factors, Woolbright and Fu provided the following related result.
In Problem 3.7, we have to allow two values n− 1 and n to avoid parity issues.

Proposition 3.8 ([14]). Every properly colored K2n has a multicolored 1-factor if the
number of colors is at least 2n− 1 and n > 2. That is, t(n, 1) = n− 1.

In another formulation, the necessary number of colors for a proper edge-coloring is
already sufficient to guarantee a multicolored perfect matching. It might happen that it also
forces a much larger structure as required in Problem 3.7. We propose the following

Conjecture 3.9. Any proper edge-coloring of K2n by at least 2n − 1 colors contains a
multicolored 2-factor on 2n− 1 or 2n vertices.
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If the above conjecture fails, then possibly there are proper edge-colorings of Kn with-
out multicolored 2-factors of size n or n−1. In that case, we can use a connection between
t(n, 2) and l(n) to show a lower bound.

Proposition 3.10. l(n) ≥ t(n, 2) + 1.

Proof. Consider an edge-coloring C of the complete graph Kn on vertex set V without
multicolored 2-factors of size n or n − 1. We associate to C a coloring of the complete
bipartite graph Kn,n on partite classes U and W as follows: let us assign the color of
vivj ∈ E(Kn) (i, j ∈ [1, n]) to the edge uiwj ∈ E(Kn,n) if i 6= j, and color the set
of independent edges uiwi (i ∈ [1, n]) by a separate color. Suppose that we found a
multicolored 1-factor M in the complete bipartite graph. We omit at most one edge of M
if we delete the edges uiwi and M ′ remains. Consider the edges vkvl in Kn, for which
ukwl is contained in the multicolored M ′ of edges. This edge set is multicolored too, and
each vertex has degree 2.
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Abstract

Let F be a field and let F r×s denote the space of r× s matrices over F . Given equinu-
merous subsets A = {Ai | i ∈ I} ⊆ F r×r and B = {Bi | i ∈ I} ⊆ F s×s we call the
subspace C(A,B) := {X ∈ F r×s | AiX = XBi for i ∈ I} an intertwining code. We
show that if C(A,B) 6= {0}, then for each i ∈ I , the characteristic polynomials of Ai and
Bi and share a nontrivial factor. We give an exact formula for k = dim(C(A,B)) and give
upper and lower bounds. This generalizes previous work. Finally we construct intertwining
codes with large minimum distance when the field is not ‘too small’. We give examples of
codes where d = rs/k = 1/R is large where the minimum distance, dimension, and rate
of the linear code C(A,B) are denoted by d, k, and R = k/rs, respectively.

Keywords: Linear code, dimension, distance.

Math. Subj. Class.: 94B65, 60C05

1 Introduction
Let F be a field and let F r×s denote the space of r × s matrices over F . Given equinu-
merous subsets A = {Ai | i ∈ I} ⊆ F r×r and B = {Bi | i ∈ I} ⊆ F s×s we call the
subspace C(A,B) := {X ∈ F r×s | AiX = XBi for i ∈ I} an intertwining code. The
parameters of this linear code are denoted [n, k, d] where n = rs, k := dim(C(A, B))
and d is the minimum distance of C(A,B). Given u, v ∈ Fn the Hamming distance
d(u, v) = |{i | ui 6= vi}| is the number of different coordinate entries, and a subspace
C 6 Fn has minimal (Hamming) distance d(C) := min{d(u, v) | u 6= v} which
equals min{d(0, w) | w ∈ V where w 6= 0}. If |I| = 1 we write C(A,B) instead
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of C({A}, {B}). Centralizer codes [1] have the form C(A,A) and twisted centralizer
codes [2, 3] have the form C(A,αA) where A ∈ F r×s and α ∈ F . Intertwining codes
C(A,B) are more general still, so our dimension formula (Theorem 2.8) has particularly
wide applicability. Furthermore, the greater abundance of intertwining codes turns out to
help us construct intertwining codes with large minimum distance, cf. Theorem 4.3 and [3,
Theorem 3.2]. Intertwining codes have the advantage of a short description, and fast matrix
multiplication algorithms give rise to efficient syndrome computations which, in turn, may
be used for decoding as described in [3, §3].

Given representations gi 7→ Ai and gi 7→ Bi a group algebra F 〈gi | i ∈ I〉, elements
of C(A,B) are homomorphisms between the associated modules. Hence Lemma 2.2 gen-
eralizes the fact that irreducible representations with distinct characters are inequivalent.

An exact formula for k := dim(C(A,B)) is given in Theorems 2.9 and 2.8 of Sec-
tion 2. The formula for k is simplified by an identity involving partitions proved in Sec-
tion 4. Simpler upper and lower bounds for k are given in Section 5. In Theorem 4.3
in Section 4, we give an algorithm to construct A,B for which the minimum distance
is d(C(A,B)) = br/kcs. These examples have dR 6 1 where R = k

rs is the rate of
C(A,B).

Corollary 4.4 to Theorem 4.3 shows that there exist matrices A ∈ F r×r and B ∈ F s×s
such that the intertwining code C(A,B) has dimension min{r, s} and minimum distance
max{r, s}. We wonder how much this result can be improved.

2 A formula for dimF (C(A,B))

Throughout this section A = {Ai | i ∈ I} ⊂ F r×r and B = {Bi | i ∈ I} ⊂ F s×s for a
field F . The idea underlying this section is to use the Jordan form over the algebraic closure
F of F to compute dimF (C(A,B)). To implement this idea we must simultaneously
conjugate each Ai ∈ A, and each Bi ∈ B, into Jordan form. This is always possible when
|I| = 1.

Let GL(r, F ) denote the general linear group of r × r invertible matrices over F . An
ordered pair (R,S) ∈ GL(r, F )×GL(s, F ) acts on F r×s via X(R,S) = R−1XS. Clearly

(X(R1,S1))(R2,S2) = X(R1R2,S1S2),

(XS1)
(R,S) = X(R,S)SS1 , and

(R1X)(R,S) = RR1 X
(R,S).

Lemma 2.1. If (R,S) ∈ GL(r, F )×GL(s, F ), then

C(A,B)(R,S) = R−1C(A,B)S = C(AR,BS)

where AR := {R−1AiR | i ∈ I} and BS := {S−1BiS | i ∈ I}.

Proof. For each i ∈ I , the equation AiX = XBi is equivalent to

ARi X
(R,S) = (AiX)(R,S) = (XBi)

(R,S) = X(R,S)BSi .

Let cA(t) = det(tI −A) be the characteristic polynomial of A.

Lemma 2.2. If C(A,B) 6= {0}, then gcd(cAi(t), cBi(t)) 6= 1 for all i ∈ I .



S. P. Glasby and C. E. Praeger: On the parameters of intertwining codes 51

Proof. Suppose that for some i ∈ I we have gcd(cAi(t), cBi(t)) = 1. Then there exist
polynomials f(t), g(t) such that f(t)cAi(t) + g(t)cBi(t) = 1. Evaluating this equation
at t = Bi, and noting that cBi(Bi) = 0, shows f(Bi)cAi(Bi) = I . Hence cAi(Bi) is
invertible. For X ∈ C(A,B), we have AiX = XBi. Thus∑

k>0

αkA
k
i

X = X

∑
k>0

αkB
k
i

 ,

for all αk ∈ F , and therefore cAi(Ai)X = XcAi(Bi). Since cAi(Ai) = 0, post-
multiplying by cAi(Bi)

−1 shows that X = 0, and hence C(A,B) = {0}.

Henceforth when we wish to emphasize the field F , we write CF (A,B). Lemma 3.1
of [2], in essence, says CF (A,B) = CF (A,B)⊗ F . This immediately yields Lemma 2.3.

Lemma 2.3. If K is an extension field of F , then dimF (CF (A,B)) = dimK(CK(A,B)).
In particular, dimF (CF (A,B)) = dimF (CF (A,B)) where F is the algebraic closure
of F .

Lemma 2.3 allows us to assume that F is algebraically closed, which we shall do for
the rest of this section. Given A ∈ F r×r and B ∈ F s×s define A ⊕ B to be the block
diagonal matrix (A 0

0 B ), and define A⊕ B to be {Ai ⊕Bi | i ∈ I} ⊆ F (r+s)×(r+s).

Lemma 2.4. If A1 ⊆ F r1×r1 , . . . ,Am ⊆ F rm×rm and B1 ⊆ F s1×s1 , . . . ,Bn ⊆ F sn×sn

are subsets, all with the same finite cardinality, then

C

 m⊕
i=1

Ai,
n⊕
j=1

Bj

 ∼= m⊕
i=1

n⊕
j=1

C(Ai,Bj).

Proof. Write X = (Xij) as a block matrix where Xij has size ri × sj . The condition

X ∈ C
(⊕m

i=1Ai,
⊕n

j=1 Bj
)

is equivalent to Xij ∈ C(Ai,Bj) for each i, j.

Corollary 2.5. Suppose that A1, . . . ,Am and B1, . . . ,Bn are as in Lemma 2.4, and sup-
pose that for i 6= j, the characteristic polynomials of matrices in Ai are coprime to the
characteristic polynomials of matrices in Bj . Then

C

 m⊕
i=1

Ai,
n⊕
j=1

Bj

 ∼= min{m,n}⊕
i=1

C(Ai,Bi).

Proof. Use Lemma 2.4, and note that C(Ai,Bj) = {0} for i 6= j by Lemma 2.2.

Remark 2.6. Let F be a finite field. Standard arguments, for example [6, p. 168], can be
used to relate dimF (CF (A,B)) to data computed over F . This remark and Remark 2.10
explain the details. Let p1(t), p2(t), . . . enumerate the (monic) irreducible polynomials
over F and write cA(t) =

∏
i>1 pi(t)

ki and cB(t) =
∏
i>1 pi(t)

`i , respectively. This
gives rise to the A-invariant primary decomposition F r =

⊕
i>1 ker(pi(A)

ki), and the
B-invariant decomposition F s =

⊕
i>1 ker(pi(A)

`i). Let Ai be the restriction of A
to ker(pi(A)

ki) and Bi the restriction of B to ker(pi(A)
`i). Corollary 2.5 shows that

dim(C(A,B)) =
∑
i>1 dim(C(Ai, Bi)). The second ingredient involves partitions and is

described in Remark 2.10.
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It is straightforward to see that C(A,B) =
⋂
i∈I C(Ai, Bi) where C(Ai, Bi) means

C({Ai}, {Bi}). Recall that a matrix A ∈ F r×r is nilpotent if and only if Ar = 0. We say
that A is α-potent, where α ∈ F , if (A − αI)r = 0. The following lemma and theorem
reduce our deliberations from α-potent matrices to nilpotent matrices. For A = {Ai | i ∈
I} ⊆ F r×r, let A− αIr denote the set {Ai − αIr | i ∈ I}.

Lemma 2.7. IfA ⊆ F r×r, B ⊆ F s×s and α ∈ F , then C(A,B) = C(A−αIr,B−αIs).

Proof. For i ∈ I , AiX = XBi holds if and only if (Ai − αIr)X = X(Bi − αIs).

A partition λ of r, written λ ` r, is a sequence λ = (λ1, λ2, . . . ) of integers satisfying

λ1 > λ2 > · · · > 0 and λ1 + λ2 + · · · = r.

We call λi the ith part of λ, and we usually omit parts of size zero. Let Nr be the r × r
nilpotent matrix with all entries 0 except for an entry 1 in position (i, i+ 1) for 1 6 i < r.
Let Nλ =

⊕
Nλi where λ ` r. Every nilpotent r× r matrix is conjugate to some Nλ for a

unique λ ` r. Furthermore, if an r×r matrixR has eigenvalues ρ1, . . . , ρm and associated
generalized eigenspaces of dimensions r1, . . . , rm where r1 + · · · + rm = r, then R has
Jordan form

⊕m
i=1(ρiIri +Nλi) where λi is a partition of ri (not a part of a partition).

Theorem 2.8. Suppose A ∈ F r×r, B ∈ F s×s and gcd(cA(t), cB(t)) has distinct roots
ζ1, . . . , ζm in F . Suppose that the sizes of the Jordan blocks of A associated with the
generalized ζi-eigenspace of A determine a partition αi, and the sizes of the Jordan blocks
of B associated with the generalized ζi-eigenspace of B determine a partition βi. Then

dim(C(A,B)) =

m∑
i=1

dim(C(Nαi , Nβi)).

Proof. By Lemma 2.3 we may assume that F = F . Let Ai be the restriction of A to its
generalized ζi-eigenspace {v | v(A− ζiI)k for some k > 0}. Then Ai is ζi-potent, and so
determines a partition αi. Similarly, the restrictionBi ofB to the ζi-eigenspace determines
a partition βi. By Corollary 2.5 and Lemma 2.7, we have

dim(C(A,B)) =

m∑
i=1

dim(C(Ai, Bi)) =

m∑
i=1

dim(C(Nαi , Nβi)).

Theorem 2.9. Given partitions λ of r and µ of s, the dimension of C(Nλ, Nµ) equals

dim(C(Nλ, Nµ)) =
∑
i>1

∑
j>1

min{λi, µj}.

Proof. As λ ` r and µ ` s, we have
∑
i>1 λi = r and

∑
j>1 µj = s. Lemma 2.4 shows

that C(Nλ, Nµ) ∼=
⊕

i>1

⊕
j>1 C(Nλi , Nµj ). Taking dimensions, it suffices to show

dim(C(Nλi , Nµj )) = min{λi, µj}. This can be shown by solving NλiX = XNµj for X
and counting the number of free variables. Alternatively, Fλi is a uniserial 〈Nλi〉-module
with 1-dimensional quotient modules, and similarly for Fλj . As their largest common
quotient module is Fmin{λi,λj}, we have dim(C(Nλi , Nλj )) = min{λi, λj}.
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Remark 2.10. Suppose |F | = q is finite. Following on from Remark 2.6 it suffices to
consider the case where cA(t) = p(t)r/d, cB(t) = p(t)s/d, where p(t) is irreducible over
F of degree d. The field K := F [t]/(p(t)) has order qd. In this case the structure of the
modules F r = Kr/d and F s = Ks/d is determined by partitions λ ` r/d and µ ` s/d.
It turns out that A is conjugate (see below) to Nλ,p := diag(Nλ1,p, Nλ2,p, . . . ) ∈ F r×r

where

Nm,p =


C(p) I

. . . . . .
C(p) I

C(p)

 ∈ F dm×dm
and C(p) ∈ F d×d is the companion matrix of p(t). Now C(p) is conjugate in GL(d,K)
to diag(ζ1, . . . , ζd) where ζ1, . . . , ζd are the (distinct) roots of p(t) in K. It follows from
Theorems 2.9 and 2.8 that

dim(C(A,B)) = dim(C(Nλ,p, Nµ,p)) = d
∑
i>1

∑
j>1

min{λi, µj}. (2.1)

As an example, suppose A is cyclic and cA(t) = p(t)3 where d = deg(p) = 3. In this case
r = 9 and λ = (3). Write p(t) = t3 + p2t

2 + p1t+ p0 = (t− ζ1)(t− ζ2)(t− ζ3). Then
A is conjugate in GL(9, F ) by [5] toC(p) N 0

0 C(p) N
0 0 C(p)


where

C(p) =

 0 1 0
0 0 1
−p0 −p1 −p2

 and N =

0 0 0
0 0 0
0 0 1

 .

As p(t) is separable, [5, Theorem 1] implies that A is conjugate in GL(9, F ) toC(p) I 0
0 C(p) I
0 0 C(p)

 .

Hence A is conjugate in GL(9,K) toD(ζ1) 0 0
0 D(ζ2) 0
0 0 D(ζ3)


where

D(ζ) =

ζ 1 0
0 ζ 1
0 0 ζ

 .

This explains the factor of d = deg(p(t)) in equation (2.1) and relates the generalized
Jordan form of A over F to the Jordan form of A over K.
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3 Conjugate partitions
In this section we simplify the formula in Theorem 2.9 for dim(C(Nλ, Nµ)). We prove an
identity in Lemma 3.2 involving partitions which replaces multiple sums by a single sum.
In order to state the simpler dimension formula we need to define ‘conjugate partitions’.
The conjugate of λ ` r is the partition λ′ = (λ′1, λ

′
2, . . . ) of r whose parts satisfy λ′i =

|{j | λj > i}|, for each i. The Young diagram of λ′, is obtained from that of λ by swapping
rows and columns as shown in Figure 1.

λ =
λ′ =

Figure 1: Young diagrams for λ = (5, 3, 3, 1) and λ′ = (4, 3, 3, 1, 1).

For the following result, note that the number of nonzero λi is λ′1, and r =
∑λ′

1
i=1 λi.

Theorem 3.1. Given partitions λ of r and µ of s, the dimension of C(Nλ, Nµ) equals

dim(C(Nλ, Nµ)) =
∑
i>1

λ′iµ
′
i =

min{λ1,µ1}∑
i=1

λ′iµ
′
i.

To prove Theorem 3.1 we need a technical lemma which we have not been able to find
in the literature, see [4]. Lemma 3.2 below says

∑
i>1 λi =

∑
i>1 λ

′
i when k = 1. We

only need the case k = 2 for the proof of Theorem 3.1, however, the argument for k > 2 is
not much harder.

Lemma 3.2. If λ, µ, . . . , ω are partitions and λ′, µ′, . . . , ω′ are their conjugates, then

λ′
1∑

i=1

µ′
1∑

j=1

· · ·
ω′

1∑
k=1

min{λi, µj , . . . , ωk} =
min{λ1,µ1,...,ω1}∑

i=1

λ′iµ
′
i · · ·ω′i. (3.1)

Proof. By permuting the partitions λ, µ, . . . , ω if necessary, we can assume that

λ1 6 µ1 6 · · · 6 ω1.

If λ1 = 0, then λ ` 0 and both sides of (3.1) are zero. If λ1 = 1, then

LHS(1) =

λ′
1∑

i=1

µ′
1∑

j=1

· · ·
ω′

1∑
k=1

1 = λ′1µ
′
1 · · ·ω′1 =

min{λ1,µ1,...,ω1}∑
i=1

λ′iµ
′
i · · ·ω′i = RHS(1).

Suppose now that λ1 > 1. We use induction on λ1. Let λ̂ be the partition of (
∑
i>1 λi)−λ′1

obtained by deleting the first column of the Young diagram of λ. Since 1 < µ1 6 · · · 6 ω1,
we define µ̂, . . . , ω̂ similarly. It is clear that λ̂i = λi − 1 for 1 6 i 6 λ′1 and λ̂′i = λ′i+1 for
i > 1, and similarly for µ̂, . . . , ω̂. As λ̂1 < λ1, induction shows

λ̂′
1∑

i=1

µ̂′
1∑

j=1

· · ·
ω̂′

1∑
k=1

min{λ̂i, µ̂j , . . . , ω̂k} =
min{λ̂1,µ̂1,...,ω̂1}∑

i=1

λ̂′iµ̂
′
i · · · ω̂′i.
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Note that λ̂i = 0 for each i ∈ [λ̂′1 + 1, λ′1] since λ̂′1 = λ′2, so the upper limit λ̂′1 of the

sum
∑λ̂′

1
i=1 can be replaced by λ′1. Similarly, the upper limits µ̂′1, . . . , ω̂

′
1 can be replaced

by µ′1, . . . , ω
′
1. Hence, since λ̂i = λ′i − 1, . . . , ω̂i = ω′i − 1, we have

λ′
1∑

i=1

µ′
1∑

j=1

· · ·
ω′

1∑
k=1

min{λi − 1, µj − 1, . . . , ωk − 1} =

min{λ1−1,µ1−1,...,ω1−1}∑
i=1

λ′i+1µ
′
i+1 · · ·ω′i+1.

Re-indexing the right sum, and using
∑λ′

1
i=1

∑µ′
1
j=1 · · ·

∑ω′
1

k=1(−1) = −λ′1µ′1 · · ·ω′1 gives

−λ′1µ′1 · · ·ω′1 +
λ′
1∑

i=1

µ′
1∑

j=1

· · ·
ω′

1∑
k=1

min{λi, µj , . . . , ωk} =
min{λ1,µ1,...,ω1}∑

i=2

λ′iµ
′
i · · ·ω′i.

Adding λ′1µ
′
1 · · ·ω′1 to both sides completes the inductive proof of (3.1).

Proof of Theorem 3.1. Apply Theorem 2.9 and Lemma 3.2 with k = 2.

4 Minimum distances
In Section 2 a formula is given for k := dim(C(A, B)); where we suppress mention of
the field F in our notation. In this section we choose A and B to maximize the value of
the minimum distance d := d(C(A,B)) as a function of k. We focus on the case when
|A| = |B| = 1. The action of GL(r, F )×GL(s, F ) of C(A,B) fixes k = dim(C(A,B))
but can change d wildly, e.g. from 1 to rs as setting k = 1 in Theorem 4.3 illustrates.

Let Eij denote the r × s matrix with all entries 0, except the (i, j) entry which is 1.

Lemma 4.1. Suppose r, s, k ∈ Z where 1 6 k 6 min{r, s}, and suppose F is a field with
|F | > k+min{1, r−k}+min{1, s−k}. Fix pairwise distinct scalars ζ1, . . . , ζk, α, β ∈ F
and set

A0 := diag(ζ1, . . . , ζk, α, . . . , α) ∈ F r×r and

B0 := diag(ζ1, . . . , ζk, β, . . . , β) ∈ F s×s.

Then C(A0, B0) = 〈E11, . . . , Ekk〉 has dimension k and minimum distance 1.

Proof. Note first that if k = min{r, s}, then A0 has no αs, or B0 has no βs. Thus
the assumption |F | > k + min{1, r − k} + min{1, s − k} ensures that distinct scalars
ζ1, . . . , ζk, α, β inF exist. Using a direct calculation ofC(A0, B0), or Corollary 2.5, shows
that C(A0, B0) = 〈E11, . . . , Ekk〉. Since d(0, E11) = 1, we have d(C(A0, B0)) = 1.

We now seek R ∈ GL(r, F ) and S ∈ GL(s, F ) such that R−1〈E11, . . . , Ekk〉S has
large minimum distance. For brevity, we write T := R−1.

Denote the ith row of a matrix A by Ai∗ and its jth column by A∗j .

Lemma 4.2. Suppose r, s, k ∈ Z where k 6 min{r, s}. Fix S ∈ F s×s and T ∈ F r×r and
define X(1), . . . , X(k) ∈ F r×s by X(`) = T∗`S`∗ for 1 6 ` 6 k. Then TE``S = X(`) for
1 6 ` 6 k.
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Proof. Suppose δij is 1 if i = j and 0 otherwise. Then the (i, j) entry of E`` is δi`δ`j . The
(i′, j′) entry of T∗`S`∗ is ti′`s`j′ . This agrees with the (i′, j′) entry of TE``S, namely

r∑
i=1

s∑
j=1

ti′iδi`δ`jsjj′ = ti′`s`j′ .

Theorem 4.3. Suppose r, s, k ∈ Z where 1 6 k 6 min{r, s}, and suppose F is a field
with |F | > k + 2. Then there exist A ∈ F r×r and B ∈ F s×s such that the linear code
C(A,B) has dimension k and minimum distance d = br/kcs.
Proof. By Lemma 4.1 there exist diagonal matrices A0 ∈ F r×r and B0 ∈ F s×s such that
C(A0, B0) = 〈E11, . . . , Ekk〉 has dimension k. We seek invertible matrices R ∈ F r×r

and S ∈ F s×s such that A = AR0 and B = BS0 give C(A,B) = 〈E11, . . . , Ekk〉(R,S) with
minimum distance d = br/kcs. Let X(`) = R−1E``S for 1 6 ` 6 k. The r × s matrices
X(`), 1 6 ` 6 k, will have a form which makes it clear that d = br/kcs.

First, we partition the set {1, . . . , r} of rows into the following k subsets:

I1 =
{
1, . . . ,

⌊ r
k

⌋}
, I2 =

{⌊ r
k

⌋
+ 1, . . . , 2

⌊ r
k

⌋}
, . . . ,

Ik =
{
(k − 1)

⌊ r
k

⌋
+ 1, . . . , r

}
.

Choose the ith row of the matrix X(`) to be zero if i 6∈ I`, and to be a vector with all s
entries nonzero otherwise. Since

⌊
r
k

⌋
= |I`| 6 |Ik| for ` < k, it follows that

d(0, X(`)) =
∑
i∈I`

s = |I`|s >
⌊ r
k

⌋
s for 1 6 ` 6 k

with equality if ` < k. The choice of these matrices is such that for each nonzero X
in the span 〈X(1), . . . , X(k)〉 we also have d(0, X) > d(0, X(`)) for some `, and hence
〈X(1), . . . , X(k)〉 has minimum distance d = br/kcs.

It is well known that if the first few rows of a square matrix are linearly independent,
then the remaining rows can be chosen so that the matrix is invertible. A similar remark
holds if the first few columns are linearly independent. Our construction uses k linearly
independent 1×s row vectors u1, . . . , uk which give the first k rows of S ∈ GL(s, F ), and
k linearly independent r × 1 column vectors v(1), . . . , v(k) which give the first k columns
of R−1 ∈ GL(r, F ). The pair (R,S) will be used to construct A and B.

Henceforth suppose that 1 6 ` 6 k. Since |F | > 3, we may choose γ ∈ F \{1, 1− s}.
Let J be the s × s matrix with all entries 1. Then the s × s matrix S′ = (γ − 1)I + J is
invertible as det(S′) = (γ − 1)s−1(γ + s− 1) is nonzero. Let u` = (1, . . . , 1, γ, 1, . . . , 1)
be the `th row of S′. Since u1, . . . , uk are linearly independent, there exists an invertible
matrix S ∈ GL(s, F ) with S`∗ = u`. Of course S = S′ is one possibility. Similarly, let
v(`) be the r × 1 column vector

v
(`)
i =

{
1 if i ∈ I`,
0 if i 6∈ I`.

As v(1), . . . , v(k) are linearly independent, there exists an r×r invertible matrix, which we
callR−1, whose first k columns are v(1), . . . , v(k). Lemma 4.2 shows thatR−1E``S=X(`)

for 1 6 ` 6 k. Hence C(AR0 , B
S
0 ) = C(A0, B0)

(R,S) = 〈X(1), . . . , X(k)〉 has minimum
distance br/kc s as desired.
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Corollary 4.4. If |F | > min{r, s}+2, then there exist matricesA ∈ F r×r andB ∈ F s×s
such that C(A,B) has dimension min{r, s} and minimum distance max{r, s}.

Proof. Since AX = XB if and only if XTAT = BTXT we see that C(BT , AT ) equals
C(A,B)T . Because C(A,B) and C(A,B)T have the same dimension and minimum dis-
tance, we may assume that r 6 s. If |F | > r + 2, then applying Theorem 4.3 with k = r
gives the desired result.

Remark 4.5. Suitable matrices A and B in Theorem 4.3 are constructed by first choosing
the diagonal matrices A0 and B0 in Lemma 4.1, and then taking A = R−1A0R and B =
S−1B0S where R and S are constructed in the proof of Theorem 4.3.

It is desirable for a code to have both a high rate, viz. R = k/n, and a high distance d.
Can the product Rd be a constant for intertwining codes? By setting r = s = k in Theo-
rem 4.3 we obtain a rate of R = 1/r and a distance of d = r, so the answer is affirmative.
It is natural to ask how the maximum value of Rd for an intertwining code depends on
(r, s, F )? We wonder whether there is a sequence C1, C2, . . . of intertwining codes over a
field F with parameters [risi, ki, di] for which Ridi = kidi

risi
approaches infinity.

5 Upper and lower bounds for dimF (C(A,B))

Denote that rank and nullity of A ∈ F r×r by Rk(A) and Null(A), respectively. Note that
Rk(A) + Null(A) = r and Null(Nλ) = λ′1. In this section we bound k = dim(C(A,B))
in terms of the rank and nullity of A and B. If λ ` r and µ ` s, Theorem 2.9 implies that

λ′1µ
′
1 6

∑
i>1

λ′iµ
′
i = dim(C(Nλ, Nµ)) 6

∑
i>1

λ′i

∑
j>1

µ′j

 = rs. (5.1)

View A ∈ F r×r as acting on an r-dimensional vector space over the algebraic clo-
sure F . Let the α-eigenspace, and the generalized α-eigenspace, of A have dimensions
kA,α and mA,α, respectively. Then cA(t) =

∏
(t − α)mA,α where mA,α 6= 0 for finitely

many α ∈ F and 0 6 kA,α 6 mA,α. The following result generalizes [2, Theorems 2.8
and 4.7].

Theorem 5.1. If A ∈ F r×r and B ∈ F s×s, then

(a) ∑
kA,αkB,α 6 dim(C(A,B)) 6

∑
mA,αmB,α, and

(b)

(r − Rk(A))(s− Rk(B))6 dim(C(A,B)) 6

(r − Rk(A))(s− Rk(B)) + Rk(A)Rk(B).

Proof. Part (a) follows immediately from Theorem 2.8 and (5.1).
(b) The lower bound follows from part (a) since r − Rk(A) = Null(A) = kA,0. For

the upper bound, note that A is similar to a diagonal direct sum Nλ ⊕ A′ where Nλ is
nilpotent of size m0,A and A′ is invertible of size r − m0,A. Similarly, B is similar to
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Nµ ⊕ B′ where Nµ is nilpotent of size m0,B and B′ is invertible of size s − m0,B . It
follows from Theorem 2.8 that dim(C(A,B)) = dim(C(Nλ, Nµ)) + dim(C(A′, B′)).
Further by Theorem 2.9 dim(C(Nλ, Nµ)) =

∑
i>1 λ

′
iµ
′
i where, as usual, λ′ and µ′ denote

conjugate partitions. We use the observation:

if 0 6 x 6 a and 0 6 y 6 b, then (a− x)(b− y) + xy 6 ab (5.2)

to show that

dim(C(A,B)) = λ′1µ
′
1 +

∑
i>2

λ′iµ
′
i + dim(C(A′, B′))

6 λ′1µ
′
1 + (m0,A − λ′1)(m0,B − µ′1) + (r −m0,A)(s−m0,B)

6 λ′1µ
′
1 + (r − λ′1)(s− µ′1).

The result follows since

λ′1 = Null(Nλ) = Null(A) = r − Rk(A) and µ′1 = s− Rk(B).

The Singleton bound d+ k 6 n+1 implies that if d is close to n = rs, then k is small,
and the lower bound of Theorem 5.1(b) implies that A or B has high rank. Setting k = 1
in Theorem 4.3, shows that this bound is attained for intertwining codes.

The code C(A,B) is the row nullspace of AT ⊗ Is+ Ir ⊗B and the column nullspace
of A⊗ Is + Ir ⊗BT where T denotes transpose.
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Algebra Appl. 524 (2017), 235–249, doi:10.1016/j.laa.2017.03.011.

[4] S. P. Glasby, Lemmas involving two partitions of integers, MathOverflow, 2017, https://
mathoverflow.net/q/258722.

[5] D. W. Robinson, Classroom notes: the generalized jordan canonical form, Amer. Math. Monthly
77 (1970), 392–395, doi:10.2307/2316152.

[6] R. Stong, Some asymptotic results on finite vector spaces, Adv. in Appl. Math. 9 (1988), 167–
199, doi:10.1016/0196-8858(88)90012-7.



ISSN 1855-3966 (printed edn.), ISSN 1855-3974 (electronic edn.)

ARS MATHEMATICA CONTEMPORANEA 16 (2019) 59–66
https://doi.org/10.26493/1855-3974.1291.ee9

(Also available at http://amc-journal.eu)

On the size of maximally non-hamiltonian
digraphs∗

Nicolas Lichiardopol
Lycée A. de Craponne, Salon, France

Carol T. Zamfirescu †

Department of Applied Mathematics, Computer Science and Statistics, Ghent University,
Krijgslaan 281-S9, 9000 Ghent, Belgium and
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Abstract

A graph is called maximally non-hamiltonian if it is non-hamiltonian, yet for any two
non-adjacent vertices there exists a hamiltonian path between them. In this paper, we natu-
rally extend the concept to directed graphs and bound their size from below and above. Our
results on the lower bound constitute our main contribution, while the upper bound can be
obtained using a result of Lewin, but we give here a different proof. We describe digraphs
attaining the upper bound, but whether our lower bound can be improved remains open.

Keywords: Maximally non-hamiltonian digraphs.
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1 Introduction
Throughout this paper all graphs will be simple, finite, connected, and will not admit mul-
tiple edges or loops. In a digraph, each edge between two adjacent vertices u and v may
be oriented from u to v, from v to u, or both ways. We call a digraph an oriented graph if
no edge has both orientations.
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We were led to the study of the titular subject from a related concept: homogeneous
traceability, a notion introduced by Skupień. A digraph is called homogeneously trace-
able if every vertex is the start-vertex of a hamiltonian path. If additionally every vertex
is also the end-vertex of some hamiltonian path, the digraph is called bihomogeneously
traceable. A graph or digraph D is called hypohamiltonian if D is non-hamiltonian, but
for any vertex v in D, the graph D − v is hamiltonian. Obviously, any digraph that is
hamiltonian or hypohamiltonian is bihomogeneously traceable. But not every homoge-
neously traceable digraph is hamiltonian [4]. Not even bihomogeneous traceability implies
hamiltonicity. At a meeting in Kalamazoo (in 1980) Skupień showed that for all n ≥ 7
there exists a 2-diregular bihomogeneously traceable non-hamiltonian oriented digraph of
order n, see [16], which appeared in 1981.

Moreover, Skupień [17] later constructed exponentially many bihomogeneously trace-
able non-hamiltonian oriented graphs. Independently, in another paper which also appeared
in 1981, Hahn and T. Zamfirescu [12] also constructed an infinite sequence of bihomoge-
neously traceable non-hamiltonian oriented graphs, and gave three special examples: the
first is arc-minimal (i.e. with the smallest possible number of arcs for a given number of
vertices) and order 7, the second is planar and has 8 vertices (it is proven in [12] that there
are no smaller examples), and the third is both arc-minimal and planar, and has 9 vertices.
Note that arc-minimality amounts in this context to 2-diregularity.

Hahn and T. Zamfirescu asked in [12] the natural question whether infinitely many pla-
nar bihomogeneously traceable non-hamiltonian oriented graphs exist, as very few were
known. Infinite families of planar hypohamiltonian digraphs containing opposite arcs have
been found by Fouquet and Jolivet [10]. In [20], Thomassen proved that a planar hypo-
hamiltonian digraph with n vertices (and many edges with both orientations—in fact, all
but six) exists for each n ≥ 6. It was shown by the second author [21] that, indeed, there
exist infinitely many planar bihomogeneously traceable non-hamiltonian oriented graphs.
A stronger result was recently obtained by van Aardt, Burger, and Frick [1], who showed
that there exist infinitely many planar hypohamiltonian oriented graphs, thereby solving a
problem of Thomassen [20].

If one now asks for an even larger set of spanning paths, one may be led to the case de-
manding that between any two non-adjacent vertices there exists a hamiltonian path. Such
graphs have been studied in the non-oriented case, see for instance [7] and [2], and are
called maximally non-hamiltonian (which, in the following, will often be abbreviated to
MNH). For a digraph D, we write V (D) and A(D) for its set of vertices and arcs, respec-
tively. Mirroring the non-directed definition, a digraph D is maximally non-hamiltonian if
D is non-hamiltonian, but for every x, y ∈ V (D) with yx /∈ A(D) there is a hamiltonian
path from x to y.

A few words concerning the notation. For a setX , we denote with |X| the cardinality of
X . In a graphG, for adjacent vertices x and y inGwe denote by xy the edge between x and
y. If G is a digraph, xy will be the arc from x to y. A digraph D is called strong if for any
pair x, y ∈ V (D) there exists a (directed) path from x to y. Denote with δ+(D) (δ−(D))
the minimum out-degree (minimum in-degree) and with δ0(D) the minimum semi-degree
of D, which is the minimum of δ+(D) and δ−(D). N+(x) (N−(x)) shall be the set of
out-neighbours (in-neighbours) of a vertex x. For a set of vertices S of D we denote the
digraph induced by S in D as D[S]. Further definitions follow when needed.



N. Lichiardopol and C. T. Zamfirescu: On the size of maximally non-hamiltonian digraphs 61

2 Results
An important direction of research on non-directed MNH graphs has been determining the
smallest size of an MNH graph of order n, which we shall denote by f(n). This study was
initiated by Bondy [6], who showed that for n ≥ 7 we have f(n) ≥

⌈
3n
2

⌉
. Bollobás [5]

conjectured that there exist infinitely many graphs for which this lower bound is in fact
attained. This was proven to be correct for all even n ≥ 36 by Clark and Entringer [7].
In the same paper graphs of order n and size

⌈
3n
2

⌉
+ 1 were constructed for all odd n ≥

55. Horák and Širáň [13] also found such almost extremal graphs by using a construction
of Thomassen [19] (which was originally intended to construct hypohamiltonian graphs).
They also proved that for every n ≥ 48 there exists a triangle-free MNH graph of order n.

Clark and Entringer asked in [7] whether for infinitely many n the MNH graph on n
vertices of smallest size is unique or not. Combining the results from [7, 8, 9, 15], one
obtains that for infinitely many n there exist two non-isomorphic MNH graphs of order n
and smallest size. Still, there were infinitely many orders for which only one MNH graph
of smallest size was known. This was investigated by Stacho [18]; he proved that for any
n ≥ 88 there exist three pairwise non-isomorphic MNH graphs of order n and smallest
size.

In the following we extend the study of the size of MNH graphs to directed graphs.
First, we characterise the non-strong MNH digraphs. A digraph is symmetric if for every
arc in D the corresponding inverted arc also lies in D. For integers m ≥ 1 and p ≥ 1,
let Dm,p denote the digraph whose vertices are the vertices of two vertex-disjoint complete
symmetric digraphs K∗m and K∗p and whose arcs are those of the digraphs K∗m, K∗p , and
additionally the arcs xy with x in K∗m and y in K∗p . We claim:

Lemma 2.1. The non-strong MNH digraphs are the digraphs Dm,p.

Proof. Clearly, a digraph Dm,p is a non-strong MNH digraph. Conversely, let D be a non-
strong MNH digraph. There exists a partition V1, V2 of V (D) such that there are no arcs
from V2 to V1. Let x and y be two distinct vertices of D. It is easy to see that if x, y are
both in V1 or in V2 there is no hamiltonian path from x to y. Furthermore, if x is in V2 and
y is in V1, there is also no hamiltonian path from x to y. Then, since D is MNH, it follows
thatD[V1] andD[V2] are complete symmetric digraphs and that every ordered pair xy with
x ∈ V1 and y ∈ V2 is an arc of D. This means that D is a digraph Dm,p, and so we are
done.

The upper bound contained in the following theorem can be obtained by using a result
of Lewin [14], but we choose to give here a different proof. (In fact, our proof of the upper
bound is a new proof of Lewin’s [14, Corollary 1].) In upcoming arguments, we require
the following.

Theorem 2.2 (Ghouila-Houri [11]). A strong digraphD with δ0(D) ≥ |V (D)|/2 is hamil-
tonian.

Theorem 2.3. For an MNH digraph D of order n ≥ 4 we have |A(D)| ≤ (n − 1)2 and
this upper bound is attained.

Proof. There exists a vertex x ∈ V (D) with d+(x) + d−(x) < n (for otherwise, by
Theorem 2.2, D would be hamiltonian). Let us put

B = N+(x) ∩N−(x), A = N+(x) \B, and C = N−(x) \B.
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Furthermore, let a, b, and c be the respective cardinalities of A, B, and C. Clearly, for a
vertex y in A or in C we have d+(y) + d−(y) ≤ 2n − 3. For a vertex y in B, we have
d+(y)+d−(y) ≤ 2n−2, and for a vertex y not adjacent with x, we have d+(y)+d−(y) ≤
2n− 4. By addition, we get

2× |A(D)| ≤
n− 1 + a(2n− 3) + b(2n− 2) + c(2n− 3) + (n− 1− a− b− c)(2n− 4),

hence

2× |A(D)| ≤
n− 1 + (n− 1)(2n− 4) + a+ c+ 2b = (n− 1)(2n− 3) + a+ c+ 2b.

But d+(x) + d−(x) < n means that we have a+ c+ 2b ≤ n− 1. It follows that

2× |A(D)| ≤ (n− 1)(2n− 3) + n− 1 ≤ 2(n− 1)2,

and the upper bound is proved; it is attained since D1,n−1 and Dn−1,1 are MNH digraphs
of size (n− 1)2.

For integers r ≥ 1 and n with n ≥ 2r + 1 define the digraph Hn,r of order n as
follows. The vertices of Hn,r are those of a complete symmetric digraph K∗n−r−1 and
r + 1 additional vertices y1, . . . , yr+1. Let x1, . . . , xr be r vertices of K∗n−r−1. The arcs
of Hn,r are the arcs of K∗n−r−1, yix where 1 ≤ i ≤ r + 1, x ∈ V (K∗n−r−1), and xiyj
where 1 ≤ i ≤ r and 1 ≤ j ≤ r + 1.

It is easy to see that a digraphHn,r, like its converse, is MNH, of minimum semi-degree
r and of strong connectivity r.

By Theorem 2.3, the maximum size of a non-strong MNH digraph is at most (n− 1)2

and this bound is reached. It was proved in [3] that a digraphD with minimum semi-degree
r and with more than

an,r = n2 − (r + 2)n+ (r + 1)2

arcs is hamiltonian. When r > (n− 1)/2, by Theorem 2.2, D is hamiltonian and therefore
cannot be MNH. But when r ≤ (n − 1)/2, the result of [3] shows that the maximum size
of an MNH digraph D of order n with δ0(D) = r is at most an,r, and since Hn,r is MNH,
of minimum semi-degree r and of size an,r, this upper bound is reached.

If 1 ≤ r ≤ s ≤ (n− 1)/2, then an,r ≥ an,s, so the maximum size of an MNH digraph
D of order n and of strong connectivity κ(D) = r is at most an,r. As κ(Hn,r) = r, the
bound is sharp.

We now establish a lower bound on the size of an MNH digraph.

Lemma 2.4. For an MNH digraph D on at least four vertices, either δ0(D) ≥ 2 or
|A(D)| ≥ 3n− 4.

Proof. We proceed by induction on n. It is easy to verify that the assertion is true for
n = 4. Now let n ≥ 5 and suppose the assertion is true for all k ≤ n − 1. Consider a
digraph D of order n having the required property.

Let us put V (D) = {x1, . . . , xn}. Let there exist a vertex of D which is of out-degree
at most 1. W.l.o.g., we may assume that this vertex is x1. Suppose first that d+(x1) = 0.
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In this case D is a non-strong MNH digraph, and by Lemma 2.1, D is in fact Dn−1,1. We
then have |A(D)| = (n− 1)2 ≥ 3n− 4, and so we are done.

Suppose now that d+(x1) = 1. W.l.o.g., we may assume that the unique out-neighbour
of x1 is x2. We claim that x2x1 ∈ A(D). Suppose the opposite. Then there exists a hamil-
tonian path P from x1 to x2. But then x1 has at least two out-neighbours, a contradiction.
We also claim that all of the vertices of V (D) \ {x1, x2} are in-neighbours of x2. Suppose
the opposite. Then there exists a vertex xi, i ≥ 3, which is not an in-neighbour of x2.
Thus, there exists a hamiltonian path from x2 to xi, whence, x1 has an out-neighbour in
this hamiltonian path distinct from x2, a contradiction.

We claim that D′ = D − x1 is MNH, i.e. that for any two vertices y, z of D′ such that
zy /∈ A(D), there exists a hamiltonian path in D′ from y to z. Observe first that y 6= x2.
There exists in D a hamiltonian path P from y to z. P contains the arc x1x2, and since x1
is not the first vertex of P it admits an in-neighbour u in P . Then P ′ = P − x1 + ux2 (i.e.
the path P from which we delete the vertex x1 and add the arc ux2) is a hamiltonian path
in D′ from y to z. So, the claim is proved.

By induction hypothesis, either every vertex of D′ is of in-degree at least 2 in D′, or
|A(D′)| ≥ 3(n− 1)− 4 = 3n− 7. In the first case, since x2 is of in-degree n− 2 in D′,
we have |A(D′)| ≥ n− 2 + 2(n− 2), hence |A(D′)| ≥ 3n− 6. Since x1x2 and x2x1 are
arcs of D but not of D′, we get |A(D)| ≥ 3n− 4, and the theorem is proved in this case.

Suppose now that |A(D′)| ≥ 3n − 7. Assume first that there are no distinct vertices
xi, xj , where 3 ≤ i, j ≤ n, such that xjxi is not an arc of D′. Then we have |A(D′)| ≥
(n−2)2 ≥ 3n−6. Thus |A(D)| ≥ 3n−4, and again we are done. Suppose now that there
exist distinct vertices xi, xj , where 3 ≤ i, j ≤ n, such that xjxi /∈ A(D′). Then there
exists a hamiltonian path of D from xi to xj , and then necessarily x1 has an in-neighbour
xk with 3 ≤ k ≤ n. It follows that |A(D)| ≥ 3n− 7 + 3 = 3n− 4, and we are done.

As a corollary, we can state:

Theorem 2.5. For an MNH digraph D of order n ≥ 4 we have |A(D)| ≥ 2n.

Proof. If |A(D)| ≥ 3n− 4, we are done. If |A(D)| < 3n− 4, by Lemma 2.4, each vertex
of D is of out-degree at least 2, and we get |A(D)| ≥ 2n.

Observe that for n = 3, this lower bound inequality is untrue: consider the digraph
D = ({x, y, z}, {xy, yx, xz, yz}). D is an MNH digraph of order 3 and size 4. Also note
that for n = 4, the lower bound is tight due to the digraph D2,2, which is not regular.

From [6] we know that for n ≥ 7 the size of an MNH graph of order n is at least
⌈
3n
2

⌉
.

For every n ≥ 19, this lower bound is reached; consult [18] and [15] for details. Thus, for
n ≥ 19, there exists an MNH graph G of order n and size

⌈
3n
2

⌉
. It is easy to prove that

the symmetric digraph obtained by doubly orienting each edge of G is an MNH digraph of
order n and size 2×

⌈
3n
2

⌉
. So the minimum size of an MNH digraph of order n ≥ 19 is at

least 2n and at most 2×
⌈
3n
2

⌉
.

We now give a lower bound on the size of an MNH non-strong digraph:

Theorem 2.6. Let D be an MNH non-strong digraph of order n ≥ 2. Then

|A(D)| ≥
⌈

3

4
n2

⌉
− n.



64 Ars Math. Contemp. 16 (2019) 59–66

Proof. We know that D is of the form Dαn,(1−α)n, where 0 < α < 1 and αn is an integer.
Then we have

|A(D)| = αn(αn− 1) + (1− α)n((1− α)n− 1) + αn(1− α)n

= n2(α2 − α+ 1)− n ≥ 3
4n

2 − n,

since α2 − α+ 1 ≥ 3
4 .

If the strong connectivity is 1, we have the following result.

Theorem 2.7. Let D be an MNH digraph of order n ≥ 4 and of strong connectivity 1.
Then

|A(D)| ≥ min

{
3n− 4,

⌈
5

2
n

⌉
− 1

}
.

Proof. If δ+(D) ≤ 1 or δ−(D) ≤ 1, by Lemma 2.4, we have |A(D)| ≥ 3n − 4, and the
result is proved.

Suppose now that δ+(D) ≥ 2 and δ−(D) ≥ 2, i.e. each vertex of D is of out-degree at
least 2 and of in-degree at least 2. There is a vertex x such that the digraph D − x is not
strong, so there exists a partition of V (D) \ {x} into two non-empty sets A and B such
that there are no arcs from B to A. W.l.o.g., we suppose that |B| ≤ |A|, so |A| ≥ 2. We
claim that all the vertices of B are out-neighbours of x. Let us suppose this not to be the
case. Then there exists a vertex y of B such that xy /∈ A(D). Since D is MNH, there
exists a hamiltonian path P from y to x. Necessarily, P contains an arc uv with u ∈ B
and v ∈ A, which is impossible. Similarly, all the vertices of A are in-neighbours of x.
Since x has at least one out-neighbour in A and at least one in-neighbour in B, we get
d+(x) + d−(x) ≥ n+ 1.

Suppose now that x has exactly one out-neighbour y in A. It is easy to see that A\{y},
B ∪ {x} is a partition of V (D) \ {y} into non-empty sets such that there are no arcs from
B ∪ {x} to A \ {y}. So, D − y is not strong, and from the preceding arguments, we
have d+(y) + d−(y) ≥ n + 1. Since d+(z) + d−(z) ≥ 4 for z distinct from x and y, by
addition we get 2 × |A(D)| ≥ 2(n + 1) + 4(n − 2), hence 2 × |A(D)| ≥ 6n − 6, and
|A(D)| ≥ 3n− 3 > 3n− 4, and the result is proved.

Suppose now that x has at least two out-neighbours inA. We then get d+(x)+d−(x) ≥
n + 2, and for z 6= x we have d+(z) + d−(z) ≥ 4. By addition this yields 2 × |A(D)| ≥
n+ 2 + 4(n− 1), hence |A(D)| ≥

⌈
5
2 n

⌉
− 1, as stated.

With above conclusions in mind, an MNH digraph D with

|A(D)| < min

{
3n− 4,

⌈
5

2
n

⌉
− 1,

⌈
3

4
n2

⌉
− n

}
is necessarily of strong connectivity at least 2, and thus, of semi-degree at least 2. Now it
is easy to see that for n ≥ 5, if the lower bound 2n is attained by an MNH digraph D of
order n, then necessarilyD is a 2-diregular digraph of order n and of strong connectivity 2.
We were not able to show the existence of such digraphs, but an advance in this direction
is perhaps the following:

Theorem 2.8. Let D be a 2-diregular MNH digraph of order n. Then D is hypohamilto-
nian.
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Proof. We know that D is non-hamiltonian. Suppose for the sake of a contradiction that
there exists a vertex z such that D − z is non-hamiltonian. Let x be an in-neighbour of z,
and let y be the other out-neighbour of x. We claim that zy ∈ A(D). Suppose the opposite.
Then there exists a hamiltonian path from y to z, and it is easy to see that the in-neighbour
of z in P is x. But then P − z + xy is a hamiltonian cycle of D − z, a contradiction.

Assume that y is an in-neighbour of z. Then y and z are of in-degree 2 in the induced
sub-digraph D[{x, y, z}]. Since D is 2-strong and n ≥ 5, this is not possible. Therefore y
is not an in-neighbour of z. Suppose that x is an out-neighbour of z. Then x and z are of
out-degree 2 in the induced sub-digraph D[{x, y, z}]. Since D is 2-strong and n ≥ 5, this
is not possible.

So x is not an out-neighbour of z. Then z has an in-neighbour u distinct from x, y,
and z. The vertex y is not an out-neighbour of u (for otherwise y would be of in-degree
at least 3, which is impossible), and x is not an out-neighbour of u (for otherwise, with a
previous argument, zx would be an arc of D, which is false). Thus u has an out-neighbour
v distinct from x, y, and z. Then, by previous arguments, zv is an arc of D, and v is not an
in-neighbour of z. The last statement implies that there exists a hamiltonian path P ′ from
z to v. The second vertex of P ′ is necessarily y, and then it is easy to see that x has an
out-neighbour w distinct from y and z. Since x is of out-degree 2, this is impossible. Thus
D − z cannot be non-hamiltonian, and so the theorem is proved.

The above discussions concerning the size of MNH digraphs led us to the following
question.

Problem. Does every non-hamiltonian oriented graph of order at least 3 contain an arc
xy for which there is no hamiltonian path from x to y?

Lastly, we would like to point out the connection between maximally non-hamiltonian
graphs and so-called platypus, which are non-hamiltonian graphs in which every vertex-
deleted subgraph is traceable. They contain the family of all hypohamiltonian and hy-
potraceable graphs. The second author showed [22] that a maximally non-hamiltonian
graph G is a platypus if and only if ∆(G) < |V (G)| − 1, where ∆(G) denotes the maxi-
mum degree of G. Directed platypus have not yet been investigated, but the above results
may provide a good starting point.
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Abstract

A line-coloring of the finite affine space AG(n, q) is proper if any two lines from the
same color class have no point in common, and it is complete if for any two different colors i
and j there exist two intersecting lines, one is colored by i and the other is colored by j. The
pseudoachromatic index of AG(n, q), denoted by ψ′(AG(n, q)), is the maximum number
of colors in any complete line-coloring of AG(n, q). When the coloring is also proper, the
maximum number of colors is called the achromatic index of AG(n, q). We prove that
ψ′(AG(n, q)) ∼ q1.5n−1 for even n, and that q1.5(n−1) < ψ′(AG(n, q)) < q1.5n−1 for
odd n. Moreover, we prove that the achromatic index of AG(n, q) is q1.5n−1 for even n,
and we provide the exact values of both indices in the planar case.
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Adrián Vázquez-Ávila was partially supported by SNI of CONACyT-México.
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1 Introduction
This paper is motivated by the well-known combinatorial conjecture about colorings of
finite linear spaces stated by Erdős, Faber and Lovász in 1972. As a starting point, we
briefly recall some definitions and state the conjecture. Let S be a finite linear space. A
line-coloring of S with k colors is a surjective function ς from the lines of S to the set of
colors [k] = {1, . . . , k}. For short, a line-coloring with k colors is called k-coloring. If
ς : S→ [k] is a k-coloring and i ∈ [k] then the subset of lines ς−1(i) is called the i-th color
class of ς. A k-coloring of S is proper if any two lines from the same color class have no
point in common. The chromatic index χ′(S) of S is the smallest k for which there exists
a proper k-coloring of S. The Erdős-Faber-Lovász conjecture (1972) states that if a finite
linear space S contains v points then χ′(S) ≤ v, see [12, 13].

Several papers have investigated the conjecture for particular classes of linear spaces.
For instance, if each line of S has the same number κ of points then S is called a block
design or a (v, κ)-design. The conjecture is still open for designs even for κ = 3, however,
it was proved for finite projective spaces by Beutelspacher, Jungnickel and Vanstone [8]. It
is not hard to see that the conjecture is also true for the n-dimensional affine space AG(n, q)
of order q defined over the Galois field GF(q). Indeed,

χ′(AG(n, q)) =
qn − 1

q − 1
.

For some related results, see for instance [6, 7].
A natural question is to determine similar, but slightly different color parameters in

finite linear spaces. A k-coloring of S is complete if for each pair of different colors i and
j there exist two intersecting lines of S, such that one of them belongs to the i-th and the
other one to the j-th color class. Observe that any proper coloring of S with χ′(S) colors
is a complete coloring. The pseudoachromatic index ψ′(S) of S is the largest k such that
there exists a complete k-coloring (not necessarily proper) of S. When the k-coloring is
required to be complete and proper, the parameter is called the achromatic index and it is
denoted by α′(S). Therefore, we have that

χ′(S) ≤ α′(S) ≤ ψ′(S).

Several authors studied the pseudoachromatic index, see [2, 3, 4, 5, 9, 14, 15, 17]. More-
over, in [1, 10, 18] the achromatic indices of some block designs were also estimated.

In this paper we study the pseudoachromatic and achromatic indices of finite affine
spaces. In the proofs we will often use the notion of the projective closure of AG(n, q).
This is the finite projective space PG(n, q) = AG(n, q) ∪ H∞, where the points of H∞
correspond to the parallel classes of lines in AG(n, q). The space H∞ is isomorphic to
PG(n − 1, q), and it is called the hyperplane at infinity. We assume that the reader is

E-mail addresses: garaujo@matem.unam.mx (Gabriela Araujo-Pardo), kissgy@cs.elte.hu (György Kiss),
christian.rubio@apolo.acatlan.unam.mx (Christian Rubio-Montiel), adrian.vazquez@unaq.edu.mx (Adrián
Vázquez-Ávila)
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familiar with the most important properties of affine and projective geometries. For the
detailed description of these spaces we refer to [16].

The main results in the paper are proved in Sections 2 and 3. They are stated in The-
orems 1.1, 1.2 and 1.3. In these theorems v = qn always denotes the number of points of
the finite affine space AG(n, q).

Theorem 1.1. For all n:

ψ′(AG(n, q)) ≤
√
v(v − 1)

q − 1
−Θ(q

√
v/2).

Theorem 1.2. If n is even:

1

2
·
√
v(v − 1)

q − 1
−Θ(

√
v/2) ≤ ψ′(AG(n, q)).

If n is odd:
1
√
q
·
√
v(v − 1)

q − 1
−Θ(v

√
v/q5) ≤ ψ′(AG(n, q)).

Theorem 1.3. If n is even:

1

3
·
√
v(v − 1)

q − 1
+ Θ(v/q) ≤ α′(AG(n, q)).

Note that when n is even Theorems 1.1 and 1.2 show that ψ′(AG(n, q)) grows asymp-
totically as Θ(v1.5/q), while Theorems 1.2 and 1.3 show that α′(AG(n, q)) grows asymp-
totically as Θ(v1.5/q). Let us remark that no similar estimates regarding the asymptotic
behavior of these indices have appeared so far in the literature.

Finally, in Section 4 we determine the exact values of pseudoachromatic and achromatic
indices of arbitrary (not necessarily Desarguesian) finite affine planes and we improve the
previous lower bounds in dimension 3.

2 Upper bounds
In this section, upper bounds for the pseudoachromatic index of AG(n, q) are presented
when n > 2. The following lemma is pivotal in the proof.

Lemma 2.1. Let L be a set of s lines in AG(n, q), n > 2. Then the number of lines of
AG(n, q) intersecting at least one element of L is at most

q2
(
s
qn−1 − 1

q − 1
− (s− 1)

)
.

Proof. In AG(n, q) there are q
(
qn−1
q−1 − 1

)
= q2

(
qn−1−1
q−1

)
lines intersecting any fixed

line. The number of lines intersecting two lines, say `1 and `2, is at least q2, because if
`1 ∩ `2 = ∅ then the q2 lines joining a point of `1 and a point of `2 intersect both `1 and
`2, while, if `1 ∩ `2 = {P} then the other q

n−1
q−1 − 2 > q2 lines through P intersect both `1

and `2. Consequently, the number of lines intersecting at least one element of L is at most

sq2
(
qn−1 − 1

q − 1

)
− (s− 1)q2.
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Notice that the previous inequality is tight, since if L consists of s parallel lines in a
plane then there are exactly q2

(
s q

n−1−1
q−1 − (s− 1)

)
lines intersecting at least one element

of L.

Lemma 2.2. Let n > 2 be an integer. Then the colorings of the finite affine space AG(n, q)
satisfy the inequality

ψ′(AG(n, q)) ≤
√

4qn(qn − 1)(qn − q2) + (q2 + 1)2(q − 1)2

2(q − 1)
+
q2 + 1

2
. (2.1)

Proof. Consider a complete coloring which contains ψ′(AG(n, q)) color classes. Then the
number of lines in the smallest color class is at most

s =
qn−1(qn − 1)

(q − 1)ψ′(AG(n, q))
.

Each of the other ψ′(AG(n, q)) − 1 color classes must contain at least one line which
intersects a line from the smallest color class. Hence, by Lemma 2.1, we obtain

ψ′(AG(n, q))− 1 ≤ q2
(
s
qn−1 − 1

q − 1
− (s− 1)

)
.

Multiplying it by ψ′(AG(n, q)), we get a quadratic inequality on ψ′(AG(n, q)), whence
the assertion follows.

We are in a position to prove our first main theorem.

Proof of Theorem 1.1. For n > 2 a straightforward computation shows

4qn(qn − 1)(qn − q2) + (q2 + 1)2(q − 1)2

=
(
2q

n
2 (qn − 1)− q n

2 (q2 − 1)
)2 − qn(q2 − 1)2 + (q2 + 1)2(q − 1)2

<
(
2q

n
2 (qn − 1)− q n

2 (q2 − 1)
)2
,

because n > 2 implies that qn(q2 − 1)2 > (q2 + 1)2(q − 1)2. This together with Inequal-
ity (2.1) give

ψ′(AG(n, q)) ≤ q n
2

(
qn − 1

q − 1

)
− q n

2

(
q + 1

2

)
+
q2 + 1

2
,

which proves the theorem for n > 2. For n = 2 the statement is clear.

3 Lower bounds
In this section complete colorings of AG(n, q) are presented. These constructions give
different bounds on ψ′(AG(n, q)) depending on the parity of n. First, we prove some
geometric properties of affine and projective spaces.
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Proposition 3.1. Let n > 1 be an integer, Π1 and Π2 be subspaces in PG(n, q) =
AG(n, q) ∪ H∞. Let di denote the dimension of Πi for i = 1, 2. Suppose that
Π1 ∩ Π2 ∩ H∞ is an m-dimensional subspace and d1 + d2 = n + 1 + m. Then Π1 ∩
Π2 ∩AG(n, q) is an (m+ 1)-dimensional subspace in AG(n, q).

In particular, Π1 ∩ Π2 is a single point in AG(n, q) when Π1 ∩ Π2 ∩ H∞ = ∅ and
d1 + d2 = n.

Proof. Since Π1 ∩Π2 ∩H∞ is an m-dimensional subspace, dim(Π1 ∩Π2) ≤ m+ 1. On
the other hand, the dimension formula yields

dim(Π1 ∩Π2) = dim Π1 + dim Πv − dim〈Π1,Π2〉 ≥ d1 + d2 − n = m+ 1.

Thus Π1 ∩ Π2 is an (m + 1)-dimensional subspace in PG(n, q), therefore Π1 ∩ Π2 ∩
AG(n, q) is an (m+ 1)-dimensional subspace in AG(n, q) if m ≥ 0.

If m = −1, then Π1 ∩ Π2 ∩ H∞ = ∅ and dim(Π1 ∩ Π2) = 0. Hence Π1 ∩ Π2 is a
single point in AG(n, q).

In the following proposition we present a partition of the points of PG(2k, q) that we
will call a good partition in the rest of the paper.

Proposition 3.2. Let k ≥ 1 be an integer and Q ∈ PG(2k, q) be an arbitrary point. The
points of PG(2k, q) \ {Q} can be divided into two subsets, say A and B, and one can
assign a subspace S(P ) to each point P ∈ A ∪ B, such that the following holds true:

• P ∈ S(P ) for all points;

• |A| = q2
(
q2k−1
q2−1

)
and, if A ∈ A then S(A) is a k-dimensional subspace;

• |B| = q
(
q2k−1
q2−1

)
and, if B ∈ B then S(B) is a (k − 1)-dimensional subspace;

• S(A) ∩ S(B) = ∅ for all A ∈ A and B ∈ B.

Proof. We prove the assertion by induction on k. If k = 1 then let {`0, `1, . . . , `q} be
the set of lines through Q. Let A and B consist of points PG(2, q) \ {`0} and `0 \ {Q},
respectively. If A ∈ A then let S(A) be the line AQ, if B ∈ B then let S(B) be the point
B. These sets clearly fulfill the prescribed conditions, so PG(2, q) admits a good partition.

Now, let us suppose that PG(2k, q) admits a good partition. In PG(2k + 2, q) take a
2k-dimensional subspace Π which contains the point Q. Then Π is isomorphic to
PG(2k, q), hence it has a good partition {Q} ∪ A′ ∪ B′ with assigned subspaces S′(P ).
Let H0, . . . ,Hq be the pencil of hyperplanes in PG(2k + 2, q) with carrier Π. Let B =
B′∪(H0 \Π) andA = PG(2k+2, q)\(B∪{Q}). Notice thatA′ and B′ have the required
cardinalities, because

|A′| = q2k+3 − 1

q − 1
− (|B|+ 1) = (q + 1)

q2k+3 − 1

q2 − 1
− q

(
q2k+2 − 1

q2 − 1

)
− 1

= q2
(
q2k+2 − 1

q2 − 1

)
,

|B′| = |B|+ |H0 \Π| = q

(
q2k − 1

q2 − 1

)
+ q2k+1 = q

(
q2k+2 − 1

q2 − 1

)
.
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We assign the subspaces in the following way. If A ∈ A′ then let S(A) be the (k + 1)-
dimensional subspace 〈S′(A), P 〉 where P ∈ ∪qi=1Hi is an arbitrary point, whereas, if
A ∈ (∪qi=1Hi) \ Π then let S(A) be the (k + 1)-dimensional subspace 〈A,S′(P )〉 where
P ∈ A′ is an arbitrary point. In both cases S(A) ⊂ ∪qi=1Hi for all A ∈ A. Similarly,
if B ∈ B′ then let S(B) be the k-dimensional subspace 〈S′(B), P 〉 where P ∈ H0 is
an arbitrary point, whereas, if B ∈ H0 \ Π then let S(B) be the k-dimensional subspace
〈B,S′(P )〉 where P ∈ B′ is an arbitrary point. Also here, in both cases, S(B) ⊂ H0 for
all B ∈ B. Moreover, the assigned subspaces satisfy the intersection condition because if
A ∈ A and B ∈ B are arbitrary points then

S(A) ∩ S(B) = (S(A) ∩ (∪qi=1Hi)) ∩ (S(B) ∩H0) = S′(A) ∩ S′(B) ∩Π = ∅.

Hence PG(2k + 2, q) also admits a good partition, and the statement is proved.

The next theorem proves Theorem 1.2 for even dimensional finite affine spaces. Notice
that the lower bound depends on the parity of q, but its magnitude is

√
v(v−1)
2(q−1) in both cases,

where v = qn.

Theorem 3.3. If k > 1 then the colorings of the even dimensional affine space, AG(2k, q),
satisfy the inequalities

ψ′(AG(2k, q)) ≥

{
qk(q2k−1)
2(q−1) , if q is odd,

qk(q2k−q)
2(q−1) + 1, if q is even.

Proof. The hyperplane at infinity in the projective closure of AG(2k, q), H∞, is iso-
morphic to PG(2k − 1, q), hence it has a (k − 1)-spread S = {S1, S2, . . . , Sq

k+1}.
The elements of S are pairwise disjoint (k − 1)-dimensional subspaces (see [16, Theo-
rem 4.1]). Let {P i1, P i2, . . . , P i(qk−1)/(q−1)} be the set of points of Si for i = 1, 2, . . . ,

qk + 1. For a point P ∈ H∞ let S(P ) denote the unique element of S that contains
P, and A(P ) = {ΠP,1,ΠP,2, . . . ,ΠP,qk} denote the set of the qk parallel k-dimensional
subspaces of AG(2k, q) whose projective closures intersectH∞ in S(P ).

We define a pairing on the set of points of H∞ which depends on the parity of q.
On the one hand, if q is odd then let (P ij , P

i+1
j ) be the pairs for i = 1, 3, 5, . . . , qk and

j = 1, 2, . . . , q
k−1
q−1 . On the other hand, if q is even then H∞ has an odd number of points,

thus we give the pairing on the set of points H∞ \ {P 1
1 }: let (P ij , P

i+1
j ) be the pairs for

i = 4, 6, . . . , qk and j = 1, 2, . . . , q
k−1
q−1 , and let (P 1

j , P
2
j ), (P 2

j+1, P
3
j+1), (P 1

j+1, P
3
j ) and

(P 2
1 , P

3
1 ) be the pairs for i = 1, 2, 3 and j = 2, 4, 6, . . . , q

k−1
q−1 − 1.

Let (U, V ) be any pair of points. Then, by defintion, S(U) 6= S(V ). Let the color
class CU,V,i contain the lines joining either U and a point from ΠU,i, or V and a point from
ΠV,i, for i = 1, 2, . . . , qk. Clearly, (U, V ) defines qk color classes, each one consists of
the parallel lines of one subspace in A(U) and the parallel lines of one subspace in A(V ).
Finally, if q is even, then let the color class C1 consist of all lines of AG(2k, q) whose point
at infinity is P 1

1 .

We divided the points of H∞ into q2k−1
2(q−1) pairs if q is odd, and into q2k−q

2(q−1) pairs if q is

even. Consequently, the number of color classes is equal to q2k−1
2(q−1)q

k when q is odd, and it

is equal to q2k−q
2(q−1)q

k + 1 when q is even.
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Now, we show that the coloring is complete. The class C1 obviously intersects any
other class. Let CU,V,i and CW,Z,j be two color classes. Then S(U) and S(V ) are distinct
elements of the spread S and S(W ) is also an element of S. Hence we may assume,
without loss of generality, that S(U) ∩ S(W ) = ∅. As

dim(S(U) ∪ΠU,i) = dim(S(W ) ∪ΠW,j) = k

in PG(2k, q), by Proposition 3.1, we have that ΠU,i ∩ ΠW,j consists of a single point in
AG(2k, q). Notice that the coloring is not proper, because the same argument shows that
ΠU,i ∩ΠV,i is also a single point in AG(2k, q).

For odd dimensional spaces we have a slightly weaker estimate. In this case, the mag-
nitude of the lower bound is 1√

q ·
√
v(v−1)
q−1 , where v = qn.

Theorem 3.4. If k ≥ 1 then the colorings of the odd dimensional affine space,
AG(2k + 1, q), satisfy the inequality

qk+2

(
q2k − 1

q2 − 1

)
+ 1 ≤ ψ′(AG(2k + 1, q)).

Proof. The hyperplane at infinity in the projective closure of AG(2k+1, q),H∞, is isomor-
phic to PG(2k, q). Hence, by Proposition 3.2,H∞ admits a good partitionH∞ = A∪B∪
{Q}with assigned subspaces S(U). LetA = {P1, P2, . . . , Pt} andB = {R1, R2, . . . , Rs}
where t = q2

(
q2k−1
q2−1

)
and s = q

(
q2k−1
q2−1

)
.

For a point Pi ∈ A let A(Pi) = {ΠPi,1,ΠPi,2, . . . ,ΠPi,qk} denote the set of the qk

parallel (k+1)-dimensional subspaces of AG(2k+1, q) whose projective closures intersect
H∞ in S(Pi). Similarly, for a point Rj ∈ B let B(Rj) = {ΠRj ,1,ΠRj ,2, . . . ,ΠRj ,qk+1}
denote the set of the qk+1 parallel k-dimensional subspaces of AG(2k + 1, q) whose pro-
jective closures intersectH∞ in S(Rj).

Now, we define the color classes. Let C1 be the color class that contains all lines of
AG(2k+1, q) whose point at infinity isQ. Let the color class Ci,j,m contain the lines join-
ing either P(j−1)q+i and a point from ΠP(j−1)q+i,m, or Rj and a point from ΠRj ,(i−1)qk+m
for j = 1, 2, . . . , s, i = 1, 2, . . . , q and m = 1, 2, . . . , qk. Counting the number of color
classes of type Ci,j,m, we obtain s · q · qk = qk+2

(
q2k−1
q2−1

)
. Each color class consists of

the parallel lines of one subspace in A(P(j−1)q+i) and the parallel lines of one subspace in

B(Rj). Clearly, the total number of color classes is 1 + qk+2
(
q2k−1
q2−1

)
. The color class C1

contains q2k lines and each of the classes of type Ci,j,m consists of qk + qk−1 lines.
To prove that the coloring is complete, notice that the class C1 obviously intersects

any other class. Let Ci,j,m and Ci′,j′,m′ be two color classes other than C1. Consider
the projective closures of those elements of A(P(j−1)q+i) and B(Rj′) whose lines are
contained in Ci,j,m and in Ci′,j′,m′ , respectively. One of these subspaces is a (k + 1)-
dimensional, whereas the other one is a k-dimensional subspace in PG(2k + 1, q), and
they have no point in common in H∞. Thus, by Proposition 3.1, their intersection is a
single point in AG(2k + 1, q).

The coloring is not proper, because the same argument shows that ΠP(j−1)q+i,m ∩
ΠRj ,(i−1)qk+m is also a point in AG(2k + 1, q), thus Ci,j,m contains a pair of intersecting
lines.
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Now, we are ready to prove our second main theorem.

Proof of Theorem 1.2. If n is even then Theorem 3.3 gives the result at once. If n is odd
then v = q2k+1, hence

√
v/q = qk. From the estimate of Theorem 3.4 we get

qk+2

(
q2k − 1

q2 − 1

)
+ 1 =

q3k+2 − qk+2

q2 − 1
+ 1

=
(q + 1)(q3k+1 − qk)

q2 − 1
− q3k+1 + qk+2 − qk+1 − qk

q2 − 1
+ 1

=
1
√
q

√
v(v − 1)

q − 1
− q3k+1 + qk+2 − qk+1 − qk

q2 − 1
+ 1,

which proves the statement.

Next, recall that a lower bound for the achromatic index require a proper and complete
line-coloring of AG(n, q). We consider only the even dimensional case.

Theorem 3.5. Let k > 1 and ε = 0, 1 or 2, such that qk + 1 ≡ ε (mod 3). Then
the achromatic index of the even dimensional finite affine space AG(2k, q) satisfies the
inequality (

qk + 1− ε
3

(qk + 2) + ε

)
qk − 1

q − 1
≤ α′(AG(2k, q)).

Proof. The hyperplane at infinity in the projective closure of AG(2k, q), H∞, is isomor-
phic to PG(2k − 1, q), hence it admits a (k − 1)-spread L = {`1, `2, . . . , `qk+1}. Let
A(`i) = {Π`i,1,Π`i,2, . . . ,Π`i,qk} denote the set of the qk parallel k-dimensional sub-
spaces in AG(2k, q) whose projective closures intersect H∞ in `i. Then, by Proposi-
tion 3.1, the intersection Π`i,s∩Π`j ,t is a single affine point for all i 6= j and 1 ≤ s, t ≤ qk.

First, to any triple of (k − 1)-dimensional subspaces, e, f, g ∈ L, we assign qk + 2
color classes as follows. Take a fourth (k − 1)-dimensional subspace d ∈ L, and, for
u = (qk−1)/(q−1), denote the points of the (k−1)-dimensional subspaces d, e, f and g by
D1, D2, . . . , Du, E1, E2, . . . , Eu, F1, F2, . . . , Fu and G1, G2, . . . , Gu, respectively. For
any triple (Di, e, g) there is a unique line through Di which intersects the skew subspaces
e and g. We can choose the numbering of the points Ei and Gi such that the line EiGi
intersects d in Di for i = 1, 2, . . . , u; the numbering of the points Fi, such that the line
DiFi+1 intersects d and g for i = 1, 2, . . . , u − 1, and, finally, choose the line DuF1 that
intersects d and g.Notice that this construction implies that the lineDiFi does not intersect
g for i = 1, 2, . . . , u. Let the points of Πd,1 denote by M1,M2, . . . ,Mqk . We can choose
the numbering of the elements ofA(e),A(f) andA(g) such that Πe,i∩Πf,i∩Πg,i = {Mi}
for i = 1, 2, . . . , qk.

We define three types of color classes for i = 1, 2, . . . , u and j = 1, 2, . . . , qk. Let
Bi,0e,f,g and Bi,1e,f,g be the color classes that contain the lines through Mj whose point at
infinity is Ei and Fi, respectively. Let Ci,je,f,g be the color class that contains the lines in
Πe,i whose point at infinity is Ej , except the line EjMi, the lines in Πf,i whose point at
infinity is Fj , except the line FjMi, and the lines in Πg,i whose point at infinity is Gj .
Hence each of Bi,0e,f,g and Bi,1e,f,g contains qk lines and Ci,je,f,g contains 3qk−1 − 2 lines.

Notice that for each i ∈ {1, 2, . . . , u}, the union of the color classes

Kie,f,g = Bi,0e,f,g ∪B
i,1
e,f,g ∪

qk

j=1 C
i,j
e,f,g
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contains all lines whose point at infinity is Ei, Fi or Gi. Each of the two sets of lines be-
longing toBi,0e,f,g orBi,1e,f,g, naturally defines a (k+1)-dimensional subspace of PG(2k, q),
we denote these subspaces by ΠEi

and ΠFi
, respectively.

For t = 0, 1, . . . , b(qk − 2 − ε)/3c let e = `3t+1, f = `3t+2, g = `3t+3, d = `3t+4,
define `qk+2−ε as `1, and make the qk + 2 color classes Bi,0e,f,g, B

i,1
e,f,g and Ci,je,f,g. Finally,

for each point P in the subspace `qk+1 if ε = 1, or in `qk if ε = 2, define a new color class
DP which contains all lines whose point at infinity is P.

Clearly, the coloring is proper and it contains, by definition, the required number of
color classes. Now, we prove that it is complete. Notice that each color class of type DP

obviously intersects any other color class. In relation to the other cases we have that:

• The color classesBi,j`3m+1,`3m+2,`3m+3
andBi

′,j′

`3m+1,`3m+2,`3m+3
intersect, because both

of them contain all points of the k-dimensional subspace Π`3m+4,1.

• If t 6= m then the color classes Bi,j`3t+1,`3t+2,`3t+3
and Bi

′,j′

`3m+1,`3m+2,`3m+3
intersect,

because the (k− 1)-dimensional subspaces `3t+4 and `3m+4 are skew inH∞, hence
the 2-dimensional intersection of the (k + 1)-dimensional subspaces ΠEi

or ΠFi
,

according as j = 1 or 2, and ΠE′i
or ΠF ′i

, according as j′ = 1 or 2, is not a subspace
of H∞. Thus Proposition 3.1 implies that their intersection contains some affine
points.

• The color classes Bi,j`3m+1,`3m+2,`3m+3
and Ci

′,j′

`3t+1,`3t+2,`3t+3
intersect in both cases

m = t and m 6= t, because the (k − 1)-dimensional subspaces `3m+4 and `3t+3 are
skew inH∞.Again, Proposition 3.1 implies that the intersection of the k-dimensional
subspaces Π`3m+4,1 (which is a subspace of either the (k+ 1)-dimensional subspace
ΠEi

or ΠFi
, according as j = 1 or 2) and Π`3m+3,i′ is an affine point.

• If t 6= m then each pair of color classes Ci,j`3t+1,`3t+2,`3t+3
and Ci

′,j′

`3m+1,`3m+2,`3m+3
,

intersects since, as previously, the (k − 1)-dimensional subspaces `3t+3 and `3m+3

are skew in H∞, thus Proposition 3.1 implies that the projective closures of the k-
dimensional subspaces Π`3t+3,i and Π`3m+3,i′ intersect each other in AG(2k, q).

• Finally, we prove that each pair of classes Ci,j`3t+1,`3t+2,`3t+3
and Ci

′,j′

`3t+1,`3t+2,`3t+3

intersects. It is obvious when i = i′. Suppose that i 6= i′, let Mi = Π`3t+1,i ∩
Π`3t+2,i ∩ Π`3t+3,i and Mi′ = Π`3t+1,i′ ∩ Π`3t+2,i′ ∩ Π`3t+3,i′ . Since the points Mi

and Mi′ are in Π`3t+4,1, the line MiMi′ intersectsH∞ in `3t+4. Take the point T =
MiMi′ ∩ `3t+4 and the lines EjT and FjT. Clearly, at least one of these lines does
not intersect `3t+3, we may assume without loss of generality, that EjT ∩ `3t+3 = ∅.
By Proposition 3.1, there exist affine points Ni = Π`3t+1,i ∩ Π`3t+3,i′ and Ni′ =
Π`3t+1,i′ ∩ Π`3t+3,i. Suppose that Ni ∈ Ej′Mi′ and Ni′ ∈ EjMi. Then `3t+1 ∩
MiMi′ = ∅, hence 〈`3t+1,MiMi′〉 is a (k + 1)-dimensional subspace Σk+1, which
intersects H∞ in a k-dimensional subspace Σk. Obviously, Σk also contains the
pointsEj andEj′ . Then Σk = 〈`3t+1, T 〉, and Σk∩`3t+3 is a single point, say U.As
the linesNi′Mi andNiMi′ are in the k-dimensional subspaces Π`3t+3,i and Π`3t+3,i′ ,
respectively, there exist the points Ni′Mi ∩ `3t+3 and NiMi′ ∩ `3t+3. Moreover, we
have that Ni′Mi ∩ `3t+3 = NiMi′ ∩ `3t+3 = U. Hence the points Ni,Mi, Ni′ and
Mi′ are contained in a 2-dimensional subspace Σ2, and Σ2∩H∞ contains the points
U, Ej , Ej′ and T. Consequently, Σ2 ∩H∞ is the line EjT and it contains the point
U, thus EjT intersects the subspace `3t+3, contradiction.
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Thus Ni 6∈ Ej′Mi′ or Ni′ 6∈ EjMi. This implies that Ni or Ni′ is a common point
of the color classes Ci,j`3t+1,`3t+2,`3t+3

and Ci
′,j′

`3t+1,`3t+2,`3t+3
.

In consequence, the coloring is complete.

To conclude this section we prove our third main theorem.

Proof of Theorem 1.3. As v = q2k, from Theorem 3.5 we get(
qk + 1− ε

3
(qk + 2) + ε

)
qk − 1

q − 1
=
q3k + (2− ε)q2k + (2ε− 1)qk − 2− ε

3(q − 1)

=
1

3

√
v(v − 1)

q − 1
+

(2− ε)v + 2ε
√
v − 2− ε

3(q − 1)
,

which proves the statement.

4 Small dimensions
In this section, we improve on our bounds in two and three dimensions. First, we prove
the exact values of achromatic and pseudoachromatic indices of finite affine planes. Due
to the fact that there exist non-desarguesian affine planes, we use the notation Aq for an
arbitrary affine plane of order q. For the axiomatic definition of Aq we refer to [11]. The
basic combinatorial properties of Aq are the same as of AG(2, q).

Theorem 4.1. Let Aq be any affine plane of order q. Then

χ′(Aq) = α′(Aq) = q + 1.

Proof. Let S1,S2, . . . ,Sq+1 denote the q + 1 parallell classes of lines in Aq. Two lines
have a point in common if and only if they belong to distinct parallel classes. Hence, if we
define a coloring φ with q + 1 colors such that a line ` gets color i if and only if ` ∈ Si

then φ is proper, so q + 1 ≤ χ′(Aq).
Since χ′(Aq) ≤ α′(Aq), it is enough to prove that α′(Aq) ≤ q + 1. Suppose to the

contrary that ψ is a complete and proper coloring with m > q + 1 color classes. As ψ is
proper, each color class must be a subset of a parallel class. By the pigeonhole principle,
m > q+1 implies that there exist at least two color classes that are subsets of the same par-
allel class. Hence they do not contain intersecting lines, contradicting to the completeness
of ψ. Thus α′(Aq) ≤ q + 1, the theorem is proved.

Theorem 4.2. Let Aq be any affine plane of order q. Then

ψ′(Aq) =
⌊
(q+1)2

2

⌋
.

Proof. First, we prove that ψ′(Aq) ≤
⌊
(q+1)2

2

⌋
. Suppose to the contrary that ϕ is a com-

plete coloring of Aq with
⌊
(q+1)2

2

⌋
+ 1 color classes. As Aq has q2 + q lines, this implies

that ϕ has at most q2 + q −
(
b (q+1)2

2 c+ 1
)

color classes of cardinality greater than one.
Thus, there are at least⌊

(q+1)2

2

⌋
+ 1−

(
q2 + q −

(⌊
(q+1)2

2

⌋
+ 1
))

=

{
q + 2, if q is even,
q + 3, if q is odd,
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color classes of size one. Hence, again by the pigeonhole principle, there are at least two
color classes of size one belonging to the same parallel class. They have empty intersection,
so ϕ is not complete. This contradiction shows that ψ′(Aq) ≤

⌊
(q+1)2

2

⌋
.

We go on to give a complete coloring of Aq with
⌊
(q+1)2

2

⌋
color classes. Let P be

a point and e1, e2, . . . , eq+1 be the lines through P . For i = 1, 2, , . . . , q + 1 let Si

be the parallel class containing ei and denote the q − 1 lines in the set Si \ {ei} by
`i, `(q+1)+i, . . . , `(q−2)(q+1)+i. Then:

q⋃
i=1

(Si \ {ei}) = {`1, `2, . . . , `q2−1},

and `j and `j+1 are non-parallel lines for all 1 ≤ j < q2−1. For better clarity, we construct

q + 1 color classes with even indices and
⌊
q2−1

2

⌋
color classes with odd indices. Let the

color class C2k consist of one line, ek, for k = 1, 2, . . . , q + 1. Let the color class C2k−1

contain the lines `2k−1 and `2k for k = 1, 2, . . . ,
⌊
q2−1

2

⌋
, finally, if q is even, let the color

class Cq2−3 contain the line `q2−1, too.
The coloring is complete, because color classes having even indices intersect at P, and

each color class with odd index contains two non-parallel lines whose union intersects all
lines of the plane.

Our last construction gives a lower bound for the achromatic index of AG(3, q). As
α′(AG(3, q)) ≤ ψ′(AG(3, q)), this can be considered as well as a lower estimate on the
pseudoachromatic index of AG(3, q) and this bound is better than the general one proved
in Theorem 3.4. We use the cyclic model of PG(2, q) to make the coloring. The detailed
description of this model can be found in [16, Theorem 4.8 and Corollary 4.9]. We collect
the most important properties of the cyclic model in the following proposition.

Proposition 4.3. Let q be a prime power. Then the group Zq2+q+1 admits a perfect differ-
ence setD = {d0, d1, d2, . . . , dq}, that is the q2 +q integers di−dj (i 6= j) are all distinct
modulo q2 + q + 1. We may assume without loss of generality that d0 = 0 and d1 = 1.
The plane PG(2, q) can be represented in the following way. The points are the elements
of Zq2+q+1, the lines are the subsets

D + j = {di + j : di ∈ D}

for j = 0, 1, . . . , q2 + q, and the incidence is the set theoretical inclusion.

Theorem 4.4. The achromatic index of AG(3, q) satisfies the inequality:

q(q + 1)2

2
+ 1 ≤ α′(AG(3, q)).

Proof. The plane at infinity in the projective closure of AG(3, q), H∞, is isomorphic to
PG(2, q), hence it has a cyclic representation (described in Proposition 4.3). Let v = q2 +
q+1, let the points and the lines ofH∞ be P1, P2, . . . , Pv, and `1, `2, . . . , `v, respectively.
We can choose the numbering such that for i = 1, 2, 3, . . . , v the line `i contains the points
Pi, Pi+1 and Pi−d (where 0 6= d 6= 1 is a fixed element of the difference set D, and the
subscripts are taken modulo v).
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Let A(Pi) = {ΠPi,1,ΠPi,2, . . . ,ΠPi,q} denote the set of the q parallel planes in
AG(3, q) whose projective closures intersect H∞ in `i, and ΠPi,j denote the projective
closure of ΠPi,j for i = 1, 3, . . . , v, and j = 1, 2, . . . , q. Let Wi be a plane whose pro-
jective closure intersects H∞ in `i−d. Then the projective closure of each element of
A(Pi) ∪ A(Pi+1) intersects Wi in a line whose point at infinity is Pi, so we can choose
the numbering of the elements of A(Pi) and A(Pi+1), such that ΠPi,j ∩ΠPi+1,j ⊂Wi for
i = 1, 3, . . . , v − 2, and j = 1, 2, . . . , q. Let eij denote the line ΠPi,j ∩ΠPi+1,j .

We assign q+1 color classes to the pair (Pi, Pi+1) for i = 1, 3, . . . , v−2. Let the color
class Ci0 contain the lines ei1, e

i
2 . . . , e

i
q. For j = 1, 2, . . . , q, let the color class Cij contain

those lines of ΠPi,j whose point at infinity is Pi, except the line eij , and the q parallel lines
of ΠPi+1,j whose point at infinity is Pi+1. Finally, let the color class Cv contain all lines
whose point at infinity is Pv. In this way we constructed

(q + 1)
v − 1

2
+ 1 =

q(q + 1)2

2
+ 1

color classes and each line belongs to exactly one of them, because Ci0 contains q lines, Cij
contains 2q − 1 lines for each j = 1, 2, . . . , q. and Cv contains q2 lines.

The coloring is proper by construction. The color class Cv obviously intersects any
other class. For other pairs of color classes, two major cases are distinguished when we
prove the completeness. On the one hand, if i 6= k then we have:

• Ci0 ∩ Ck0 6= ∅, because the planes Wi and Wk intersect each other;

• if j > 0 then Ci0 ∩Ckj 6= ∅, because the planes Wi and ΠPk+1,j intersect each other;

• if m > 0 and j > 0 then Cim ∩ Ckj 6= ∅, because the planes ΠPi+1,m and ΠPk+1,j

intersect each other.

On the other hand, color classes having the same superscript also have non-empty intersec-
tion:

• Ci0 ∩ Cij 6= ∅, because the planes Wi and ΠPi+1,j intersect each other;

• if j 6= k then the planes ΠPi,j and ΠPi+1,k intersect in a line f and f 6= eij , hence its
points are not removed from ΠPi,j , so Cij ∩ Cik 6= ∅.

Hence the coloring is also complete, this proves the theorem.
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Abstract

A graph is said to be symmetric if its automorphism group is transitive on its arcs. Guo
et al. in 2011 and Pan et al. in 2013 determined all pentavalent symmetric graphs of order
4pq. In this paper, we shall generalize this result by determining all connected pentavalent
symmetric graphs of order four times an odd square-free integer. It is shown in this paper
that, for each such graph Γ , either the full automorphism group AutΓ is isomorphic to
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1 Introduction
All graphs in this paper are assumed to be finite, simple and undirected. Let Γ be a graph
and denote V Γ and AΓ the vertex set and arc set of Γ , respectively. Let G be a subgroup
of the full automorphism group AutΓ of Γ . Then Γ is called G-vertex-transitive and G-
arc-transitive ifG is transitive on V Γ and AΓ , respectively. An arc-transitive graph is also
called a symmetric graph. It is well known that Γ is G-arc-transitive if and only if G is
transitive on V Γ and the stabilizer Gα := {g ∈ G | αg = α} is transitive on the neighbor
set Γ (α) of the vertex α of Γ .

The cubic and tetravalent graphs have been studied extensively in the literature. In re-
cent years, attention has moved on to pentavalent symmetric graphs and a series of results
have been obtained. For example, all the possibilities of vertex stabilizers of pentavalent
symmetric graphs are determined in [7, 20]. Also, for distinct primes p, q and r, the clas-
sifications of pentavalent symmetric graphs of order 2pq and 2pqr are presented in [9, 19],
respectively. A classification of 1-regular pentavalent graph (that is, the full automorphism
group acts regularly on its arc set) of square-free order is presented in [13]. Recently,
pentavalent symmetric graphs of square-free order have been completely classified in [11].
Furthermore, some classifications of pentavalent symmetric graphs of cube-free order also
have been obtained in recent years. For example, the classifications of pentavalent symmet-
ric graphs of order 12p, 4pq and 2p2 are presented in [8, 16, 5]. More recently, symmetric
graphs of any prime valency which admit a soluble arc-transitive group have been classified
in [14]. The main purpose of this paper is to extend the results in [8, 16] to four times an
odd square-free integer case.

The main result of this paper is the following theorem.

Theorem 1.1. Let n be an odd square-free integer and let Γ be a pentavalent symmetric
graph of order 4n. If n has at least three prime factors, then one of the following statements
holds.

(1) AutΓ ∼= PSL(2, p), PGL(2, p), PSL(2, p)×Z2 or PGL(2, p)×Z2, where p ≥ 29
is a prime. Furthermore, the stabilizer (AutΓ )α and the prime p appear in Table 5
or Table 6.

(2) The triple (Γ , n,AutΓ ) lies in the following Table 1.

Remark 1.2 (Remarks on Theorem 1.1).

(a) The graphs in Table 1 are introduced in Example 3.2.

(b) The graphs C5852 and C3
780 in Table 1, and the graphs in part (1) with automorphism

group PSL(2, p)×Z2 or PGL(2, p)×Z2 can also be constructed from the bipartite
double cover (the definition of bipartite double cover see Section 3) of a pentavalent
symmetric graph of square-free order (see [11, Example 4.3 and Example 4.5] and
[19, Example 3.9 and Example 3.11] for details on these graphs).

2 Preliminaries
We now give some necessary preliminary results. The first one is a property of the Fitting
subgroup, see [18, p. 30, Corollary].

Lemma 2.1. Let F be the Fitting subgroup of a group G. If G is soluble, then F 6= 1 and
the centralizer CG(F ) ≤ F .
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Table 1: Nine ‘sporadic’ pentavalent symmetric graphs of order four times an odd square-
free integer.

Row Γ n AutΓ (AutΓ )α Transitivity Bipartite?

1 C1
17556 3 · 7 · 11 · 19 J1 D10 1-transitive No

2 C2
17556 3 · 7 · 11 · 19 J1 D10 1-transitive No

3 C3
17556 3 · 7 · 11 · 19 J1 D10 1-transitive No

4 C4
17556 3 · 7 · 11 · 19 J1 D10 1-transitive No

5 C5
17556 3 · 7 · 11 · 19 J1 D10 1-transitive No

6 C5852 7 · 11 · 19 J1 × Z2 A5 2-transitive Yes
7 C1

780 3 · 5 · 13 PSL(2, 25)× Z2 F20 2-transitive No
8 C2

780 3 · 5 · 13 PSL(2, 25)× Z2 F20 2-transitive No
9 C3

780 3 · 5 · 13 PSL(2, 25)× Z2 F20 2-transitive Yes

The maximal subgroups of PSL(2, p) are known, see [4, Section 239].

Lemma 2.2. Let T = PSL(2, p), where p ≥ 5 is a prime. Then a maximal subgroup of T
is isomorphic to one of the following groups:

(1) Dp−1, where p 6= 5, 7, 9, 11;

(2) Dp+1, where p 6= 7, 9;

(3) Zp : Z(p−1)/2;

(4) A4, where p = 5 or p ≡ 3, 13, 27, 37 (mod 40);

(5) S4, where p ≡ ±1 (mod 8)

(6) A5, where p ≡ ±1 (mod 5).

By [2, Theorem 2], we may easily derive the maximal subgroups of PGL(2, p).

Lemma 2.3. Let T = PGL(2, p) with p ≥ 5 a prime. Then a maximal subgroup of T is
isomorphic to one of the following groups:

(1) Zp : Zp−1;

(2) D2(p+1);

(3) D2(p−1), where p ≥ 7;

(4) S4, where p ≡ ±3 (mod 8);

(5) PSL(2, p).

From [6, pp. 134–136], we can obtain the following lemma by checking the orders of
nonabelian simple groups.

Lemma 2.4. Let n be an odd square-free integer such that n has at least three prime
factors. Let T be a nonabelian simple group of order 2i · 3j · 5 · n, where 1 ≤ i ≤ 11 and
0 ≤ j ≤ 2. Let p be the largest prime factor of n. Then T is listed in Table 2.
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Table 2: Nonabelian simple groups of order 2i · 3j · 5 · n with 1 ≤ i ≤ 11 and 0 ≤ j ≤ 2.

T |T | n

M22 27 · 32 · 5 · 7 · 11 3 · 7 · 11

M23 27 · 32 · 5 · 7 · 11 · 23 7 · 11 · 23

J1 23 · 3 · 5 · 7 · 11 · 19 7 · 11 · 19

J2 27 · 33 · 52 · 7 3 · 5 · 7
Sz(32) 210 · 52 · 31 · 41 5 · 31 · 41

PSU(3, 4) 26 · 3 · 52 · 13 3 · 5 · 13

PSp(4, 4) 28 · 32 · 52 · 17 3 · 5 · 17

PSL(2, 25) 23 · 3 · 52 · 13 3 · 5 · 13

PSL(2, 28) 28 · 3 · 5 · 17 · 257 3 · 17 · 257

PSL(5, 2) 210 · 32 · 5 · 7 · 31 3 · 7 · 31

PSL(2, 26) 26 · 32 · 5 · 7 · 13 3 · 7 · 13

M23 27 · 32 · 5 · 7 · 11 · 23 3 · 7 · 11 · 23

M24 210 · 33 · 5 · 7 · 11 · 23 3 · 7 · 11 · 23

J1 23 · 3 · 5 · 7 · 11 · 19 3 · 7 · 11 · 19

PSL(2, p) p(p+1)(p−1)
2 (p ≥ 29)

Proof. If T is a sporadic simple group, by [6, p. 135–136], T = M22, M23, M24, J1 or J2.
If T = An is an alternating group, since 34 does not divide |T |, we have n ≤ 8, it then
easily exclude that T = A5, A6, A7 or A8. Hence no T exists for this case.

Suppose now T = X(q) is a simple group of Lie type, where X is one type of Lie
groups, and q = rd is a prime power. If r ≥ 5, as |T | has at most three 3-factors, two
5-factors and one p-factor, it easily follows from [6, p. 135] that the only possibility is
T = PSL(2, p) with p ≥ 29 (note that PSL(2, p) with 5 ≤ p ≤ 23 does not satisfy the
condition of the lemma) or PSL(2, 25), where p is the largest prime factor of n. If r ≤ 3, as
212 and 34 do not divide |T |, then we have T = Sz(32), PSU(3, 4), PSp(4, 4), PSL(2, 26),
PSL(2, 28) or PSL(5, 2).

For a graph Γ and a positive integer s, an s-arc of Γ is a sequence α0, α1, . . . , αs of
vertices such that αi−1, αi are adjacent for 1 ≤ i ≤ s and αi−1 6= αi+1 for 1 ≤ i ≤ s− 1.
In particular, a 1-arc is just an arc. Then Γ is called (G, s)-arc-transitive with G ≤ AutΓ
if G is transitive on the set of s-arcs of Γ . A (G, s)-arc-transitive graph is called (G, s)-
transitive if it is not (G, s + 1)-arc-transitive. In particular, a graph Γ is simply called
s-transitive if it is (AutΓ , s)-transitive.

Let F20 denote the Frobenius group of order 20. The following lemma determines the
stabilizers of pentavalent symmetric graphs, refer to [7, 20].

Lemma 2.5. Let Γ be a pentavalent (G, s)-transitive graph, whereG ≤ AutΓ and s ≥ 1.
Let α ∈ V Γ . Then one of the following holds.

(a) If Gα is soluble, then s ≤ 3 and |Gα|
∣∣ 80. Further, the pair (s,Gα) lies in the
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following table.
s Gα

1 Z5, D10, D20

2 F20, F20 × Z2

3 F20 × Z4

(b) If Gα is insoluble, then 2 ≤ s ≤ 5, and |Gα|
∣∣ 29 · 32 · 5. Further, the pair (s,Gα)

lies in the following table.

s Gα |Gα|
2 A5, S5 60, 120
3 A4 ×A5, (A4 ×A5) : Z2, S4 × S5 720, 1440, 2880
4 ASL(2, 4), AGL(2, 4), AΣL(2, 4), AΓL(2, 4) 960, 1920, 2880, 5760
5 Z6

2 : ΓL(2, 4) 23040

A typical method for studying vertex-transitive graphs is taking normal quotients. Let Γ
be a G-vertex-transitive graph, where G ≤ AutΓ . Suppose that G has a normal subgroup
N which is intransitive on V Γ . Let V ΓN be the set of N -orbits on V Γ . The normal
quotient graph ΓN of Γ induced by N is defined as the graph with vertex set V ΓN , and
B is adjacent to C in ΓN if and only if there exist vertices β ∈ B and γ ∈ C such that β
is adjacent to γ in Γ . In particular, if val(Γ ) = val(ΓN ), then Γ is called a normal cover
of ΓN .

A graph Γ is called G-locally primitive if, for each α ∈ V Γ , the stabilizer Gα acts
primitively on Γ (α). Obviously, a pentavalent symmetric graph is locally primitive. The
following theorem gives a basic method for studying vertex-transitive locally primitive
graphs, see [17, Theorem 4.1] and [12, Lemma 2.5].

Theorem 2.6. Let Γ be a G-vertex-transitive locally primitive graph, where G ≤ AutΓ ,
and let N CG have at least three orbits on V Γ . Then the following statements hold.

(i) N is semi-regular on V Γ , G/N ≤ AutΓN , and Γ is a normal cover of ΓN ;

(ii) Gα ∼= (G/N)γ , where α ∈ V Γ and γ ∈ V ΓN ;

(iii) Γ is (G, s)-transitive if and only if ΓN is (G/N, s)-transitive, where 1 ≤ s ≤ 5 or
s = 7.

For reduction, we need some information of pentavalent symmetric graphs of order
4pq, stated in the following lemma, see [8, Theorem 4.1] and [16, Theorem 3.1].

Lemma 2.7. Let Γ be a pentavalent symmetric graph of order 4pq, where q > p ≥ 3 are
primes. Then the pair (AutΓ , (AutΓ )α) lies in the following Table 3, where α ∈ V Γ .

Remark 2.8 (Remarks on Lemma 2.7).

(a) Suppose that Γ is one of the graphs in Lemma 2.7 and M is an arc-transitive sub-
group of AutΓ . Then M is insoluble (for convenience, we prove this conclusion in
Lemma 4.4 and we remark that Lemma 4.4 is independent where it is used).

(b) By MAGMA [1], the graphs C(2)
66 and C5

132 in [8, Theorem 4.1] are isomorphic,
Aut(C5

132) ∼= PGL(2, 11)× Z2.



86 Ars Math. Contemp. 16 (2019) 81–95

Table 3: Pentavalent symmetric graphs of order 4pq.

Γ (p, q) AutΓ (AutΓ )α

C60 (3, 5) A5 ×D10 D10

C1
132 (3, 11) PSL(2, 11)× Z2 D10

Ci132, 2 ≤ i ≤ 4 (3, 11) PGL(2, 11) D10

C5
132 (3, 11) PGL(2, 11)× Z2 D20

C(2)
574 (7, 41) PSL(2, 41)× Z2 A5

C4108 (13, 79) PSL(2, 79) A5

The final lemma of this section gives some information about the pentavalent symmetric
graphs of square-free order, refer to [19, Theorem 1.1] and [11, Theorem 1.1].

Lemma 2.9. Let Γ be a pentavalent symmetric graph of order 2n, where n is an odd
square-free integer and has at least three prime factors. Then one of the following state-
ments holds.

(1) AutΓ is soluble and AutΓ ∼= D2n : Z5.

(2) AutΓ = PSL(2, p) or PGL(2, p), where p ≥ 5 is a prime.

(3) The triple (Γ , 2n,AutΓ ) lies in the following Table 4.

Table 4: Two ‘sporadic’ pentavalent symmetric graphs.

Γ 2n AutΓ (AutΓ )α

C390 390 PSL(2, 25) F20

C2926 2926 J1 A5

3 Some examples
In this section, we give some examples of pentavalent symmetric graphs of order 4n with
n an odd square-free integer.

In order to construct our graphs we first introduce the definition of a coset graph. Let G
be a finite group and let H be a core-free subgroup of G. Let τ ∈ G and τ2 ∈ H . Define
the coset graph Cos(G,H, τ) of G with respect to H as the graph with vertex set [G : H]
such that Hx, Hy are adjacent if and only if yx−1 ∈ HτH . The following lemma about
coset graphs is well known and the proof of the lemma follows from the definition of coset
graphs.

Lemma 3.1. Using the notation as above, the coset graph Γ = Cos(G,H, τ) is G-arc-
transitive graph and

(1) valΓ = |H : H ∩Hτ |;
(2) Γ is connected if and only if 〈H, τ〉 = G.
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Conversely, eachG-arc-transitive graph Σ is isomorphic to the coset graph Cos(G,Gv, τ),
where τ ∈ NG(Gvw) is a 2-element such that τ2 ∈ Gv , and v ∈ V Σ, w ∈ Σ(v).

We next introduce the definition of the bipartite double cover of a graph. Let Γ be a
graph with vertex set V Γ . The standard double cover of Γ is defined as the undirected
bipartite graph Γ̃ with biparts V0 and V1, where Vi = {(v, i) | v ∈ V Γ}, such that two
vertices (x, 0) and (y, 1) are adjacent if and only if x, y are adjacent in Γ . It is easily
shown that the standard double cover can be represented as a direct product: Γ̃ = Γ ×K2.
Furthermore, Γ̃ is connected if and only if Γ is connected and non-bipartite.

For a given small permutation group X , we may determine all graphs which admit X
as an arc-transitive automorphism group by using MAGMA [1]. It is then easy to have the
following result.

Example 3.2.

(1) There is a unique pentavalent symmetric graph of order 5852 which admits J1 × Z2

as an arc-transitive automorphism group; and its full automorphism group is J1×Z2.
This graph is denoted by C5832 which satisfies the conditions in Row 6 of Table 1.

(2) There are five pentavalent symmetric graphs of order 17556 admitting J1 as an arc-
transitive automorphism group; and their full automorphism group are all isomorphic
to J1. These five graphs are denoted by Ci17556 which satisfy the conditions in Row 1
to Row 5 of Table 1, where 1 ≤ i ≤ 5.

(3) There are three pentavalent symmetric graphs of order 780 which admit PSL(2, 25)×
Z2 as an arc-transitive automorphism group; and their full automorphism group are
all isomorphic to PSL(2, 25) × Z2. These three graphs are denoted by Cj780 which
satisfy the conditions in Row 7 to Row 9 of Table 1, where 1 ≤ j ≤ 3.

Remark 3.3 (Remarks on Example 3.2).

(a) Let Γ be a pentavalent symmetric graph of order 4nwith n an odd square-free integer
and having at least three prime factors. Then the graphs appearing in Example 3.2
are the only sporadic graphs of such Γ . In fact, let A = AutΓ . If A is insoluble
and has no nontrivial soluble normal subgroup, then Lemma 4.2 shows that Ci17556

with 1 ≤ i ≤ 5 are the only sporadic graphs. If A is insoluble and has a soluble
minimal normal subgroup N = Z2, then Lemma 4.3 shows that C5832 and Cj780 with
1 ≤ j ≤ 3 are the only sporadic graphs. If A is soluble or has a soluble minimal
normal subgroup N = Zr with r > 2, then Lemma 4.1 and Lemma 4.6 show that no
such Γ exists.

(b) Since both C2926 and C390 are non-bipartite, the bipartite double cover of both C2926

and C390 is connected pentavalent symmetric graph of order 4n. In fact, the graph
C5832 is isomorphic to the bipartite double cover of C2926 and the graph C3

780 is iso-
morphic to the bipartite double cover of C390.

Example 3.4. Let p be a prime such that

p ≡ 49, 79, 81, 111 (mod 160)

and let A = PSL(2, p). Then by Lemma 2.2, A has a subgroup H ∼= A5. Let K < H
with K ∼= A4. Then NA(K) = K : 〈τ〉 ∼= S4, where τ ∈ A − H is an involution. Let
Γ = Cos(A, H,HτH). Then Γ is a connected pentavalent symmetric graph.
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Example 3.5. Let p be a prime such that

p ≡ 9, 39, 41, 71 (mod 80)

and let A = PGL(2, p). Then by Lemma 2.2 and Lemma 2.3, A has a subgroup H ∼= A5.
Let K < H with K ∼= A4. Then NA(K) = K : 〈τ〉 ∼= S4 is a maximal subgroup of A,
where τ ∈ A−H is an involution, and so 〈H, τ〉 = A. Let Γ = Cos(A, H,HτH). Then
Γ is a connected pentavalent symmetric graph.

Example 3.6. Let p be a prime such that

p ≡ 9, 39, 41, 71 (mod 80)

and let A = PSL(2, p)×Z2 = T ×〈z〉, where T = PSL(2, p) and 〈z〉 = Z2. Then T has a
subgroup H ∼= A5. Let K < H with K ∼= A4. Then NA(K) = K : 〈τ〉× 〈z〉 ∼= S4×Z2,
where τ ∈ T −H is an involution. Let Γ = Cos(A, H,HτzH). Then Γ is a connected
pentavalent symmetric graph.

Example 3.7. Let p be a prime such that

p ≡ 11, 19, 21, 29 (mod 40)

and let A = PGL(2, p)×Z2 = T ×〈z〉, where T = PGL(2, p) and 〈z〉 = Z2. Then T has
a subgroupH ∼= A5. LetK < H withK ∼= A4. Then NA(K) = K : 〈τ〉×〈z〉 ∼= S4×Z2,
where τ ∈ T −H is an involution. Let Γ = Cos(A, H,HτzH). Then Γ is a connected
pentavalent symmetric graph.

4 Proof of Theorem 1.1
Let n be an odd square-free integer and n has at least three prime factors. Let Γ be a
pentavalent symmetric graph of order 4n. Set A = AutΓ . By Lemma 2.5, |Aα|

∣∣ 29 ·32 ·5,
and hence |A|

∣∣ 211 · 32 · 5 · n. Assume that n = p1p2 · · · ps, where s ≥ 3 and pi’s are
distinct primes.

Lemma 4.1. The group A is insoluble.

Proof. Suppose to the contrary that A is soluble. Let F be the Fitting subgroup of A. By
Lemma 2.1, F 6= 1 and CA(F ) ≤ F . Further, F = O2(A)×Op1(A)×Op2(A)× · · · ×
Ops(A), where O2(A), Op1(A), Op2(A), . . . , Ops(A) denote the largest normal 2-, p1-,
p2-, . . . , ps-subgroups of A, respectively.

For each pi ∈ {p1, p2, . . . , ps}, Opi(A) has at least three orbits on V Γ , by Theo-
rem 2.6, Opi(A) is semi-regular on V Γ . Therefore, F is semi-regular on V Γ and so |F |
divides |V Γ | = 4n. Since n = p1p2 · · · ps, we have Opi(A) ≤ Zpi . This argument also
proves O2(A) ≤ Z4 or Z2

2. If O2(A) = Z4 or Z2
2, then by Theorem 2.6, the normal

quotient graph ΓO2(A) is a pentavalent symmetric graph of odd order, which is a contra-
diction. Thus, O2(A) ≤ Z2, F ∼= Zm, where m

∣∣ 2n. It implies that CA(F ) ≥ F , and so
CA(F ) = F .

If F has at least three orbits on V Γ , then, by Theorem 2.6, ΓF is A/F -arc-transitive.
Since A/F = A/CA(F ) ≤ Aut(F ) is abelian, we have (A/F )δ = 1, where δ ∈ V ΓF ,
which is a contradiction.
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Thus, F has at most two orbits on V Γ . If F is transitive on V Γ , then F is regular
on V Γ , a contradiction with F ∼= Zm, where m

∣∣ 2n. Hence F has two orbits on V Γ and
F ∼= Z2n. LetK = Op3(A)×Op4(A)×· · ·×Ops(A). ThenK ∼= Zp3p4···ps . SinceKEA
has 4p1p2 orbits on V Γ , by Theorem 2.6(i), ΓK is an A/K-arc-transitive pentavalent graph
of order 4p1p2, and hence ΓK satisfies the conditions in Table 3. Since A/K is soluble, by
Remark 2.8, a contradiction occurs. Hence A is insoluble. This completes the proof of the
Lemma.

We now consider the case where A is insoluble and has no nontrivial soluble normal
subgroup.

Lemma 4.2. Assume that A is insoluble and has no nontrivial soluble normal subgroup.
Then AutΓ ∼= J1, PSL(2, p) or PGL(2, p) with p ≥ 29. Further, if AutΓ ∼= J1, then
Γ ∼= Ci17556 satisfies the conditions in Row 1 to Row 5 of Table 1 of Theorem 1.1, where
1 ≤ i ≤ 5. If AutΓ ∼= PSL(2, p) or PGL(2, p), then Γ satisfies the conditions in Table 5.

Table 5: AutΓ is almost simple.

AutΓ (AutΓ )α Γ Remark

PSL(2, p) A5 Example 3.4 p ≡ 49, 79, 81, 111 (mod 160)

PGL(2, p) A5 Example 3.5 p ≡ 9, 39, 41, 71 (mod 80)

PSL(2, p) D10 p ≡ 9, 39, 41, 71 (mod 80)

PGL(2, p) D10 p ≡ 11, 19, 21, 29 (mod 40)

PSL(2, p) D20 p ≡ 49, 79, 81, 111 (mod 160)

PGL(2, p) D20 p ≡ 9, 39, 41, 71 (mod 80)

Proof. Let N be the socle of A. Then N is insoluble and 4 divides |N |. If N has more
than three orbits on V Γ , then by Theorem 2.6, ΓN is a pentavalent symmetric graph of odd
order, a contradiction. Hence, N has at most two orbits on V Γ , so 2n divides |N |.

Assume that A has at least two minimal normal subgroups N1 and N2. Then by a
similar argument as above, we have that 2n divides both |N1| and |N2|. Hence 4n2 divides
|A| = 211 · 32 · 5 · n, and so n divides 29 · 32 · 5. It implies that n = 3 · 5, a contradiction
with n having at least three prime factors. So A has a unique minimal normal subgroup
and we may write N = Sd, where S is a nonabelian simple group and d ≥ 1.

Since ps > 5, ps divides |N | and p2
s does not divide |N | as |A|

∣∣ 211 ·32 ·5 ·p1p2 · · · ps,
we conclude that d = 1 and N = S is a nonabelian simple group. Hence A is almost
simple with socle S.

If Sα = 1, then S acts regularly on V Γ . Hence S is a non-abelian simple group such
that |S| = 4n. By checking the orders of nonabelian simple groups (see [6, pp. 135–136]
for example), we have that S = PSL(2, p) and so A ≤ Aut(S) = PGL(2, p), which is
impossible as A is transitive on AΓ , |A| ≤ 2|S| and |AΓ | = 5|S|. Hence Sα 6= 1. Since
Γ is connected and S C A, we have 1 6= S

Γ(α)
α C A

Γ(α)
α , it follows that 5

∣∣ |Sα|, we thus
have 10 · p1p2 · · · ps divides |S|.
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Thus, soc(A) = S is a nonabelian simple group such that |S|
∣∣ 211 · 32 · 5 · n and

10 · n
∣∣ |S|. Hence the triple (S, |S|, n) lies in Table 2 of Lemma 2.4. We will analyse all

the candidates one by one in the following.
Assume (S, n) = (J1, 3 ·7 ·11 ·19). Then |V Γ | = 17556 and A ∼= J1 as Out(J1) = 1.

It then follows from Example 3.2 that Γ ∼= Ci17556 satisfies the conditions in Row 1 to
Row 5 of Table 1 of Theorem 1.1, where 1 ≤ i ≤ 5.

Assume (S, n) = (Sz(32), 5 · 31 · 41). Since Out(Sz(32)) ∼= Z5 (see Atlas [3] for
example), A ∼= Sz(32) or Sz(32).Z5, so |Aα| = |A|

4n = 1280 or 6400, which is not possible
by Lemma 2.5. Similarly, for the case (S, n) = (PSL(5, 2), 3 · 7 · 31), then A ∼= PSL(5, 2)

or PSL(5, 2).Z2 as Out(PSL(5, 2)) ∼= Z2. Thus, |Aα| = |A|
4n = 3840 or 7680, which is

impossible by Lemma 2.5. For the case where (S, n) = (PSL(2, 28), 3 · 17 · 257), since
A ∼= PSL(2, 28).O, where O ≤ Out(PSL(2, 28)) ∼= Z8, we have |Aα| = |A|

4n = 2k · 5,
where 6 ≤ k ≤ 9, which is also impossible by Lemma 2.5. For the case where (S, n) =
(PSU(3, 4), 3 · 5 · 13), since A ∼= PSU(3, 4).O, where O ≤ Out(PSU(3, 4)) ∼= Z4, we
have |Aα| = |A|

4n = 2k · 5, where 4 ≤ k ≤ 6, which is impossible by Lemma 2.5.
Assume (S, n) = (PSp(4, 4), 3 · 5 · 17). Since S ≤ A ≤ Aut(S) ∼= PSp(4, 4).Z4, we

have |Aα| = |A|
4n = 960, 1920 or 3840. If |Aα| = 960 or 1920, then by Lemma 2.5, Aα

∼=
ASL(2, 4) or AΣL(2, 4). However, by Atlas [3], PSp(4, 4) has no subgroup isomorphic to
ASL(2, 4) and PSp(4, 4).Z2 has no subgroup isomorphic to AΣL(2, 4). If |Aα| = 3840,
then also by Lemma 2.5, a contradiction occurs.

Assume (S, n) = (PSL(2, 26), 3 · 7 · 13). Recall that S has at most two orbits on
V Γ , |Sα| = |S|

4n = 240 or |S|2n = 480. However, by Lemma 2.2, PSL(2, 26) has no
maximal subgroup with order a multiple of 240, a contradiction occurs. Similarly, for the
case (S, n) = (J2, 3 · 5 · 7), then |Sα| = |S|

4n = 2880 or |S|2n = 5760. By Atlas [3], J2 has
no maximal subgroup with order a multiple of 2880, a contradiction also occurs.

Assume S ∼= M23. Then n = 3 · 7 · 11 · 23 or 7 · 11 · 23, and as Out(M23) = 1, we
have A = S and |Aα| = |M23|

4n = 480 or 1440. By Lemma 2.5, it is impossible for the case
|Aα| = 480. For the latter case, by a direct computation using MAGMA [1], no graph Γ
exists. If (S, n) = (M22, 7 · 11 · 23), as Out(M22) ∼= Z2, we have A ∼= M22 or M22.Z2,
so |Aα| = |A|

4n = 480 or 960, a computation by MAGMA [1] shows that no graph Γ exists.
Similarly, we can exclude the case where (S, n) = (PSL(2, 25), 3 · 5 · 13) by MAGMA [1].

Assume (S, n) = (M24, 3 · 7 · 11 · 23) or (J1, 3 · 7 · 11 · 19). Since Out(M24) =

Out(J1) = 1, we always have A = S. Hence |Aα| = |A|
4n = 11520 or 10. A computation

by MAGMA [1] also shows that no graph Γ exists.
Finally, assume S ∼= PSL(2, p) with p ≥ 29 a prime. Then A ∼= PSL(2, p) or

PGL(2, p). By Lemma 2.2, Lemma 2.3 and Lemma 2.5, we have Aα
∼= Z5, D10, D20

or A5. If Aα
∼= Z5, then Γ is an arc-regular pentavalent graph of order four times

an odd square-free integer. However, by [15, Theorem 1.1], no such Γ exists. Hence
Aα
∼= D10, D20 or A5. If Aα

∼= A5, then by Lemma 2.2 and Lemma 2.3, we have p ≡ ±1
(mod 5). Since |A : Aα| = 4n, we have |A| is divisible by 16, but not by 32. Since
|A| = |PSL(2, p)| = p(p−1)(p+1)

2 or |PGL(2, p)| = p(p − 1)(p + 1), we have p ≡ ±15
(mod 32) for A ∼= PSL(2, p) or p ≡ ±7 (mod 16) for A ∼= PGL(2, p). Since p ≡ ±1
(mod 5), we have p ≡ 49, 79, 81, 111 (mod 160) for A ∼= PSL(2, p) or p ≡ 9, 39, 41, 71
(mod 80) for A ∼= PGL(2, p). These graphs are constructed in Example 3.4 and Exam-
ple 3.5. Similarly, if Aα

∼= D10 or D20, then p satisfies the condition in Table 5. This
completes the proof of the Lemma.
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We next assume that A has a nontrivial soluble normal subgroup. Let N be a soluble
minimal normal subgroup of A. Then there exists a prime r

∣∣ 4n such thatN ∼= Zdr . Further,
N has at least three orbits on V Γ . It follows from Theorem 2.6 that N is semi-regular on
V Γ , and so |N | = |Zr|d

∣∣ |V Γ | = 4n. If d ≥ 2, then (r, d) = (2, 2). It follows that ΓN
is an arc-transitive graph of odd order, a contradiction. Hence d = 1, N = Zr. The next
lemma consider the case where r = 2.

Lemma 4.3. Assume that A is insoluble and has a soluble minimal normal subgroup N =
Z2. Then one of the following statements holds:

(1) AutΓ ∼= PSL(2, p)×Z2 or PGL(2, p)×Z2, where p ≥ 29 is a prime. Furthermore,
Γ satisfies the conditions in Table 6.

(2) AutΓ ∼= PSL(2, 25)×Z2 and Γ is isomorphic to Ci780 in Table 1, where 1 ≤ i ≤ 3.

(3) AutΓ ∼= J1 × Z2 and Γ is isomorphic to C5852 in Table 1.

Table 6: AutΓ has a normal subgroup isomorphic to Z2.

AutΓ (AutΓ )α Γ Remark

PSL(2, p)× Z2 A5 Example 3.6 p ≡ 9, 39, 41, 71 (mod 80)

PGL(2, p)× Z2 A5 Example 3.7 p ≡ 11, 19, 21, 29 (mod 40)

PSL(2, p)× Z2 D10 p ≡ 11, 19, 21, 29 (mod 40)

PSL(2, p)× Z2 D20 p ≡ 9, 39, 41, 71 (mod 80)

PGL(2, p)× Z2 D20 p ≡ 11, 19, 21, 29 (mod 40)

Proof. Since N has more than three orbits on V Γ , then by Theorem 2.6, ΓN is an A/N -
arc-transitive pentavalent graph of order n̄ = 2n. It follows that ΓN is isomorphic to
one of the graphs in Lemma 2.9. Since A/N ≤ AutΓN and A/N is insoluble, we have
that AutΓN is insoluble and so AutΓN ∼= PSL(2, p), PGL(2, p), PSL(2, 25) or J1. Let
Ā := Aut Γ̄ .

Suppose that Ā ∼= PSL(2, p) or PGL(2, p). Since A/N is insoluble, by Lemma 2.2
and Lemma 2.3, A/N is isomorphic to A5, PSL(2, p) or PGL(2, p). If A/N ∼= A5, then
since ΓN is an A/N -arc-transitive pentavalent graph of order n̄ = 2n, we have 2n ·5

∣∣ |A5|.
It implies that n divides 6, a contradiction with n having at least three odd prime factors.
Thus, A/N is isomorphic to PSL(2, p) or PGL(2, p). Therefore, A ∼= N.PSL(2, p) or
N.PGL(2, p), that is, A ∼= PSL(2, p) × Z2, SL(2, p), PGL(2, p) × Z2 or SL(2, p).Z2.
Assume first that A ∼= SL(2, p). Note that SL(2, p) has a unique central involution. Then
by Lemma 2.5, Aα

∼= Z5. It follows that |V Γ | = |A : Aα| is divisible by 8 as |SL(2, p)|
is divisible by 8, a contradiction. Assume next that A ∼= SL(2, p).Z2. Then A contains a
normal subgroup H isomorphic to SL(2, p). Since 8

∣∣ |H|, we have Hα 6= 1. By Theo-
rem 2.6, H has at most two orbits on V Γ and so |Aα||Hα|

∣∣ 2. If H is transitive on V Γ , then H
is arc-transitive. A similar argument with the case A ∼= SL(2, p), a contradiction occurs.
Therefore, H has two orbits on V Γ and so Hα = Aα. Since H has a unique central in-
volution, by Lemma 2.5, Aα

∼= Z5, it follows that |V Γ | = |A : Aα| is divisible by 16, a
contradiction. Therefore, A ∼= PSL(2, p)×Z2 or PGL(2, p)×Z2 in this case. By a similar
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argument as for the case A ∼= PSL(2, p) (the last paragraph in the proof of Lemma 4.2), we
have that Γ satisfies the condition in Table 6. Note that since 16 divides |PGL(2, p)×Z2|
and |A : Aα| = 4n, we have (A,Aα) 6= (PGL(2, p)× Z2,D10).

Suppose that Ā ∼= PSL(2, 25). Since ΓN is A/N -arc-transitive, we have that
5 · 390

∣∣ |A/N |. By checking the maximal subgroup of PSL(2, 25) (see Atlas [3] for
example), we have that A/N = Ā ∼= PSL(2, 25). It follows that A ∼= SL(2, 25) or
PSL(2, 25) × Z2. If A ∼= PSL(2, 25) × Z2, then by Example 3.2, Γ ∼= Ci780 in Table 1,
where 1 ≤ i ≤ 3. If A ∼= SL(2, 25), then by MAGMA [1], no graph Γ exists.

Suppose that Ā ∼= J1. Similarly, since ΓN is A/N -arc-transitive, we have that
5 · 2926

∣∣ |A/N |. By checking the maximal subgroup of J1 (see Atlas [3] for example), we
have that A/N = Ā ∼= J1. Since the Schur multiplier of J1 is Z1, A ∼= N.J1

∼= J1 × Z2.
By Example 3.2, Γ ∼= C5852 in Table 1.

Finally, suppose that r > 2. We first prove the following lemma.

Lemma 4.4. Let Σ be a graph. Assume that Σ is isomorphic to one of the graphs appearing
in Lemma 2.7, in Lemma 4.2 or in Lemma 4.3. IfM is an arc-transitive subgroup of Aut Σ,
then M contains the derived subgroup of Aut Σ.

Proof. Let Σ be a graph and isomorphic to one of the graphs appearing in Lemma 2.7, in
Lemma 4.2 or in Lemma 4.3. Let M be an arc-transitive subgroup of B = Aut Σ. Then
B = MBαβ , where (α, β) ∈ AΣ. In particular, m := |B : M | divides |Bαβ |. Assume
first that Σ is isomorphic to one of the graphs appearing in Lemma 2.7. Then, in the first
three rows of Table 3, we have that M has index at most two, and for the fourth row M
has index at most four, so in particular, M contains B′. For the last two rows, we have that
m
∣∣ 12. Since there is no faithful representation ofB in degreem for 2 < m ≤ 12, we have

1 ≤ m ≤ 2 and so M also contains B′.
Now assume that Σ is isomorphic to one of the graphs appearing in Lemma 4.2 or in

Lemma 4.3. ThenB is isomorphic to one of the groups PSL(2, p), PGL(2, p), PSL(2, p)×
Z2, PGL(2, p)×Z2, J1, J1×Z2 or PSL(2, 25)×Z2 with p ≥ 29. If B ∼= J1, then M has
index at most two. IfB ∼= J1×Z2, thenM has index at most 12. IfB ∼= PSL(2, 25)×Z2,
then M has index at most four. For these three cases, by a similar argument as above, we
also haveM containsB′. IfB ∼= PSL(2, p), then since p

∣∣n and 20n
∣∣ |M |, by Lemma 2.2,

M ≤ Zp : Z p−1
2

or M = B ∼= PSL(2, p). If M ≤ Zp : Z p−1
2

, then M ∼= Zp : Zl for some

l
∣∣ p−1

2 . Thus, M has a normal subgroup, say S ∼= Zp, which has more than three orbits
on V Σ. It then follows from Theorem 2.6 that the normal quotient graph ΣS is M/S-
arc-transitive, a contradiction occurs as M/S ∼= Zl is cyclic. Hence, M 6≤ Zp : Z p−1

2

and so M = B′ ∼= PSL(2, p). If B ∼= PGL(2, p), then since 20n
∣∣ |M |, by Lemma 2.3,

M ≤ Zp : Zp−1, M ≤ PSL(2, p) or M = B ∼= PGL(2, p). With a similar argument, we
can conclude that M ≥ B′ ∼= PSL(2, p). Similarly, we can further show that M ≥ B′ ∼=
PSL(2, p) for the case B ∼= PSL(2, p)× Z2 or PGL(2, p)× Z2.

Now assume that A has a soluble minimal normal subgroup N = Zr for r > 2.

Lemma 4.5. Assume that A has a soluble minimal normal subgroup N = Zr for r > 2.
Then the normal quotient ΓN is not isomorphic to any graph appearing in Lemma 2.7,
Lemma 4.2 or Lemma 4.3.
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Proof. Suppose to the contrary that ΓN is isomorphic to one of the graphs appearing in
Lemma 2.7, Lemma 4.2 or Lemma 4.3. Let M/N = (AutΓN )′, and let Ω := {PSL(2, p),
J1,PSL(2, 25),A5}. By checking the graphs appearing in Lemma 2.7, in Lemma 4.2 or in
Lemma 4.3, we have that AutΓN is isomorphic to one of the groups PSL(2, p), PGL(2, p),
PSL(2, p)×Z2, PGL(2, p)×Z2, J1, J1×Z2, PSL(2, 25)×Z2 or A5×D10. Thus, M/N
is isomorphic to one of the groups in Ω. Since the order of the Schur multiplier of a group
in Ω is less than or equal to 2 (see [10, Theorem 7.1.1] for PSL(2, p) and Atlas [3] for the
others) and r > 2, we have that M ′ ∈ Ω.

By Theorem 2.6, A/N ≤ AutΓN is transitive on AΓN . It follows from Lemma
4.4 that A/N contains the derived subgroup of AutΓN , that is, M/N ≤ A/N . Since
M/N E AutΓN , we have M/N E A/N . Therefore, M ′ char M E A, it implies that
M ′EA. IfM ′ has more than three orbits on V Γ , then by Theorem 2.6, ΓM ′ is a pentavalent
symmetric graph of odd order, a contradiction. Thus, M ′ has at most two orbits on V Γ and
so 2n divides |M ′|. Let Ā := AutΓN , n̄ := n

r and M̄ := M/N . Then M ′ ∼= M̄ .
Let ρ be the bijection from the orbits of M ′ on V Γ to the orbits of M̄ on V ΓN defined

by:
αM

′
→ δM̄ , where α ∈ V Γ and δ = αN ∈ V ΓN .

Then we can conclude that, for some k ∈ {2, 4}, |M ′ : (M ′)α| = kn and |M̄ : M̄δ| = kn
r .

It gives |(M ′)α|r = |M̄δ|. Since |M̄δ|
∣∣ |Āδ| and |Āδ|

∣∣ 29 · 32 · 5, we have |M̄δ|
∣∣ 29 · 32 · 5

and so r = 3 or 5.
Assume first that r = 5. Since Γ is connected and 1 6= M ′α C Aα, we have 1 6=

M ′α
Γ(α) C A

Γ(α)
α , it follows that 5

∣∣ |M ′α|. Therefore, 52
∣∣ |M̄δ|, a contradiction.

Now assume that r = 3. Since M̄ ∼= M ′ has at most two orbits on V ΓN (if not (ΓN )M̄
is a pentavalent symmetric graph of odd order, a contradiction), we have that |M̄ : M̄δ| =
2n̄ or 4n̄, where δ ∈ V Γ̄ . Now 2n divides |M̄ | and |M̄ : M̄δ| = 2n

r or 4n
r . It implies that

r = 3 divides M̄δ . Therefore 3
∣∣ |Āδ|. By Lemma 2.5, Āδ is insoluble, because |Āδ| does

not divide 80, forcing that M̄δ is insoluble. Recall that M̄ ∼= M ′ ∈ Ω. If M̄ ∼= PSL(2, p),
then by Lemma 2.2, M̄δ

∼= A5. Hence M ′α ≤ (M ′N)α ∼= (M ′N/N)δ = M̄δ
∼= A5 by

Theorem 2.6(ii). Note that |M ′α| = 20, it contradicts that A5 has no subgroup of order 20.
If M̄ ∼= J1, then ΓN ∼= C5852 or Ci17556 in Table 1, where 1 ≤ i ≤ 5. If ΓN ∼= Ci17556,
then Āδ

∼= D10 is soluble, a contradiction. If ΓN ∼= C5852, then M̄δ = Āδ
∼= A5. A

similar argument with the case M̄ ∼= PSL(2, p) leads to a contradiction. If M̄ ∼= A5, then
ΓN ∼= C60 in Table 3 and Āδ

∼= D10 is soluble, a contradiction. If M̄ ∼= PSL(2, 25), then
ΓN ∼= C1

780, C2
780 or C3

780 in Table 1 and Āδ
∼= F20 is soluble, also a contradiction.

The final lemma completes the proof of Theorem 1.1.

Lemma 4.6. Assume A is insoluble. Then A has no soluble minimal normal subgroup
isomorphic to Zr with r > 2.

Proof. Suppose that, on the contrary, A has a soluble minimal normal subgroup N = Zr
with r > 2. We prove the lemma by induction on the order of Γ .

Assume first that n = pqt has three prime factors. (Note that, by Table 3, the conclusion
of Lemma 4.6 does not hold for n = pq.) Without loss of generality, we may assume that
r = t. Then ΓN is a pentavalent symmetric graph of order 4pq. By Lemma 2.7, ΓN is
isomorphic to one of the graphs in Table 3, which contradicts to Lemma 4.5.

Assume next that n has at least four prime factors. Note that AutΓN is insoluble. If
AutΓN has no nontrivial soluble normal subgroup, then ΓN is isomorphic to one of the
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graphs in Lemma 4.2, which contradicts to Lemma 4.5. If AutΓN has a soluble minimal
normal subgroup N̄ , then we can also conclude that N̄ ∼= Zf with f a prime. If f > 2,
then by induction, no such ΓN exists, a contradiction. If f = 2, then ΓN is isomorphic
to one of the graphs appearing in Lemma 4.3, which also contradicts to Lemma 4.5. This
completes the proof of the Lemma.
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Abstract

One of the most useful strategies for proving Breaker’s win in Maker-Breaker Positional
Games is to find a pairing strategy. In some cases there are no pairing strategies at all, in
some cases there are unique or almost unique strategies. For the k-in-a-row game, the case
k = 9 is the smallest (sharp) for which there exists a Breaker winning pairing (paving)
strategy. One pairing strategy for this game was given by Hales and Jewett.

In this paper we show that there are other winning pairings for the 9-in-a-row game,
all have a very symmetric torus structure. While describing these symmetries we prove
that there are only a finite number of non-isomorphic pairings for the game (around 200
thousand), which can be also listed up by a computer program. In addition, we prove that
there are no “irregular”, non-symmetric pairings. At the end of the paper we also show a
pairing strategy for a variant of the 3-dimensional k-in-a-row game.

Keywords: Positional games, k-in-a-row game, pairing strategies, symmetries.

Math. Subj. Class.: 05C65, 05C15

1 Introduction
5-in-a-row is one of the most well known positional games, and its study inspired several
deep results in this field. For a very thorough introduction of these, see Beck [2, 3]. In the
classical version two players take the squares of a gridpaper (integer lattice), alternately,
and the first who achieves five in a row, i.e. five consecutive squares in a vertical, horizon-
tal or diagonal direction, wins the game. John Nash [4] invented the “strategy stealing”
argument showing that in these type of games the first player either wins the game or it is
a draw. It explains the notion of the so-called Maker-Breaker (M-B) version of a game; in
these, Maker wins by achieving the original goal, while Breaker wins by preventing Maker
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to doing so. There is a connection between the normal (Maker-Maker) and the M-B ver-
sions of a game: If the first player wins the normal game, she wins the M-B one, as well. If
Breaker wins the M-B game, then the second player can draw the normal game. However,
the reverse statements are not true, see the Tic-Tac-Toe game. In summary, the M-B version
is easier for Maker because she does not need to act Breaker’s moves.

Allis et al. [1] solved the 5-in-a-row game for the 19× 19 and 15× 15 boards: the first
player wins. However, the case of infinite board is still open (in the normal version). It is
natural to ask then what happens in the k-in-a-row game, where the winning condition is
to get k consecutive squares in a row. The first result in that direction is due to C. Shannon
and H. Pollak [4] who showed that Breaker wins the 9-in-a-row. Later A. Hales and R. Jew-
ett even gave a winning pairing strategy for Breaker. A. Brouwer, under the pseudonym
T. G. L. Zetters published in [11] (as a solution to a problem by Guy and Selfridge [6])
that Breaker wins the 8-in-a-row on the infinite board. The cases k = 6, 7 are still open,
although it is widely believed that those are both draws. (Of course for k ≤ 4 Maker wins
easily.) On the other hand, it was shown that there are no pairing strategies for k ≤ 8,
see [5, 10].

The concept of pairing strategies were useful for other games, the best known are the
Harary games. Here Maker’s goal is to get a given polyomino on the infinite board; most
cases solved by A. Blass, see [4]. The notorious case of “Snaky” is still unsolved, although
there are partial results for it. Csernenszky et al. [5] proved a relative existence theorem
of pairing strategies for the Snaky: if a pairing is good for the Snaky, it is good for the
polyomino P5 that consists of five consecutive squares vertically or horizontally (but not
diagonally). They also managed to give all possible pairings for P5, there are two of those
and those are not appropriate for Snaky.

As we mentioned, there is a Hales-Jewett winning pairing strategy for Breaker in the
9-in-a-row, see [3, 4] and also in Figure 1. The easiest way to see that the Hales-Jewett
pairing blocks all lines of the board is that this pairing is an extension of a domino pairing
from the 8 × 8 torus to the whole board. The torus lines consist of not only the rows and
columns, but all diagonals, continuing on the opposite side when reaching the border of the
8× 8 board.

Since no one has published different pairings for the 9-in-a-row,1 the highly symmet-
ric structure of the Hales-Jewett pairing, and the other examples of uniqueness or quasi
uniqueness of pairings in similar problems; it is natural to think this is the only possible
solution.

It turned out that this belief is very far from reality, as we found lots of new ones and
will exhibit a few in the following sections. Another belief was that all pairings must be
torical extensions of their 8×8 section. Somehow surprisingly, this belief is not true either;
there are lot of solutions which are connected to the 16 × 16 torus, but are not extensions
of the pairings of a 8× 8 torus.

In the next sections, we define pairings precisely and give some conditions for their
existence and structure. We will show that all solutions are either the extension of the
pairings of a 8× 8 torus (there are 194 543 non-isomorphic ones) or some combinations of
those resulting in 16× 16 toric solutions.

At the end of the paper, we prove a special case of the conjecture of Kruczek and
Sundberg [8] about the existence of pairings in higher dimensions.

1According to [4], Selfridge also produced a Hales-Jewett pairing, but that pairing is either not different from
the known Hales-Jewett pairing or left unpublished.
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Since in our paper k-in-a-row type games play an important role, we define Hk, the
hypergraph of the k-in-a-row games.

Definition 1.1. The vertices of the k-in-a-row hypergraph Hk are the squares of the
infinite (chess)board, i.e., the infinite square grid. The edges of the hypergraph Hk are the
k-element sets of consecutive squares in a row horizontally, vertically or diagonally. We
refer to the whole infinite rows as lines.

2 Pairing strategies
Given a hypergraph H = (V,E), where V = V (H) and E = E(H) ⊆ P(H) = {S :
S ⊆ V } are the set of vertices and edges, respectively. A bijection ρ : X → Y , where
X,Y ⊂ V (H) and X ∩Y = ∅ is a pairing on the hypergraphH. An (x, ρ(x)) pair blocks
an A ∈ E(H) edge, if A contains both elements of the pair. If the pairs of ρ block all
edges, we say that ρ is a good pairing ofH.

Pairings are one way to show that Breaker has a winning strategy in hypergraph games.
A good pairing ρ for a hypergraph H can be turned to a winning strategy for Breaker in
the M-B game on H: following ρ on H in a M-B game, for every x ∈ X ∪ Y element
chosen by Maker, Breaker chooses ρ(x) or in case of x ∈ Y vice versa (if x /∈ X ∪ Y ,
then Breaker can choose an arbitrary vertex). Hence Breaker can block all edges and wins
the game. Since our main topic is the 9-in-a-row game, this will be the first illustration to
pairings and pairing strategies.

The following result is due to Hales and Jewett [4, 7]:

Theorem 2.1. Breaker wins the 9-in-a-row M-B game by a pairing strategy, i.e., there
exists a good pairing for the 9-in-a-row.

Proof. Figure 1 is an extension of a pairing of an 8×8 torus (framed), where the pairs have
a periodicity 8 in every line. Hence, the pairing blocks all 9-in-a-row edges.

Figure 1: Hales-Jewett pairing blocks the 9-in-a-row.
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A pairing is a domino pairing or rather a match(-stick) pairing on the square grid,
if all pairs consist of only neighboring cells (horizontally, vertically or diagonally), called
dominoes. Note that the pairing in Figure 1 is a domino pairing.

A counting type proposition [5] showed that there is no good pairing strategy for the
k-in-a-row hypergraph, if k < 9. We will use this proposition, so we formulate the exact
statement.

For a hypergraph H let d2(H) (briefly d2) be the greatest number of edges that can be
blocked by two vertices ofH, i.e., d2 is the maximal co-degree.

Proposition 2.2 ([5]). If there is a good pairing ρ for the hypergraph H = (V,E), then
d2|X|/2 ≥ |G| must hold for all X ⊂ V , where G = {A : A ∈ E,A ⊂ X}.

Proof. We will refer to X as a sub-board. The edges of G can be blocked only by pairs
coming from X . There are at most |X|/2 such pairs of ρ on the sub-board of size |X|.
Since a pair blocks maximum d2 edges, |X|/2 pairs block maximum d2|X|/2. So, if there
are more edges on the sub-board, there cannot be a good pairing.

With the help of Proposition 2.2, we can conclude that there is no pairing strategy for
Hk if k < 9. In the hypergraph Hk, d2 = k − 1 because a pair blocks at most k − 1
edges and this happens if and only if the pair is a domino. If X is an n × n sub-board for
sufficiently large n, then |G| = 4n2 + O(n) because four edges start from every square (a
vertical, a horizontal and two diagonal, except at the border). By Proposition 2.2 we get
(k−1)n2/2 ≥ 4n2+O(n); that is, k ≥ 9+O(1/n). One can even computeO(n) exactly:
O(n) = −48n+ 128.

Hales and Jewett gave a pairing for k = 9, see [4] or Figure 1. However, there are
neither different solutions nor claims of the uniqueness of the Hales-Jewett pairing in the
literature. Our main goal is to decide about these questions.

3 Conditions for good pairings of the 9-in-a-row
Consider an n × n square sub-board of the infinite board. Proposition 2.2 gives
(k− 1)n2/2 ≥ 4n2 +O(n) which implies k ≥ 9 +O(1/n). It suggests that one must use
the pairs “optimally” to block H9 that is a pair should block the maximum possible edges
ofH9. We make the notion of optimality more precise as follows.

Definition 3.1. A pairing is optimal if:

1. Every pair blocks exactly k − 1 edges.

2. There are no overblockings, i.e., every edge is blocked by exactly one pair.

3. There is no empty square, i.e., every square is contained in a pair.

Corollary 3.2. Let us consider an optimal good pairing for H9. This pairing is then a
domino pairing in which the dominoes are following each other by 8-periodicity in each
line and all squares are covered by a pair.

Proof. The first point of Definition 3.1 implies that the pairing is a domino pairing, while
the second gives the 8-periodicity since otherwise it would cause either overblocking or
resulting in an unblocked edge. The lack of empty squares is just the repetition of the third
condition.
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Definition 3.3. We call a square of a pairing anomaly where the 8-periodicity is violated,
a non-domino type pair or an empty square appears in the pairing.

Of course the Hales-Jewett pairing is anomaly-free.

Remark 3.4. Because of the O(n), there might be anomalies even in a good pairing of
H9.2 However, in Section 6 we will show that a good pairing of H9 is always anomaly-
free.

The first step towards this is the following lemma:

Lemma 3.5. For every good pairing of H9 there is an arbitrarily big, anomaly-free square
sub-board.

Proof. Let us take any n × n sub-board X and cut it up to smaller
√
n/100 ×

√
n/100

sub-boards. According to Proposition 2.2, there are at most 48n − 128 anomalies in X .
Hence, most of the 10000n sub-squares of X must be anomaly-free.

From now on we describe the structure of anomaly-free pairings of H9. Let us divide
a good pairing of H9 into 8× 8 sub-boards and designate one that we call Central square,
shortly C. We keep only the (domino) pairs touching C and examine where pairs should
be on the neighboring 8 × 8 sub-boards of C. In order to talk about these sub-boards we
call the 8 × 8 sub-boards Eastern (E), North-Eastern (NE) etc., while for the individual
squares of the sub-boards the usual algebraic chess notations (A1 to H8) are used, see
Figure 2.

Lemma 3.6. Suppose we have an anomaly-free good pairing of H9 and we have nine
8 × 8 squares, (C,E,NE, . . .) as above. The horizontal and vertical dominoes touching
the Central square C appear on the same places in all eight neighboring sub-boards of
C. The diagonal dominoes also must appear on the sub-boards NE,NW,SW,SE in the
same places. However, while the diagonal pattern of C may extend to the other four sub-
boards, namely the E,S,W,N , it cannot be guaranteed. That is: the whole plane is the
periodic copies either of the 8 × 8 sub-board C or the 16 × 16 square consisting of the
sub-boards C, S, SE,E.

Proof. It suffices to check the following five steps. We designate a general square in a 8×8
sub-board by Xi ∈ {A1, . . . ,H8} according to the chess notation. If a domino d covers
the same pair of squares e.g., in the C and E square, we say that d extends to E from C.

1. Because of the 8-periodicity of the domino pairs on horizontal (vertical) lines, the
pairs of C extend uniquely to the same places of W and E (N and S respectively).
The slope +1 diagonal dominoes extend similarly to SW and NE, while the slope
−1 diagonal dominoes to SE and NW .

2. To see the horizontal (vertical) extension of dominoes to N and S (W and E respec-
tively) we need a little case study. We have already seen that the vertical dominoes
of C extend to north and south. Suppose for example that there is a vertical domino
v at the Xi square of C. If the Xi square of W is covered by a slope +1 (or −1)

2A pairing with anomalies might be called “quasi-crystal” referring to the highly symmetric, crystal like
appearance of known anomaly-free examples such as the Hales-Jewett or the ones shown in [5].
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Figure 2: The extension of a pairing of C.

diagonal domino, then the 8-periodicity implies that the Xi square of N (or S) is
also covered by a diagonal domino. This is a contradiction because we know from
the previous point, that the Xi square of N is covered by a copy of the vertical
domino v. The same is true for the sub-board E. If the Xi square of W (or E) is
covered by a horizontal domino, then C should contain the copy of that horizontal
domino at Xi by 8-periodicity, which is also a contradiction. We get that the ver-
tical domino v in C extends to W and E, moreover, by 8-periodicity v extends to
SW,NW,NE, SE, too. So, we have seen that the vertical dominoes of C extend to
all its eight neighboring sub-boards. The same is true for the horizontal dominoes
of C.

3. Let us check the diagonal dominoes. At the first and second step all slope +1 di-
agonal dominoes of C extend to SW and NE. Since there are no empty squares
or overblockings, the remaining squares in SW and NE can be covered only by
−1 slope diagonal dominoes. The same is true for +1 slope diagonal dominoes in
SE and NW . That is so far, all dominoes of C extend to the SW,SE,NE,NW,
furthermore, the vertical and horizontal dominoes of C extend to S,E,N and W .

4. We can see that the diagonal dominoes of C do not necessarily extend to the sub-
boards S,E,N,W (colored by black in Figure 2). However, by 8-periodicity the
diagonal pairs of E extend to S,N and W , that is the black sub-boards S,E,N,W
have the exactly same structure of pairs.

Remark 3.7. The diagonal dominoes of C may extend to the sub-boards S,E,N,W, and
then all 8 × 8 sub-boards of the infinite board are the exact copy of C. However, it is
possible that there are two different diagonal structures on the whole board, one in the
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C,NW,NE, SE and SW types 8 × 8 sub-boards (colored by white in Figure 2) and a
different diagonal structure in the sub-boards S,E,N and W (black ones). We will see a
few examples in the next section.

Definition 3.8. A pairing of the infinite board (or of an anomaly-free sub-board) is k-toric
if it is an extension of a k × k torus, but not for a smaller value.

Now we can summarize the previous lemmas and remarks in one central theorem:

Theorem 3.9. Suppose we have an anomaly-free good pairing of H9. Then that pairing
is either 8-toric or 16-toric.

Proof. Lemma 3.6 and Remark 3.7 gives the proof of the Theorem.

Observation 3.10. There are 8-toric good pairings of H9 that are not isomorphic to the
Hales-Jewett pairing.

Figure 3: Some other pairings for 9-in-a-row.

Proof. The extensions of the 8× 8 pairings in Figure 3 to the infinite board result in three
different 8-toric pairings. Note that the pairings on the left have reflectional symmetry,
while the pairing on the right has rotational symmetry.

It is somehow surprising that there exist also some 16-toric pairings of H9. To under-
stand their structure we refine the argument of the proof of Lemma 3.9 in the next section.

4 Diagonal alternating cycles
The 8-toric and 16-toric good pairings ofH9 can be considered as special perfect matchings
of graphs based on H9. The vertex sets are the basic tori, and each vertex is connected to
the eight neighbors of the square it represents. A domino of a pairing is an edge, and the
whole pairing is not only a perfect matching but has the additional property that it contains
exactly one edge (domino) from each torus line.

It is well known that the union of two perfect matchings on the same vertex set consist
of parallel edges and alternating cycles. So if we take the (graph theoretic) union of two
good pairings (e.g. of C and W ) which have the same horizontal and vertical edges, then
the non-trivial alternating cycles contain only diagonal edges. Identifying the vertices in
the case of non-isomorphicGC andGW the system of diagonal alternating cycles gives the
possible ways to get the 16-toric good pairings.

We arrive to the following simple corollary.
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Corollary 4.1. If there exists a 16-toric good pairing for H9, then we can derive two 8-
toric good pairings from it (in case of non-isomorphic GC and GW ) differing only in some
diagonal cycles.

Figure 4: Diagonal alternating cycles give 16-toric pairing (left) and some −1 slope diag-
onal torus lines (right).

Theorem 4.2. An 8-toric solution C gives a 16-toric solution if and only if another 8-
toric solution W exists, differing in some diagonal dominoes, such that their union gives
a system of diagonal alternating cycles. There are only two possible systems of diagonal
alternating cycles which are shown in Figure 5; the left and middle ones.

Figure 5: The diagonal alternating cycles.

Proof. Since there is exactly one domino in each torus line of an arbitrarily chosen 8 × 8
square sub-board of a 8-toric solution, then the alternating cycles coming from the diagonal
dominoes of the union ofC andW must meet the torus lines either in zero or two dominoes.
(If they meet only in one, then there will be an unblocked torus line in C or W . Meeting
more than two times would mean overblocking.)

An easy case study gives that only the systems of diagonal alternating cycles of Figure 5
may come into consideration. However, the third one would make a horizontal line (namely
the 1-9) impossible to be blocked by a domino.

Remark 4.3. There are only two different systems of alternating cycles, but it is possible
that there is more than one such system in one 16-toric pairing. In that case we can deduce
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more than two (four or eight) 8-toric pairings from that 16-toric one. An example is shown
in the right of Figure 6.

Observation 4.4. There exist good pairings for H9 containing the first or the second type
of (the systems of) diagonal alternating cycles.

Proof. In Figure 6, one can see examples of the statement. Taking bold (thin) pairs of the
alternating cycle for C (W ) we get a 16-toric pairing. Naturally this 16-toric pairing is not
8-toric.

Figure 6: Examples of the alternating circles.

5 Pairings of the 8 torus
We have seen that pairings on the anomaly-free sub-boards are either 8-toric or 16-toric.
Since the 16-toric solutions can be reduced to 8-toric ones or conversely, they can be con-
structed from 8-toric solutions we examine only the later ones in detail.

Definition 5.1. The 8 × 8 Maker-Breaker torus game is played on the 64 squares of the
discrete torus, where there are 32 winning sets; the eight rows and columns and the diagonal
torus lines of slope ±1 (see the right side of Figure 4). We will call T8 the hypergraph of
that game.

Observation 5.2. An arbitrary good 8-toric pairing forH9 provides a good pairing for T8.

Remark 5.3. The reverse is not true, since T8 has good pairings which are not domino
types. However, considering only domino pairings we can always extend a good pairing of
T8 into a good 8-toric pairing ofH9.

To find all good domino pairings for the 8×8 torus is a finite task, which is not hard us-
ing a computer. However, one has to check the torus symmetries to list the non-isomorphic
pairings, which gives the difficulty of the problem. The number of non-isomorphic domino
type good pairings is 194 543, which turns out to be a prime. The pairings themselves can
be downloaded at the page [9].

6 There is no quasi crystal pairing for the infinite board
We have an open problem left: are there any pairings forH9 with anomalies? Note that on
a n× n sub-board there can be O(n) anomalies which might result in infinitely many (and
possibly untraceable) solutions. Fortunately, this is not the case as we will see.
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Lemma 6.1. A given anomaly-free pairing of a large enough square sub-board can be
extended uniquely to the whole plane.

Proof. We have seen that all anomaly-free pairings of a square sub-board is an extension
of a domino pairing of either a 8 × 8 or a 16 × 16 torus. Continuing the extension to the
whole plane gives a good pairing.

Lemma 6.2. Let us assume that a pairing of the whole plane is an extension of an anomaly-
free half-plane R. Then the whole pairing is anomaly-free.

Proof. To prove by contradiction, assume that we have an extensionAL containing anoma-
lies. Let AF be the anomaly-free extension of the half-plane pairing that exists by Lem-
ma 6.1. Obviously AL is not equal to AF .

Figure 7: There are no quasicrystals.

Let us take a square with an anomaly which is one of the closest to R, and denote it
by q. As it is pictured in Figure 7 we may assume that the border line of the half-plane
R is vertical and the pairing AL is anomaly-free left to the square q. Let AF (q) be the
domino covering the square q in AF . If AF (q) is placed horizontally and q is the right
half of it, then AL does not contain the domino AF (q) at the square q which leaves a 9-in-
a-row edge unblocked by AL. A similar argument to diagonally placed dominoes shows
that AF (q) can be nothing but a vertical domino. Let us take the six squares above and
below AF (q). Because of 8-periodicity, there are no other squares containing a vertical
pair in AF covering these 12 squares, but there must be a half of a vertical pair on those
places (e.g. in s) in AL, because of the blocking condition. The domino AF (s) is either
horizontal or diagonal, and since AF (s) is not in AL, it results in an unblocked horizontal
or diagonal edge in AL.

To answer the main question at the beginning of this section, we will need the ideas of
the previous lemma.

Theorem 6.3. An anomaly-free pairing of a big enough square sub-board extends uniquely
and anomaly-free to the whole board.
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Figure 8: The extension of an anomaly-free pairing.

Proof. Fix a good pairing for H9 and take an m × m sub-board B that is anomaly-free;
this exists by Lemma 3.5. The pairing on B extends anomaly-free to a large part of the
right side of B, like in Lemma 6.2. The extension surely contains the right-angled triangle
whose hypotenuse length is m − 16, and touches the right side of B, see Figure 8. The
argument of Lemma 6.2 does not work next to the top and the bottom of B, since there are
no diagonal dominoes there in B which were used before.

Doing the same trick to extend the pairing on the other sides ofB, that results in a bigger
(the size is about (

√
2m − 16) × (

√
2m − 16)) rotated square. Repeating this procedure,

we can see that the anomaly-free pairing of B is forced to extend to the whole plane.

7 A pairing strategy in 3D
Kruczek and Sundberg [8] conjectured upper bounds matching with the lower bound of
Proposition 2.2 for k-in-a-row type games in d dimension.

Conjecture 7.1 ([8]). In the Maker-Breaker game on Zd where there is a finite set S ⊂ Zd

of winning line direction-vectors, Breaker has a pairing strategy that allows him to win if
the length of each winning line is at least 2|S| + 1, i.e., Breaker has a winning pairing-
strategy for the game k-in-a-row if k ≥ 2|S|+ 1.

The special case of the plane gives back that Breaker has winning pairing strategy in
the k-in-a-row if and only if k ≥ 9. The higher dimensional versions are mainly open.
One possible form of the M-B game in 3-dimension is when the winning directions are
given by 13 vectors: {(0, 0, 1), (0, 1, 0), (1, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (0, 1,−1),
(1, 0,−1), (1,−1, 0), (1, 1, 1), (1, 1,−1), (1,−1, 1), (−1, 1, 1)}. Here Proposition 2.2
implies that k should be at least 27 to have a good pairing. According to Conjecture 7.1,
we may expect good pairings for k = 27.

We have examined a related problem in 3-dimension. If the directions of winning
lines are given by three vectors: {(0, 0, 1), (0, 1, 0), (1, 0, 0)}, then one expects pairing
strategies if k ≥ 7. (In other words, this is a Harary-type game [4] in 3-dimension, where
the winning polyomino is the P7, i.e. the seven connected consecutive cubes in a row.)

In fact, a computer search confirms this expectation, see Figure 9. This is a domino
pairing of 3-dimensional torus type, we give the pairing on the 6 × 6 × 6 torus in layers.
The horizontal and vertical pairs of the same layer are obvious, while the pairs between the
layers are denoted by points and circles.
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Figure 9: A good pairing of the 3D 7-in-a-row.

8 Conclusion
We have shown some new pairings for H9. We have proved that a good pairing for H9 is
either 8-toric or 16-toric. There are 194 543 pairings which are 8-toric, and it is possible to
construct 16-toric good pairings of H9 from some of those. There are no good pairings on
the infinite board containing anomalies.
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Abstract

The 1-2-3 conjecture states that every simple graph (with no isolated edges) has an
edge weigthing by numbers 1, 2, 3 such that the resulting weighted vertex degrees form a
proper coloring of the graph. We study a similar problem for oriented hypergraphs. We
prove that every oriented hypergraph has an edge weighting satisfying a similar condition,
even if the weights are to be chosen from arbitrary lists of size two. The proof is based
on the Combinatorial Nullstellensatz and a theorem of Schur for permanents of positive
semi-definite matrices. We derive several consequences of the main result for uniform
hypergraphs. We also point on possible applications of our results to problems of 1-2-3
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Keywords: Oriented hypergraphs, 1-2-3 conjecture, combinatorial nullstellensatz, list weighting.

Math. Subj. Class.: 05C15, 05C65, 05C78

∗Corresponding author.
†Supported by the Polish National Science Center, decision nr DEC-2012/05/B/ST1/00652.
E-mail addresses: m.anholcer@ue.poznan.pl (Marcin Anholcer), bosek@tcs.uj.edu.pl (Bartłomiej Bosek),

j.grytczuk@mini.pw.edu.pl (Jarosław Grytczuk)

cb This work is licensed under https://creativecommons.org/licenses/by/4.0/



112 Ars Math. Contemp. 16 (2019) 111–117

1 Introduction
The famous 1-2-3 conjecture, posed by Karoński, Łuczak, and Thomason [8], states that
every simple graph (with no isolated edges) has an edge weighting with integers 1, 2, 3
such that no two adjacent vertices get the same weighted degrees. This innocently looking
problem remains open for more than ten years, despite serious attacks based on various
techniques, including the celebrated Combinatorial Nullstellensatz of Alon [1] (see [2, 10,
12]). The best result up to now [6] confirms the conjecture when the set of allowable
weights includes also 4 and 5. There were also many variants considered involving lists,
orientations, and most recently hypergraphs (see [2, 3, 5, 7]). It is known, for instance,
that any oriented graph has a weighting with numbers 1 and 2 only, such that the resulting
weighted degrees are different for every pair of adjacent vertices [2, 9].

In this paper we consider the list version of the 1-2-3 conjecture for oriented hyper-
graphs. A hypergraph H on the set of vertices V is a family E of non-empty subsets of V ,
called the edges of H . A hypergraph H is k-uniform if each of its edges has size exactly k.
So, a 2-uniform hypergraph is just a simple graph. Let IH denote the incidence graph of a
hypergraph H , that is, a bipartite graph with color classes V and E, whose edges are of the
form ve, with v ∈ V , e ∈ E, whenever v ∈ e.

Now, by an orientation of a hypergraph H we mean any function µ : E(IH) → C
assigning non-zero complex “signs” to the edges of the graph IH . The cumulated degree
of a vertex v ∈ V is defined by

Dv =
∑
e3v

µ(ev).

If the range of the mapping µ is confined to the set {−1,+1}, or more generally, to the
set of complex roots of unity, then we get a natural generalization of traditional orientation
of a simple graph. The orientation µ is conveniently represented by the oriented incidence
matrixX = [µev] of dimension |E|×|V |, where µev = µ(ev) if ev ∈ E(IH), and µev = 0,
otherwise. By an oriented hypergraph we mean a hypergraph H together with some fixed
orientation µ.

Suppose now that each edge e ∈ E of an oriented hypergraph (H,µ) is assigned a
complex weight we. Then the resulting weighted degree of a vertex v ∈ V is computed as

Wv =
∑
e3v

µevwe.

For each e ∈ E we now define
We =

∑
v∈e

µ∗evWv,

where x∗ denotes the complex conjugate of x. Observe that in case of a usual oriented
graph, We is exactly the difference between weighted degrees of both ends of e. We say
that the weighting w is virtuous if for each edge e ∈ E we have

We 6= 0.

Suppose that a list of complex numbers Le is assigned to each e ∈ E. We say that an
oriented hypergraph H is t-weight choosable if for any lists satisfying |Le| ≥ t we are able
to choose weights we ∈ Le so that w is a virtuous weighting of H . Our main theorem
extends the results of [2] and [9] in the following way.
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Theorem 1.1. Every oriented hypergraph is 2-weight choosable.

In the next section we will give an algebraic proof of this theorem based on the Com-
binatorial Nullstellensatz. It is inspired by the approach applied in [9]. In the last section
we will speculate on possible consequences of this result for non-oriented hypergraphs, in
particular, to the recent intriguing conjecture of Karoński, Kalkowski, and Pfender [7].

2 Proof of the main result
First recall the celebrated Combinatorial Nullstellensatz of Alon [1].

Theorem 2.1 (Alon). Let K be an arbitrary field, and let F = F (x1, x2, . . . , xn) be a
polynomial in K[x1, x2, . . . , xn]. Suppose that the total degree of f is

∑n
i=1 ti, where

each ti is a nonnegative integer, and suppose that the coefficient of
∏n
i=1 x

ti
i is nonzero.

If S1, S2, . . . , Sn are subsets of K, with |Si| > ti, then there are s1 ∈ S1, s2 ∈ S2, . . . ,
sn ∈ Sn so that

F (s1, s2, . . . , sn) 6= 0.

Let A = (aij)n×n be a square matrix with complex entries. Recall that the permanent
of A is defined by:

per(A) =
∑
σ∈Sn

n∏
i=1

ai,σ(i),

where Sn denotes the group of permutations of the set {1, 2, . . . , n}. This is seemingly
almost the same as the determinant of A, only the signs of permutations σ are ignored. The
following classic result of Schur [11] gives a relation between permanent and determinant
of a Hermitian matrix.

Theorem 2.2 (Schur). If A is a positive semi-definite Hermitian matrix, then per(A) ≥
det(A), with equality if and only if A is diagonal or A has a zero row.

Proof of Theorem 1.1. Let H be a hypergraph with n vertices, m edges, and fixed orienta-
tion µ. Assume that a list Le with two complex numbers has been assigned to each edge
e ∈ E of H , as well as a complex variable xe. Let us define

Pv =
∑
e3v

µevxe

for each vertex v ∈ V of H , and

Pe =
∑
v∈e

µ∗evPv

for each e ∈ E. Finally, let us define the complex multivariate polynomial

PH =
∏
e∈E

Pe.

We see that H is 2-weight choosable if

PH(we1 , we2 , . . . , wem) 6= 0
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for some choice of weights we ∈ Le, with e ∈ E.
Each monomial in PH has total degree m. We are going to show that the coefficient of∏

e∈E
xe

is nonzero. This will finish the proof by Theorem 2.1.
Let us expand PH . We have:

Pe =
∑
v∈e

µ∗evPv =
∑
v∈e

µ∗ev
∑
f3v

µfvxf =
∑
v∈e

µ∗ev
∑
f∈E

µfvxf .

The sums in the last expression are independent, thus we can write

Pe =
∑
v∈e

∑
f∈E

µ∗evµfvxf =
∑
f∈E

∑
v∈e

µ∗evµfvxf .

Let
mef =

∑
v∈e

µ∗evµfv.

Let M be the m ×m matrix consisting of the mef . From the above definition it follows
that M = XX∗, where X is the oriented incidence matrix of H , and X∗ is its conjugate
transpose.

We have
Pe =

∑
f∈E

mefxf ,

and
PH =

∏
e∈E

Pe =
∏
e∈E

∑
f∈E

mefxf .

It follows that the coefficient of ∏
e∈E

xe

is equal to per(M). So, it is enough to prove that per(M) 6= 0 (see the permanent lemma
in [1]). To get this we will apply Schur’s theorem. First notice that for any complex vector
z we have

zMz∗ = zXX∗z∗ = zX(zX)∗ = |zX|2 .

As the last number is real and non-negative, M is positive semi-definite. Notice also that
by assumption H has no empty edges and µev 6= 0 for all v ∈ e. Therefore all entries on
the main diagonal of M are strictly positive real numbers. In particular, M has no zero
row. Hence, if M is not diagonal, then by Schur’s theorem we get

per(M) > det(M) ≥ 0.

If M is diagonal, then

per(M) = det(M) =
∏
e∈E

mee > 0.

This completes the proof.
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3 Some applications for uniform hypergraphs
We give two applications of Theorem 1.1 extending some results from [2, 5] and [9]. For
simplicity we confine ourselves to uniform hypergraphs with specific orientations defined
as follows. Let k ≥ 2 be a fixed positive integer and let Uk denote the multiplicative
group of k-th complex roots of unity. If ε is a primitive root in Uk, then we may write
Uk = {1, ε, ε2, . . . , εk−1}.

Let H be a k-uniform hypergraph. Consider a canonical orientation of H given by the
mapping µ : E(IH) → Uk such that µ(eu) 6= µ(ev) for every edge e ∈ E and any two
vertices u, v ∈ e. Notice that for k = 2 we get the traditional orientation of a simple graph.
Recall that a coloring of the vertices of a hypergraph is proper if no edge is monochromatic.

Corollary 3.1. Every canonically oriented k-uniform hypergraphH has an edge weighting
with numbers 1, 2 such that weighted vertex degrees give a proper coloring of H .

Proof. Let H be a given k-uniform hypergraph and let µ be any canonical orientation of
H . Assign the lists Le = {1, 2} to all edges of H . Then by Theorem 1.1 there exists a
virtuous edge weighting w such that we ∈ {1, 2} for every e ∈ E. We claim that this
weighting satisfies the assertion of the corollary. Suppose on the contrary that this is not
the case, and that there is some edge e = {v1, v2, . . . , vk} such that all weighted degrees
Wvi are equal:

Wv1 = · · · =Wvk =W.

This implies that

We =

k∑
i=1

µ(evi)
∗Wvi =W

k∑
i=1

µ(evi)
∗ = 0,

since
k∑
i=1

µ(evi)
∗ = 1 + ε+ · · ·+ εk−1 = 0.

This contradicts the virtue of the weighting w.

Corollary 3.2. Every k-uniform hypergraph H has a canonical orientation such that cu-
mulated vertex degrees give a proper coloring of H .

Proof. Let H be a given k-uniform hypergraph and let µ be any of its canonical orien-
tations. Assign the list Le = {1, ε} to every edge e ∈ E. Then by Theorem 1.1 there
exists a virtuous edge weighting w such that we ∈ {1, ε} for every e ∈ E. Consider now a
new orientation µ′ defined by µ′(ev) = µ(ev)we for every edge ev of the incidence graph
IH . We claim that this orientation satisfies the assertion of the corollary. Suppose on the
contrary that this is not the case, and that there is some edge e = {v1, v2, . . . , vk} with all
cumulated degrees Dvi equal in orientation µ′:

Dv1 = · · · = Dvk = D.

This implies that also weighted degrees Wvi are equal to D, since

Wvi =
∑
e3vi

µ(evi)we =
∑
e3vi

µ′(evi) = Dvi = D.
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In consequence, we get

We =

k∑
i=1

µ∗(evi)Wvi = D

k∑
i=1

µ(evi)
∗= 0,

which contradicts the fact that w is virtuous.

4 Discussion
We conclude the paper with pointing on some possible applications of our results to non-
oriented problems of “1-2-3” type. Actually, the original 1-2-3 conjecture can be stated in
a setting similar to virtuous weightings of oriented hypergraphs. To see this consider a bi-
partite graph B on bipartition classes X and Y with some signing µ : E(B)→ {−1,+1}.
Let w : X → Z be a weighting of one part of B. Then for every vertex y ∈ Y we may
define the induced weight of y by

Wy =
∑

x∈N(y)

w(x)µ(xy),

where N(y) denote the set of neighbors of y. A weighting w is called half-virtuous if
Wy 6= 0 for every y ∈ Y . A natural problem is to find for a given signed graph B, the
least integer k such that B has a half-virtuous weighting with w(x) ∈ {1, 2, . . . , k} for
each x ∈ X . It is not hard to see that 1-2-3-conjecture is equivalent to the statement that
certain signed bipartite graphs arising from simple graphs have half-virtuous weightings
with weights in the range {1, 2, 3}. Consider a simple graph G and the related bipartite
graph BG on bipartition classes X = Y = E(G), with xy ∈ E(BG) whenever x and y
are incident edges of G. An appropriate signing µ is defined so that for a fixed y ∈ Y , the
edges xy, x′y ∈ E(BG) have the same sign if and only if x and x′ are incident in G to the
same end of y. A half-virtuous weighting of BG is then equivalent to a weighting of the
edges of G with different sums over edges incident to opposite ends of any given edge.

It is also possible that our results could be useful in a recently introduced version of the
1-2-3 conjecture for (non-oriented) hypergraphs [7]. Let H be a k-uniform hypergraph and
let w denote a weighting of its edges. For every vertex v define its weighted degree by

Wv =
∑
e3v

we.

Recall that a proper coloring ofH is a coloring of its vertices such that no edge is monochro-
matic. A hypergraphH is r-weight colorable if there is a weightingw : E(H)→ {1, 2, . . . ,
r} such that the weighted degrees Wv form a proper coloring of H . The following conjec-
ture is stated in [4] (see also [7]).

Conjecture 4.1. Every k-uniform hypergraph (k ≥ 2) with no isolated edges is 3-weight
colorable.

The conjecture holds for random uniform hypergraphs in a stronger sense that even
non-weighted degrees give a proper coloring, as proved recently in [4]. Another strong
support for validity of the conjecture is given in [7], where it is proved that every non-
trivial hypergraph (not only uniform) is (2, 3)-weight colorable. This means that a proper
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coloring of a hypergraph is obtained by using weights {1, 2, 3} for the edges, and weights
{1, 2} for the vertices, with weighted vertex degrees computed by a formula:

Wv = wv +
∑
e3v

we.

This statement in restriction to simple graphs was formerly proved by Kalkowski in his
PhD thesis. Then the result was extended to the list version by Wong and Zhu [12] who
applied the Combinatorial Nullstellensatz. This encourages us to conclude the paper with
the following general conjecture.

Conjecture 4.2. Every k-uniform hypergraph (k ≥ 2) with no isolated edges is 3-weight
choosable.
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[6] M. Kalkowski, M. Karoński and F. Pfender, Vertex-coloring edge-weightings: towards the 1-
2-3-conjecture, J. Comb. Theory Ser. B 100 (2010), 347–349, doi:10.1016/j.jctb.2009.06.002.
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Terra, Università di Messina, Messina, Italia

Received 25 September 2017, accepted 18 April 2018, published online 20 September 2018

Abstract

A solution to the existence problem ofG-designs with given subdesigns is known when
G is a triangle with p = 0, 1, or 2 disjoint pendent edges: for p = 0, it is due to Doyen and
Wilson, the first to pose such a problem for Steiner triple systems; for p = 1 and p = 2,
the corresponding designs are kite systems and bull designs, respectively. Here, a complete
solution to the problem is given in the remaining case where G is a 3-sun, i.e. a graph on
six vertices consisting of a triangle with three pendent edges which form a 1-factor.

Keywords: 3-sun systems, embedding, difference set.

Math. Subj. Class.: 05B05, 05B30

1 Introduction
If G is a graph, then let V (G) and E(G) be the vertex-set and edge-set of G, respectively.
The graphKn denotes the complete graph on n vertices. The graphKm\Kn has vertex-set
V (Km) containing a distinguished subset H of size n; the edge-set of Km \Kn is E(Km)
but with the

(
n
2

)
edges between the n distinguished vertices of H removed. This graph is

sometimes referred to as a complete graph of order m with a hole of size n.
Let G and Γ be finite graphs. A G-design of Γ is a pair (X,B) where X = V (Γ) and B

is a collection of isomorphic copies ofG (blocks), whose edges partitionE(Γ). If Γ = Kn,
then we refer to such a design as a G-design of order n.

A G-design (X1,B1) of order n is said to be embedded in a G-design (X2,B2) of
order m provided X1 ⊆ X2 and B1 ⊆ B2 (we also say that (X1,B1) is a subdesign (or
subsystem) of (X2,B2) or (X2,B2) contains (X1,B1) as subdesign). Let N(G) denote the
set of integers n such that there exists a G-design of order n. A natural question to ask
is: given n,m ∈ N(G), with m > n, and a G-design (X,B) of order n, does exists a
G-design of order m containing (X,B) as subdesign? Doyen and Wilson were the first to
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pose this problem for G = K3 (Steiner triple systems) and in 1973 they showed that given
n,m ∈ N(K3) = {v : v ≡ 1, 3 (mod 6)}, then any Steiner triple system of order n can
be embedded in a Steiner triple system of order m if and only if m ≥ 2n+1 or m = n (see
[3]). Over the years, any such problem has come to be called a “Doyen-Wilson problem”
and any solution a “Doyen-Wilson type theorem”. The work along these lines is extensive
([1, 4, 5, 6, 7, 8, 9, 10, 13]) and the interested reader is referred to [2] for a history of this
problem.

In particular, taking into consideration the case whereG is a triangle with p = 0, 1, 2, or
3 mutually disjoint pendent edges, a solution to the Doyen-Wilson problem is known when
p = 0 (Steiner triple systems, [3]), p = 1 (kite systems, [9, 10]) and p = 2 (bull designs,
[4]). Here, we deal with the remaining case (p = 3) where G is a 3-sun, i.e. a graph on six
vertices consisting of a triangle with three pendent edges which form a 1-factor, by giving
a complete solution to the Doyen-Wilson problem for G-designs where G is a 3-sun (3-sun
systems).

2 Notation and basic lemmas
The 3-sun consisting of the triangle (a, b, c) and the three mutually disjoint pendent edges
{a, d}, {b, e}, {c, f} is denoted by (a, b, c; d, e, f). A 3-sun system of order n (briefly,
3SS(n)) exists if and only if n ≡ 0, 1, 4, 9 (mod 12) and if (X,S) is a 3SS(n), then
|S| = n(n−1)

12 (see [14]).
Let n,m ≡ 0, 1, 4, 9 (mod 12), with m = u+ n, u ≥ 0. The Doyen-Wilson problem

for 3-sun systems is equivalent to the existence problem of decompositions of Ku+n \Kn

into 3-suns.
Let r and s be integers with r < s, define [r, s] = {r, r + 1, . . . , s} and [s, r] = ∅. Let

Zu = [0, u − 1] and H = {∞1,∞2, . . . ,∞t}, H ∩ Zu = ∅. If S = (a, b, c; d, e, f) is a
3-sun whose vertices belong to Zu ∪ H and i ∈ Zu, let S + i = (a + i, b + i, c + i; d +
i, e+ i, f + i), where the sums are modulo u and∞+ i =∞, for every∞ ∈ H . The set
(S) = {S + i : i ∈ Zu} is called the orbit of S under Zu and S is a base block of (S).

To solve the Doyen-Wilson problem for 3-sun systems we use the difference method
(see [11, 12]). For every pair of distinct elements i, j ∈ Zu, define |i − j|u = min{|i −
j|, u − |i − j|} and set Du = {|i − j|u : i, j ∈ Zu} = {1, 2, . . . ,

⌊
u
2

⌋
}. The elements

of Du are called differences of Zu. For any d ∈ Du, d 6= u
2 , we can form a single 2-

factor {{i, d + i} : i ∈ Zu}, while if u is even and d = u
2 , then we can form a 1-factor

{{i, i + u
2 } : 0 ≤ i ≤ u

2 − 1}. It is also worth remarking that 2-factors obtained from
distinct differences are disjoint from each other and from the 1-factor.

If D ⊆ Du, denote by 〈Zu ∪ H,D〉 the graph with vertex-set V = Zu ∪ H and the
edge-set E = {{i, j} : |i − j|u = d, d ∈ D} ∪ {{∞, i} : ∞ ∈ H, i ∈ Zu}. The graph
〈Zu ∪H,Du〉 is the complete graph Ku+t \Kt based on Zu ∪H and having H as a hole.
The elements of H are called infinity points.

Let X be a set of size n ≡ 0, 1, 4, 9 (mod 12). The aim of the paper is to decompose
the graph 〈Zu ∪ X,Du〉 into 3-suns. To obtain our main result the 〈Zu ∪ X,Du〉 will
be regarded as a union of suitable edge-disjoint subgraphs of type 〈Zu ∪ H,D〉 (where
H ⊆ X may be empty, while D ⊆ Du is always non empty) and then each subgraph
will be decomposed into 3-suns by using the lemmas given in this section. From here on
suppose u ≡ 0, 1, 3, 4, 5, 7, 8, 9, 11 (mod 12).

Lemmas 2.1 – 2.4 give decompositions of subgraphs of type 〈Zu ∪ H,D〉 where D



G. Lo Faro and A. Tripodi: The Doyen-Wilson theorem for 3-sun systems 121

contains particular differences, more precisely, D = {2}, D = {2, 4} or D = {1, u
3 }.

Lemma 2.1. Let u ≡ 0 (mod 4), u ≥ 8. Then the graph 〈Zu ∪ {∞1,∞2}, {2}〉 can be
decomposed into 3-suns.

Proof. Consider the 3-suns

(∞1, 2 + 4i, 4i; 3 + 4i, 4 + 4i,∞2),

(∞2, 3 + 4i, 1 + 4i; 2 + 4i, 5 + 4i,∞1),

for i = 0, 1, . . . , u4 − 1.

Lemma 2.2. Let u ≡ 0 (mod 12). Then the graph 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2}〉 can
be decomposed into 3-suns.

Proof. Consider the 3-suns

(∞1, 12i, 2 + 12i; 7 + 12i, ,∞3,∞4),

(∞1, 4 + 12i, 6 + 12i; 9 + 12i,∞3,∞4),

(∞1, 8 + 12i, 10 + 12i; 11 + 12i,∞3,∞4),

(∞2, 2 + 12i, 4 + 12i; 1 + 12i,∞3,∞4),

(∞2, 6 + 12i, 8 + 12i; 7 + 12i,∞3,∞4),

(∞2, 10 + 12i, 12 + 12i; 11 + 12i,∞3,∞4),

(∞3, 1 + 12i, 3 + 12i; 9 + 12i,∞1,∞2),

(∞3, 5 + 12i, 7 + 12i; 11 + 12i,∞1, 9 + 12i),

(∞4, 3 + 12i, 5 + 12i; 1 + 12i,∞1,∞2),

(∞4, 9 + 12i, 11 + 12i; 7 + 12i,∞2, 13 + 12i),

for i = 0, 1, . . . , u
12 − 1.

Lemma 2.3. The graph 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2, 4}〉, u ≥ 7, u 6= 8, can be decom-
posed into 3-suns.

Proof. Let u = 4k + r, with r = 0, 1, 3, and consider the 3-suns

(∞1, 4 + 4i, 6 + 4i; 5 + 4i, 8 + 4i,∞4),

(∞2, 5 + 4i, 7 + 4i; 6 + 4i, 9 + 4i,∞1),

(∞3, 6 + 4i, 8 + 4i; 7 + 4i, 10 + 4i,∞2),

(∞4, 7 + 4i, 9 + 4i; 8 + 4i, 11 + 4i,∞3),

for i = 0, 1, . . . , k − 3, k ≥ 3, plus the following blocks as the case may be.
If r = 0,

(∞1, 0, 2; 1, 4,∞4),

(∞2, 1, 3; 2, 5,∞1),

(∞3, 2, 4; 3, 6,∞2),

(∞4, 3, 5; 4, 7,∞3),

(∞1, 4k − 4, 4k − 2; 4k − 3, 0,∞4),
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(∞2, 4k − 3, 4k − 1; 4k − 2, 1,∞1),

(∞3, 4k − 2, 0; 4k − 1, 2,∞2),

(∞4, 4k − 1, 1; 0, 3,∞3).

If r = 1,

(∞1, 0, 2; 1, 4,∞2),

(∞2, 1, 3; 0, 5,∞1),

(∞3, 2, 4; 3, 6,∞2),

(∞4, 3, 5; 4, 7,∞3),

(∞1, 4k − 4, 4k − 2; 4k − 3, 4k,∞2),

(∞2, 4k − 3, 4k − 1; 4k, 0,∞1),

(∞3, 4k − 2, 4k; 4k − 1, 1,∞1),

(∞4, 4k − 1, 0; 4k − 2, 2,∞3),

(∞4, 4k, 1; 2, 3,∞3).

If r = 3,

(∞1, 0, 2; 1, 4,∞4),

(∞2, 1, 3; 2, 5,∞1),

(∞3, 2, 4; 3, 6,∞2),

(∞4, 3, 5; 4, 7,∞3),

(∞1, 4k − 4, 4k − 2; 4k − 3, 4k,∞4),

(∞2, 4k − 3, 4k − 1; 4k − 2, 4k + 1,∞1),

(∞3, 4k − 2, 4k; 4k − 1, 4k + 2,∞2),

(∞4, 4k − 1, 4k + 1; 4k, 0,∞3),

(∞1, 4k, 4k + 2; 4k + 1, 1,∞4),

(∞2, 4k + 1, 0; 4k + 2, 2,∞4),

(∞3, 4k + 2, 1; 0, 3,∞4).

With regard to the difference 4 in Z7, note that |4|7 = 3 and the seven distinct blocks
obtained for k = 1 and r = 3 gives a decomposition of 〈Z7 ∪ {∞1,∞2,∞3,∞4}, {2, 3}〉
into 3-suns.

Lemma 2.4. Let u ≡ 0 (mod 3), u ≥ 12. Then the graph 〈Zu ∪ {∞1,∞2, . . . ,∞8},
{1, u3 }〉 can be decomposed into 3-suns.

Proof. If u ≡ 0 (mod 6) consider the 3-suns:

(∞1, 2i,
u
3 + 2i; 2u

3 + 2i,∞5,∞6), i = 0, 1, . . . , u6 − 1,

(∞1, 1 + 2i, u3 + 1 + 2i; 2u
3 + 1 + 2i,∞6,∞5), i = 0, 1, . . . , u6 − 1,

(∞2, 2
u
3 + 2i, u3 + 2i; 2 + 2i, 2i,∞5), i = 0, 1, . . . , u6 − 2,

(∞2, 2
u
3 + 1 + 2i, u3 + 1 + 2i; 3 + 2i, 1 + 2i,∞6), i = 0, 1, . . . , u6 − 2,

(∞2, u− 2, 2u
3 − 2; 0, u3 − 2,∞5),
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(∞2, u− 1, 2u
3 − 1; 1, u3 − 1,∞6),

(∞3, 2i, 1 + 2i; 2u
3 + 2i,∞7,∞8), i = 0, 1, . . . , u6 − 1,

(∞3,
u
3 + 2i, u3 + 1 + 2i; 2u

3 + 1 + 2i,∞7,∞8), i = 0, 1, . . . , u6 − 1,

(∞4, 1 + 2i, 2 + 2i; 2u
3 + 2 + 2i,∞7,∞8), i = 0, 1, . . . , u6 − 1,

(∞4,
u
3 + 1 + 2i, u3 + 2 + 2i; 2u

3 + 1 + 2i,∞7,∞8), i = 0, 1, . . . , u6 − 1,

(∞5, 2
u
3 + 2i, 2u

3 + 1 + 2i; 1 + 2i,∞7,∞8), i = 0, 1, . . . , u6 − 1,

(∞6, 2
u
3 + 3 + 2i, 2u

3 + 4 + 2i; 2 + 2i,∞7,∞8), i = 0, 1, . . . , u6 − 2,

(∞6, 2
u
3 + 1, 2u

3 + 2; 2u
3 ,∞7,∞8).

If u ≡ 3 (mod 6) consider the 3-suns:

(∞1, 2i,
u
3 + 2i; 2u

3 + 2i,∞5,∞6), i = 0, 1, . . . , u−36 ,

(∞1, 1 + 2i, u3 + 1 + 2i; 2u
3 + 1 + 2i,∞6,∞5), i = 0, 1, . . . , u−96 ,

(∞2, 2
u
3 + 2i, u3 + 2i; 2 + 2i, 2i,∞5), i = 0, 1, . . . , u−96 ,

(∞2, u− 1, 2u
3 − 1; 0, u3 − 1,∞5),

(∞2, 2
u
3 + 1 + 2i, u3 + 1 + 2i; 3 + 2i, 1 + 2i,∞6), i = 0, 1, . . . , u−156 ,

(∞2, u− 2, 2u
3 − 2; 1, u3 − 2,∞6),

(∞3, 2i, 1 + 2i; 2u
3 + 2i,∞7,∞8), i = 2, 3, . . . , u−36 ,

(∞3, 0, 1; 2u
3 ,∞6,∞8),

(∞3, 2, 3; 2u
3 + 2,∞6,∞8),

(∞3,
u
3 + 1 + 2i, u3 + 2 + 2i; 2u

3 + 1 + 2i,∞7,∞8), i = 0, 1, . . . , u−96 ,

(∞4, 1 + 2i, 2 + 2i; 2u
3 + 2 + 2i,∞7,∞8), i = 0, 1, . . . , u−96 ,

(∞4,
u
3 + 2i, u3 + 1 + 2i; 2u

3 + 1 + 2i,∞7,∞8), i = 0, 1, . . . , u−36 ,

(∞5, 2
u
3 + 2i, 2u

3 + 1 + 2i; 1 + 2i,∞7,∞8), i = 0, 1, . . . , u−96 ,

(∞6, 2
u
3 + 1 + 2i, 2u

3 + 2 + 2i; 4 + 2i,∞7,∞8), i = 0, 1, . . . , u−156 ,

(∞6, u− 2, u− 1; 2u
3 ,∞7,∞8),

(∞7, u− 1, 0; 2,∞5,∞8).

Lemmas 2.5 – 2.9 allow to decompose 〈Zu∪H,D〉 where u is even andD contains the
difference u

2 .

Lemma 2.5. Let u be even, u ≥ 8. Then the graph 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 can be
decomposed into 3-suns.

Proof. Consider the 3-suns

(∞1, 2i, 1 + 2i; u
2 + 2 + 2i, u2 + 2i,∞3), i = 0, 1, . . . , u4 − 2,

(∞1,
u
2 − 2, u2 − 1; u

2 , u− 2,∞3),

(∞2, 1 + 2i, u2 + 1 + 2i; 2i, 2 + 2i,∞1), i = 0, 1, . . . , u4 − 1,

(∞3,
u
2 + 1 + 2i, u2 + 2i; 2i, u2 + 2 + 2i,∞2), i = 0, 1, . . . , u4 − 1.

Lemma 2.6. Let u ≡ 0 (mod 12). Then the graph 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉
can be decomposed into 3-suns.
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Proof. Consider the 3-suns

(∞1, 6i,
u
2 + 6i; 4 + 6i,∞3,∞2),

(∞1, 1 + 6i, u2 + 1 + 6i; 5 + 6i,∞4,∞2),

(∞1, 2 + 6i, u2 + 2 + 6i; u
2 + 3 + 6i,∞4,∞3),

(∞2, 1 + 6i, 6i; u
2 + 3 + 6i,∞3,∞4),

(∞2, 2 + 6i, 3 + 6i; u
2 + 4 + 6i, 1 + 6i,∞4),

(∞2, 5 + 6i, 4 + 6i; u
2 + 5 + 6i, 6 + 6i, 3 + 6i),

(∞3, 3 + 6i, u2 + 3 + 6i; 2 + 6i,∞1,
u
2 + 2 + 6i),

(∞3, 4 + 6i, u2 + 4 + 6i; u
2 + 6i,∞4,∞1),

(∞3, 5 + 6i, u2 + 5 + 6i; u
2 + 1 + 6i,∞4,∞1),

(∞4,
u
2 + 1 + 6i, u2 + 2 + 6i; u

2 + 3 + 6i, u2 + 6i,∞2),

(∞4,
u
2 + 4 + 6i, u2 + 5 + 6i; u

2 + 6i, u2 + 3 + 6i, u2 + 6 + 6i),

for i = 0, 1, . . . , u
12 − 1.

Lemma 2.7. Let u be even, u ≥ 8. Then the graph 〈Zu∪{∞1,∞2, . . . ,∞6}, {1, u2 }〉 can
be decomposed into 3-suns.

Proof. Consider the 3-suns

(∞1, 2i, 1 + 2i; u
2 + 2 + 2i, u2 + 2i,∞3), i = 0, 1, . . . , u4 − 2,

(∞1,
u
2 − 2, u2 − 1; u

2 , u− 2,∞3),

(∞2, 1 + 2i, u2 + 1 + 2i; 2i,∞6,∞1), i = 0, 1, . . . , u4 − 1,

(∞3,
u
2 + 1 + 2i, u2 + 2i; 2i,∞6,∞2), i = 0, 1, . . . , u4 − 1,

(∞4, 1 + 2i, 2 + 2i; u
2 + 2 + 2i,∞5,∞6), i = 0, 1, . . . , u4 − 1,

(∞5,
u
2 + 1 + 2i, u2 + 2 + 2i; 2 + 2i,∞4,∞6), i = 0, 1, . . . , u4 − 1.

Lemma 2.8. Let u ≡ 0 (mod 12). Then the graph 〈Zu ∪ {∞1,∞2, . . . ,∞7}, {1, u2 }〉
can be decomposed into 3-suns.

Proof. Consider the 3-suns

(∞1, 6i,
u
2 + 6i; 4 + 6i,∞7,∞2),

(∞1, 1 + 6i, u2 + 1 + 6i; u
2 + 3 + 6i,∞7,∞4),

(∞1, 2 + 6i, u2 + 2 + 6i; u
2 + 5 + 6i,∞5,∞2),

(∞2, 3 + 6i, u2 + 3 + 6i; 6i,∞1,∞4),

(∞2, 4 + 6i, u2 + 4 + 6i; 2 + 6i,∞7,∞1),

(∞2, 5 + 6i, u2 + 5 + 6i; u
2 + 1 + 6i,∞1,∞7),

(∞3, 6i, 1 + 6i; u
2 + 6i,∞5,∞6),

(∞3, 2 + 6i, 3 + 6i; u
2 + 2 + 6i,∞7,∞6),

(∞3, 4 + 6i, 5 + 6i; u
2 + 5 + 6i,∞5,∞6),

(∞4, 1 + 6i, 2 + 6i; u
2 + 6 + 6i,∞2,∞6),

(∞4, 3 + 6i, 4 + 6i; u
2 + 4 + 6i,∞7,∞6),
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(∞4, 5 + 6i, 6 + 6i; u
2 + 5 + 6i,∞7,∞6),

(∞5,
u
2 + 6i, u2 + 1 + 6i; 1 + 6i,∞7,∞3),

(∞5,
u
2 + 2 + 6i, u2 + 3 + 6i; 3 + 6i,∞7,∞3),

(∞5,
u
2 + 4 + 6i, u2 + 5 + 6i; 5 + 6i,∞7,

u
2 + 6 + 6i),

(∞6,
u
2 + 1 + 6i, u2 + 2 + 6i; u

2 + 5 + 6i,∞7,∞4),

(∞6,
u
2 + 3 + 6i, u2 + 4 + 6i; u

2 + 6 + 6i,∞7,∞3),

for i = 0, 1, . . . , u
12 − 1.

Lemma 2.9. Let u ≡ 0 (mod 12). Then the graph 〈Zu ∪ {∞1,∞2,∞3}, {1, 2, u2 }〉 can
be decomposed into 3-suns.

Proof. Consider the 3-suns

(∞1, 6i, 1 + 6i; u
2 + 1 + 6i, u2 + 6i, 3 + 6i),

(∞1, 2 + 6i, 3 + 6i; u
2 + 5 + 6i, u2 + 2 + 6i, 5 + 6i),

(∞1, 4 + 6i, 5 + 6i; u
2 + 2 + 6i, u2 + 4 + 6i, 7 + 6i),

(∞1,
u
2 + 3 + 6i, u2 + 4 + 6i; u

2 + 6i, u2 + 2 + 6i,∞2),

(∞2, 1 + 6i, u2 + 1 + 6i; u
2 + 3 + 6i, 2 + 6i, u2 + 2 + 6i),

(∞2, 3 + 6i, 4 + 6i; 2 + 6i, u2 + 3 + 6i, 6 + 6i),

(∞2, 5 + 6i, u2 + 5 + 6i; u
2 + 2 + 6i, 6 + 6i, u2 + 6 + 6i),

(∞3, 2 + 6i, 6i; 1 + 6i, 4 + 6i,∞2),

(∞3,
u
2 + 2 + 6i, u2 + 6i; 4 + 6i, u2 + 4 + 6i,∞2),

(∞3,
u
2 + 1 + 6i, u2 + 3 + 6i; 3 + 6i, u2 + 6i, u2 + 5 + 6i),

(∞3,
u
2 + 5 + 6i, u2 + 4 + 6i; 5 + 6i, u2 + 7 + 6i, u2 + 6 + 6i),

for i = 0, 1, . . . , u
12 − 1.

The following lemma “combines” one infinity point with one difference d 6= u
2 ,

u
3 such

that u
gcd(u,d) ≡ 0 (mod 3) (therefore, u ≡ 0 (mod 3)).

Lemma 2.10. Let u ≡ 0 (mod 3) and d ∈ Du \ {u2 ,
u
3 } such that p = u

gcd(u,d) ≡ 0

(mod 3). Then the graph 〈Zu ∪ {∞}, {d}〉 can be decomposed into 3-suns.

Proof. The subgraph 〈Zu, {d}〉 can be decomposed into u
p cycles of length p = 3q, q ≥ 2.

If q > 2, let (x1, x2, . . . , x3q) be a such cycle and consider the 3-suns

(∞, x2+3i, x3+3i;x7+3i, x1+3i, x4+3i),

for i = 0, 1, . . . , q − 1 (where the sum is modulo 3q).
If q = 2, let (x

(j)
1 , x

(j)
2 , x

(j)
3 , x

(j)
4 , x

(j)
5 , x

(j)
6 ), j = 0, 1, . . . , u6 − 1, be the 6-cycles

decomposing 〈Zu, {d}〉 and consider the 3-suns

(∞, x(j)2 , x
(j)
3 ;x

(j+1)
1 , x

(j)
1 , x

(j)
4 ),

(∞, x(j)5 , x
(j)
6 ;x

(j+1)
4 , x

(j)
4 , x

(j)
1 ),

for j = 0, 1, . . . , u6 − 1 (where the sums are modulo u
6 ).
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Subsequent Lemmas 2.11 – 2.14 allow to decompose 〈Zu ∪H,D〉, where |H| = 1, 2,
3, 5, |D| = 6− |H| and u

2 6∈ D; here, u and D are any with the unique condition that if D
contains at least three differences d1, d2, d3, then d3 = d2 − d1 or d1 + d2 + d3 = u.

Lemma 2.11. Let d1, d2, d3, d4, d5 ∈ Du\{u2 } such that d3 = d2−d1 or d1+d2+d3 = u.
Then the graph 〈Zu ∪ {∞}, {d1, d2, d3, d4, d5}〉 can be decomposed into 3-suns.

Proof. If d3 = d2 − d1, consider the orbit of

(d1, d2, 0;∞, d2 + d5, d4)

(or (d1, d2, 0;∞, d2 + d5,−d4), if d2 + d5 = d4) under Zu. If d1 + d2 + d3 = u, consider
the orbit of

(−d1, d2, 0;∞, d2 + d5, d4)

(or (−d1, d2, 0;∞, d2 + d5,−d4), if d2 + d5 = d4) under Zu.

Lemma 2.12. Let d1, d2, d3, d4 ∈ Du \ {u2 } such that d3 = d2 − d1 or d1 + d2 + d3 = u.
Then the graph 〈Zu ∪ {∞1,∞2}, {d1, d2, d3, d4}〉 can be decomposed into 3-suns.

Proof. Consider the orbit of (d1, d2, 0;∞1,∞2, d4) or (−d1, d2, 0;∞1,∞2, d4) under Zu

when, respectively, d3 = d2 − d1 or d1 + d2 + d3 = u.

Lemma 2.13. Let d1, d2, d3 ∈ Du \ {u2 } such that d3 = d2 − d1 or d1 + d2 + d3 = u.
Then the graph 〈Zu ∪ {∞1,∞2,∞3}, {d1, d2, d3}〉 can be decomposed into 3-suns.

Proof. Consider the orbit of (d1, d2, 0;∞1,∞2,∞3) or (−d1, d2, 0;∞1,∞2,∞3) under
Zu when, respectively, d3 = d2 − d1 or d1 + d2 + d3 = u.

Lemma 2.14. Let d ∈ Du \ {u2 }, the graph 〈Zu ∪ {∞1,∞2,∞3,∞4,∞5}, {d}〉 can be
decomposed into 3-suns.

Proof. The subgraph 〈Zu, {d}〉 is regular of degree 2 and so can be decomposed into l-
cycles, l ≥ 3. Let (x1, x2, . . . , xl) be a such cycle. Put l = 3q + r, with r = 0, 1, 2, and
consider the 3-suns with the sums modulo l

(∞1, x1+3i, x2+3i;x3+3i,∞4,∞5),

(∞2, x2+3i, x3+3i;x4+3i,∞4,∞5),

(∞3, x3+3i, x4+3i;x5+3i,∞4,∞5),

for i = 0, 1, . . . , q − 2, q ≥ 2, plus the following blocks as the case may be.
If r = 0,

(∞1, x3q−2, x3q−1;x3q,∞4,∞5),

(∞2, x3q−1, x3q;x1,∞4,∞5),

(∞3, x3q, x1;x2,∞4,∞5).

If r = 1,

(∞1, x3q−2, x3q−1;x3q+1,∞4,∞5),

(∞2, x3q−1, x3q;x1,∞4,∞1),

(∞3, x3q, x3q+1;x2,∞4,∞2),

(∞5, x3q+1, x1;x3q,∞4,∞3).
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If r = 2,

(∞1, x3q−2, x3q−1;x3q+2,∞4,∞5),

(∞2, x3q−1, x3q;x1,∞4,∞5),

(∞3, x3q, x3q+1;x2,∞1,∞2),

(∞4, x3q+1, x3q+2;x3q,∞1,∞3),

(∞5, x3q+2, x1;x3q+1,∞2,∞3).

Finally, after settling the infinity points by using the above lemmas, if u is large we need
to decompose the subgraph 〈Zu, L〉, where L is the set of the differences unused (difference
leave). Since by applying Lemmas 2.1 – 2.13 it could be necessary to use the differences 1,
2 or 4, while Lemma 2.14 does not impose any restriction, it is possible to combine infinity
points and differences in such a way that the difference leave L is the set of the “small”
differences, where 1, 2 or 4 could possibly be avoided.

Lemma 2.15. Let α ∈ {0, 4, 8} and u, s be positive integers such that u > 12s+ α. Then
there exists a decomposition of 〈Zu, L〉 into 3-suns, where:

i) α = 0 and L = [1, 6s];

ii) α = 4 and L = [3, 6s+ 2];

iii) α = 8 and L = [3, 6s+ 4] \ {4, 6s+ 3}.

Proof.

i) Consider the orbits (Sj) under Zu, where Sj = (5s + 1 + j, 5s − j, 0; 3s, s, u −
2− 2j), j = 0, 1, . . . , s− 1.

ii) Consider the orbits in i), where (S0) is replaced with the orbit of (6s+1, 4s, 0; s, 9s,
6s+ 2).

iii) Consider the orbits in i), where the orbits (S0) and (S1) are replaced with the orbits
of (6s+ 1, 4s, 0; s, 9s, 6s+ 4) and (5s+ 2, 5s− 1, 0; 3s, s, 6s+ 2).

3 The main result
Let (X,S) be a 3SS(n) and m ≡ 0, 1, 4, 9 (mod 12).

Lemma 3.1. If (X,S) is embedded in a 3-sun system of order m > n, then m ≥ 7
5n+ 1.

Proof. Suppose (X,S) is embedded in (X ′,S ′), with |X ′| = m = n + u (u positive
integer). Let ci be the number of 3-suns of S ′ each of which contains exactly i edges in
X ′ \ X . Then

∑6
i=1 i × ci =

(
u
2

)
and

∑5
i=1(6 − i)ci = u × n, from which it follows

6c2 + 12c3 + 18c4 + 24c5 + 30c6 = u(5u−2n−5)
2 and so u ≥ 2

5n+ 1 and m ≥ 7
5n+ 1.

By previous Lemma:

1. if n = 60k + 5r, r = 0, 5, 8, 9, then m ≥ 84k + 7r + 1;

2. if n = 60k + 5r + 1, r = 0, 3, 4, 7, then m ≥ 84k + 7r + 3;

3. if n = 60k + 5r + 2, r = 2, 7, 10, 11, then m ≥ 84k + 7r + 4;

4. if n = 60k + 5r + 3, r = 2, 5, 6, 9, then m ≥ 84k + 7r + 6;
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5. if n = 60k + 5r + 4, r = 0, 1, 4, 9, then m ≥ 84k + 7r + 7.

In order to prove that the necessary conditions for embedding a 3-sun system (X,S)
of order n in a 3-sun system of order m = n + u, u > 0 are also sufficient, the graph
〈Zu ∪ X,Du〉 will be expressed as a union of edge-disjoint subgraphs 〈Zu ∪ X,Du〉 =
〈Zu ∪ X,D〉 ∪ 〈Zu, L〉, where L = Du \ D is the difference leave, and 〈Zu ∪ X,D〉 (if
necessary, expressed itself as a union of subgraphs) will be decomposed by using Lem-
mas 2.1 – 2.14, while if L 6= ∅, 〈Zu, L〉 will be decomposed by Lemma 2.15. To obtain our
main result we will distinguish the five cases 1. – 5. listed before by giving a general proof
for any k ≥ 0 with the exception of a few cases for k = 0, which will be indicated by a star
? and solved in Appendix. Finally, note that:

a) u ≡ 0, 1, 4, or 9 (mod 12), if n ≡ 0 (mod 12);

b) u ≡ 0, 3, 8, or 11 (mod 12), if n ≡ 1 (mod 12);

c) u ≡ 0, 5, 8, or 9 (mod 12), n ≡ 4 (mod 12);

d) u ≡ 0, 3, 4, or 7 (mod 12), if n ≡ 9 (mod 12).

Proposition 3.2. For any n = 60k + 5r, r = 0, 5, 8, 9, there exists a decomposition of
Kn+u \Kn into 3-suns for every admissible u ≥ 24k + 2r + 1.

Proof. Let X = {∞1,∞2, . . . ,∞60k+5r}, r = 0, 5, 8, 9, and u = 24k+ 2r+ 1 + h, with
h ≥ 0. Set h = 12s+ l, 0 ≤ l ≤ 11 (l depends on r), and distinguish the following cases.

Case 1: r = 0, 5, 8, 9 and l = 0 (odd u).
Write 〈Zu ∪ X,Du〉 = 〈Zu ∪ X,D〉 ∪ 〈Zu, L〉, where D = [6s + 1, 12k + r + 6s],

|D| = 12k + r, and L = [1, 6s], and apply Lemmas 2.14 and 2.15.

Case 2: r = 0, 9 and l = 8 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {2, 6s+ 3, 6s+ 5}〉 ∪
〈Zu ∪ {∞4}, {1}〉 ∪ 〈Zu ∪ {∞5}, {6s+ 4}〉 ∪

〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 6, 12k + r + 6s + 4], |D′| = 12k + r − 1, and L = [3, 6s + 2], and
apply Lemmas 2.13, 2.10, 2.14 and 2.15.

Case 3: r = 5, 8 and l = 4 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2, 4}〉 ∪ 〈Zu ∪ {∞5}, {1}〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + r + 6s + 2] \ {6s + 4}, |D′| = 12k + r − 1, and L =
[3, 6s+ 4] \ {4, 6s+ 3}, and apply Lemmas 2.3, 2.10, 2.14 and 2.15.

Case 4: r = 0, 8 and l = 3 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪ 〈Zu ∪ {∞4,∞5}, {2}〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,
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where D′ = [6s + 3, 12k + r + 6s + 1], |D′| = 12k + r − 1, and L = [3, 6s + 2], and
apply Lemmas 2.5, 2.1, 2.14 and 2.15.

Case 5: r = 0 and l = 11 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 2, u2 }〉 ∪
〈Zu ∪ {∞4,∞5}, {4, 6s+ 3, 6s+ 5, 6s+ 7}〉 ∪

〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 6, 12k + 6s + 5] \ {6s + 7}, |D′| = 12k − 1, and L = [3, 6s + 4] \
{4, 6s+ 3}, and apply Lemmas 2.9, 2.12, 2.14 and 2.15.

Case 6: r = 5 and l = 1 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ {∞7,∞8,∞9,∞10}, {2}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞10}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 5], |D′| = 12k + 3, and L = [3, 6s + 2], and apply
Lemmas 2.7, 2.2, 2.14 and 2.15.

Case 7: r = 5, 9 and l = 9 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ {∞4,∞5}, {2, 6s+ 3, 6s+ 4, 6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 6, 12k + r + 6s + 4], |D′| = 12k + r − 1, and L = [3, 6s + 2], and
apply Lemmas 2.5, 2.12, 2.14 and 2.15.

Case 8: r = 8 and l = 7 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 2, u2 }〉 ∪
〈Zu ∪ {∞4}, {4}〉 ∪ 〈Zu ∪ {∞5}, {6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 11] \ {6s + 4, 6s + 5}, |D′| = 12k + 7, and L =
[3, 6s+ 4] \ {4, 6s+ 3}, and apply Lemmas 2.9, 2.10, 2.14 and 2.15.

Case 9: r = 9 and l = 5 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪ 〈Zu ∪ {∞4}, {2}〉 ∪
〈Zu ∪ {∞5}, {4}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2,∞3,∞4,∞5}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 11] \ {6s + 4}, |D′| = 12k + 8, and L = [3, 6s + 4] \
{4, 6s+ 3}, and apply Lemmas 2.5, 2.10, 2.14 and 2.15.
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Proposition 3.3. For any n = 60k+ 5r+ 1, r = 0, 3, 4, 7, there exists a decomposition of
Kn+u \Kn into 3-suns for every admissible u ≥ 24k + 2r + 2.

Proof. Let X = {∞1,∞2, . . . ,∞60k+5r+1}, r = 0, 3, 4, 7, and u = 24k + 2r + 2 + h,
with h ≥ 0. Set h = 12s+ l, 0 ≤ l ≤ 11, and distinguish the following cases.

Case 1: r = 0, 3 and l = 1 (odd u).
Write 〈Zu ∪ X,Du〉 = 〈Zu ∪ {∞}, {6s + 2}〉 ∪ 〈Zu ∪ (X \ {∞}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+ 1, 12k + r + 6s+ 1] \ {6s+ 2}, |D′| = 12k + r, and L = [1, 6s], and
apply Lemmas 2.10, 2.14 and 2.15.

Case 2: r = 0, 3, 4, 7 and l = 9 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 6s+ 3, 6s+ 4}〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {2, 6s+ 5, 6s+ 7}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+6, 12k+r+6s+5]\{6s+7}, |D′| = 12k+r−1, and L = [3, 6s+2],
and apply Lemmas 2.13, 2.14 and 2.15.

Case 3: r = 4?, 7 and l = 5 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2, 4}〉 ∪ 〈Zu ∪ {∞5}, {1}〉 ∪
〈Zu ∪ {∞6}, {6s+ 8}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + r + 6s + 3] \ {6s + 4, 6s + 8}, |D′| = 12k + r − 1, and
L = [3, 6s+ 4] \ {4, 6s+ 3}, and apply Lemmas 2.3, 2.10, 2.14 and 2.15.

Case 4: r = 0, 4 and l = 6 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {2, 6s+ 3, 6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+4, 12k+r+6s+3]\{6s+5}, |D′| = 12k+r−1, and L = [3, 6s+2],
and apply Lemmas 2.5, 2.13, 2.14 and 2.15.

Case 5: r = 0 and l = 10 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ {∞7,∞8,∞9,∞10}, {2}〉 ∪

〈Zu ∪ {∞11}, {4, 6s+ 3, 6s+ 5, 6s+ 6, 6s+ 7}〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞11}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 8, 12k + 6s + 5], |D′| = 12k − 2, and L = [3, 6s + 4] \ {4, 6s + 3},
and apply Lemmas 2.7, 2.2, 2.11, 2.14 and 2.15.
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Case 6: r = 3, 7 and l = 0 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = {2} ∪ [6s + 3, 12k + r + 6s], |D′| = 12k + r − 1, and L = [3, 6s + 2], and
apply Lemmas 2.7, 2.14 and 2.15.

Case 7: r = 3 and l = 4 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉 ∪ 〈Zu ∪ {∞5}, {2}〉 ∪
〈Zu ∪ {∞6}, {6s+ 5}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+ 3, 12k + 6s+ 5] \ {6s+ 5}, |D′| = 12k + 2, and L = [3, 6s+ 2], and
apply Lemmas 2.6, 2.10, 2.14 and 2.15.

Case 8: r = 4 and l = 2 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉 ∪ 〈Zu ∪ {∞5,∞6}, {2}〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 5], |D′| = 12k + 3, and L = [3, 6s + 2], and apply
Lemmas 2.6, 2.1, 2.14 and 2.15.

Case 9: r = 7 and l = 8 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 2, u2 }〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {4, 6s+ 3, 6s+ 7}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 5, 12k + 6s + 11] \ {6s + 7}, |D′| = 12k + 6, and L = [3, 6s + 4] \
{4, 6s+ 3}, and apply Lemmas 2.9, 2.13, 2.14 and 2.15.

Proposition 3.4. For any n = 60k+ 5r+ 2, r = 2, 7, 10, 11, there exists a decomposition
of Kn+u \Kn into 3-suns for every admissible u ≥ 24k + 2r + 2.

Proof. Let X = {∞1,∞2, . . . ,∞60k+5r+2}, r = 2, 7, 10, 11, and u = 24k+ 2r+ 2 + h,
with h ≥ 0. Set h = 12s+ l, 0 ≤ l ≤ 11, and distinguish the following cases.

Case 1: r = 2, 11 and l = 3 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1}, {6s+ 2}〉 ∪ 〈Zu ∪ {∞2}, {6s+ 4}〉 ∪
〈Zu ∪ (X \ {∞1,∞2}), D′〉 ∪ 〈Zu, L〉,
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where D′ = [6s+ 1, 12k+ r+ 6s+ 2]\{6s+ 2, 6s+ 4}, |D′| = 12k+ r, and L = [1, 6s],
and apply Lemmas 2.10, 2.14 and 2.15.

Case 2: r = 2, 7, 10, 11 and l = 7 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2}, {1, 2, 6s+ 3, 6s+ 4}〉 ∪
〈Zu ∪ (X \ {∞1,∞2}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 5, 12k + r + 6s + 4], |D′| = 12k + r, and L = [3, 6s + 2], and apply
Lemmas 2.12, 2.14 and 2.15.

Case 3: r = 7, 10 and l = 11 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 6s+ 3, 6s+ 4}〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {2, 6s+ 5, 6s+ 7}〉 ∪ 〈Zu ∪ {∞7}, {6s+ 8}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 6, 12k + r + 6s + 6] \ {6s + 7, 6s + 8}, |D′| = 12k + r − 1, and
L = [3, 6s+ 2], and apply Lemmas 2.13, 2.10, 2.14 and 2.15.

Case 4: r = 2 and l = 6 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉 ∪
〈Zu ∪ {∞5,∞6,∞7}, {2, 6s+ 3, 6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+ 4, 12k + 6s+ 5] \ {6s+ 5}, |D′| = 12k + 1, and L = [3, 6s+ 2], and
apply Lemmas 2.6, 2.13, 2.14 and 2.15.

Case 5: r = 2, 10 and l = 10 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ {∞7}, {2, 6s+ 3, 6s+ 4, 6s+ 5, 6s+ 6}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 7, 12k + r + 6s + 5], |D′| = 12k + r − 1, and L = [3, 6s + 2], and
apply Lemmas 2.7, 2.11, 2.14 and 2.15.

Case 6: r = 7, 11 and l = 4 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ {∞4,∞5,∞6,∞7}, {2, 4}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,
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where D′ = [6s + 3, 12k + r + 6s + 2] \ {6s + 4}, |D′| = 12k + r − 1, and L =
[3, 6s+ 4] \ {4, 6s+ 3}, and apply Lemmas 2.5, 2.3, 2.14 and 2.15.

Case 7: r = 7 and l = 8 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {2, 6s+ 3, 6s+ 5}〉 ∪ 〈Zu ∪ {∞7}, {6s+ 7}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,

whereD′ = [6s+4, 12k+6s+11]\{6s+5, 6s+7}, |D′| = 12k+6, and L = [3, 6s+2],
and apply Lemmas 2.5, 2.13, 2.10, 2.14 and 2.15.

Case 8: r = 10 and l = 2 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪ 〈Zu ∪ {∞7}, {2}〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 11], |D′| = 12k + 9, and L = [3, 6s + 2], and apply
Lemmas 2.7, 2.10, 2.14 and 2.15.

Case 9: r = 11 and l = 0 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞7}, {1, u2 }〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞7}), D′〉 ∪ 〈Zu, L〉,

where D′ = {2} ∪ [6s + 3, 12k + 6s + 11], |D′| = 12k + 10, and L = [3, 6s + 2], and
apply Lemmas 2.8, 2.14 and 2.15.

Proposition 3.5. For any n = 60k+ 5r+ 3, r = 2, 5, 6, 9, there exists a decomposition of
Kn+u \Kn into 3-suns for every admissible u ≥ 24k + 2r + 3.

Proof. Let X = {∞1,∞2, . . . ,∞60k+5r+3}, r = 2, 5, 6, 9, and u = 24k + 2r + 3 + h,
with h ≥ 0. Set h = 12s+ l, 0 ≤ l ≤ 11, and distinguish the following cases.

Case 1: r = 2, 5, 6, 9 and l = 4 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 6s+ 3, 6s+ 4}〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3}), D′〉 ∪ 〈Zu, L〉,

where D′ = {2} ∪ [6s + 5, 12k + r + 6s + 3], |D′| = 12k + r, and L = [3, 6s + 2], and
apply Lemmas 2.13, 2.14 and 2.15.

Case 2: r = 2, 5 and l = 8 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2}, {1, 6s+ 3, 6s+ 4, 6s+ 5}〉 ∪
〈Zu ∪ {∞3}, {2}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2,∞3}), D′〉 ∪ 〈Zu, L〉,
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where D′ = [6s + 6, 12k + r + 6s + 5], |D′| = 12k + r, and L = [3, 6s + 2], and apply
Lemmas 2.12, 2.10, 2.14 and 2.15.

Case 3: r = 6, 9 and l = 0 (odd u).
If s = 0, then write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞8}, {1, u3 }〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞8}), D′〉,

where D′ = [2, 12k + r+ 1] \ {u3 }, |D
′| = 12k + r− 1, and apply Lemmas 2.4 and 2.14.

If s > 0, then write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 5s, 5s+ 1}〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {2, 6s+ 1, 6s+ 3}〉 ∪ 〈Zu ∪ {∞7}, {6s+ 2}〉 ∪
〈Zu ∪ {∞8}, {6s+ 4}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2, . . . ,∞8}), D′〉 ∪ 〈Zu, L〉,

where D′ = {2s + 1, 4s} ∪ [6s + 5, 12k + r + 6s + 1], |D′| = 12k + r − 1, and L =
[3, 6s] \ {2s+ 1, 4s, 5s, 5s+ 1}, and apply Lemmas 2.13, 2.10 and 2.14 to decompose the
first five subgraphs, while to decompose the last one apply Lemma 2.15 i) and delete the
orbit (S0).

Case 4: r = 2, 6 and l = 1 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3}), D′〉 ∪ 〈Zu, L〉,

where D′ = {2} ∪ [6s + 3, 12k + r + 6s + 1], |D′| = 12k + r, and L = [3, 6s + 2], and
apply Lemmas 2.5, 2.14 and 2.15.

Case 5: r = 2? and l = 5 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ {∞7,∞8,∞9,∞10}, {2}〉 ∪

〈Zu ∪ {∞11,∞12,∞13}, {4, 6s+ 3, 6s+ 7}〉 ∪
〈Zu ∪ (X \ {∞1,∞2, . . . ,∞13}), D′〉 ∪ 〈Zu, L〉,

whereD′ = [6s+5, 12k+6s+5]\{6s+7}, |D′| = 12k, and L = [3, 6s+4]\{4, 6s+3},
and apply Lemmas 2.7, 2.2, 2.13, 2.14 and 2.15.

Case 6: r = 5, 9 and l = 7 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ {∞7,∞8}, {2, 6s+ 3, 6s+ 4, 6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞8}), D′〉 ∪ 〈Zu, L〉,
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where D′ = [6s + 6, 12k + r + 6s + 4], |D′| = 12k + r − 1, and L = [3, 6s + 2], and
apply Lemmas 2.7, 2.12, 2.14 and 2.15.

Case 7: r = 5 and l = 11 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉 ∪
〈Zu ∪ {∞5,∞6}, {2, 6s+ 3, 6s+ 5, 6s+ 6}〉 ∪ 〈Zu ∪ {∞7}, {4}〉 ∪
〈Zu ∪ {∞8}, {6s+ 7}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2, . . . ,∞8}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+ 8, 12k + 6s+ 11], |D′| = 12k + 4, and L = [3, 6s+ 4] \ {4, 6s+ 3},
and apply Lemmas 2.6, 2.12, 2.10, 2.14 and 2.15.

Case 8: r = 6 and l = 9 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ {∞4,∞5,∞6}, {2, 6s+ 3, 6s+ 5}〉 ∪ 〈Zu ∪ {∞7}, {4}〉 ∪
〈Zu ∪ {∞8}, {6s+ 7}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2, . . . ,∞8}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 6, 12k + 6s + 11] \ {6s + 7}, |D′| = 12k + 5, and L = [3, 6s + 4] \
{4, 6s+ 3}, and apply Lemmas 2.5, 2.13, 2.10, 2.14 and 2.15.

Case 9: r = 9 and l = 3 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 2, u2 }〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 11], |D′| = 12k + 9, and L = [3, 6s + 2], and apply
Lemmas 2.9, 2.14 and 2.15.

Proposition 3.6. For any n = 60k+ 5r+ 4, r = 0, 1, 4, 9, there exists a decomposition of
Kn+u \Kn into 3-suns for every admissible u ≥ 24k + 2r + 3.

Proof. Let X = {∞1,∞2, . . . ,∞60k+5r+4}, r = 0, 1, 4, 9, and u = 24k + 2r + 3 + h,
with h ≥ 0. Set h = 12s+ l, 0 ≤ l ≤ 11, and distinguish the following cases.

Case 1: r = 0, 1?, 4, 9 and l = 2 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2, 4}〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3,∞4}), D′〉 ∪ 〈Zu, L〉,

where D′ = {1, 6s+ 3} ∪ [6s+ 5, 12k + r + 6s+ 2], |D′| = 12k + r, and L = [3, 6s+
4] \ {4, 6s+ 3}, and apply Lemmas 2.3, 2.14 and 2.15.
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Case 2: r = 0, 9 and l = 6 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, 6s+ 3, 6s+ 4}〉 ∪
〈Zu ∪ {∞4}, {2}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2,∞3,∞4}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 5, 12k + r + 6s + 4], |D′| = 12k + r, and L = [3, 6s + 2], and apply
Lemmas 2.13, 2.10, 2.14 and 2.15.

Case 3: r = 1, 4 and l = 10 (odd u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2}, {1, 6s+ 3, 6s+ 5, 6s+ 6}〉 ∪
〈Zu ∪ {∞3}, {2}〉 ∪ 〈Zu ∪ {∞4}, {6s+ 4}〉 ∪

〈Zu ∪ (X \ {∞1,∞2,∞3,∞4}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 7, 12k + r + 6s + 6], |D′| = 12k + r, and L = [3, 6s + 2], and apply
Lemmas 2.12, 2.10, 2.14 and 2.15.

Case 4: r = 0, 4 and l = 5 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, u2 }〉 ∪
〈Zu ∪ {∞7,∞8,∞9}, {2, 6s+ 3, 6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞9}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+4, 12k+r+6s+3]\{6s+5}, |D′| = 12k+r−1, and L = [3, 6s+2],
and apply Lemmas 2.7, 2.13, 2.14 and 2.15.

Case 5: r = 0 and l = 9 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉 ∪
〈Zu ∪ {∞5,∞6,∞7}, {2, 6s+ 3, 6s+ 5}〉 ∪ 〈Zu ∪ {∞8}, {4}〉 ∪
〈Zu ∪ {∞9}, {6s+ 7}〉 ∪ 〈Zu ∪ (X \ {∞1,∞2, . . . ,∞9}), D′〉 ∪ 〈Zu, L〉,

whereD′ = [6s+6, 12k+6s+5]\{6s+7}, |D′| = 12k−1, andL = [3, 6s+4]\{4, 6s+3},
and apply Lemmas 2.6 , 2.13, 2.10, 2.14 and 2.15.

Case 6: r = 1 and l = 7 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞7}, {1, u2 }〉 ∪
〈Zu ∪ {∞8,∞9}, {2, 4, 6s+ 3, 6s+ 5}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞9}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 6, 12k + 6s + 5], |D′| = 12k, and L = [3, 6s + 4] \ {4, 6s + 3}, and
apply Lemmas 2.8, 2.12, 2.14 and 2.15.
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Case 7: r = 1, 9 and l = 11 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪
〈Zu ∪ {∞4}, {2, 4, 6s+ 3, 6s+ 5, 6s+ 6}〉 ∪

〈Zu ∪ (X \ {∞1,∞2,∞3,∞4}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s+ 7, 12k+ r+ 6s+ 6], |D′| = 12k+ r, and L = [3, 6s+ 4] \ {4, 6s+ 3},
and apply Lemmas 2.5, 2.11, 2.14 and 2.15.

Case 8: r = 4 and l = 1 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {1, u2 }〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3,∞4}), D′〉 ∪ 〈Zu, L〉,

where D′ = {2} ∪ [6s+ 3, 12k+ 6s+ 5], |D′| = 12k+ 4, and L = [3, 6s+ 2], and apply
Lemmas 2.6, 2.14 and 2.15.

Case 9: r = 9 and l = 3 (even u).
Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3}, {1, u2 }〉 ∪ 〈Zu ∪ {∞4}, {2}〉 ∪
〈Zu ∪ (X \ {∞1,∞2,∞3,∞4}), D′〉 ∪ 〈Zu, L〉,

where D′ = [6s + 3, 12k + 6s + 11], |D′| = 12k + 9, and L = [3, 6s + 2], and apply
Lemmas 2.5, 2.10, 2.14 and 2.15.

Combining Lemma 3.1 and Propositions 3.2 – 3.6 gives our main theorem.

Theorem 3.7. Any 3SS(n) can be embedded in a 3SS(m) if and only if

m ≥ 7
5n+ 1 or m = n.
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Appendix
• n = 21, u = 12s+ 15

Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2, 4}〉 ∪
〈Zu ∪ {∞5}, {1}〉 ∪ 〈Zu ∪ {∞6}, {6s+ 7}〉 ∪

〈Zu ∪ (X \ {∞1,∞2, . . . ,∞6}), {6s+ 3, 6s+ 5, 6s+ 6}〉 ∪ 〈Zu, L〉,

where L = [3, 6s+ 4] \ {4, 6s+ 3}, and apply Lemmas 2.3, 2.10, 2.14 and 2.15.

• n = 13, u = 12s+ 12

Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2, . . . ,∞6}, {1, 6s+ 6}〉 ∪
〈Zu ∪ {∞7,∞8,∞9,∞10}, {2}〉 ∪
〈Zu ∪ {∞11,∞12,∞13}, {4, 6s+ 3, 6s+ 5}〉 ∪ 〈Zu, L〉,

where L = [3, 6s+ 4] \ {4, 6s+ 3}, and apply Lemmas 2.7, 2.2, 2.13 and 2.15.

• n = 9, u = 12s+ 7

Write

〈Zu ∪X,Du〉 = 〈Zu ∪ {∞1,∞2,∞3,∞4}, {2, 4}〉 ∪
〈Zu ∪ {∞5,∞6,∞7,∞8,∞9}, {1}〉 ∪ 〈Zu, L〉,

where L = [3, 6s + 3] \ {4}, and apply Lemmas 2.3, 2.14 and decompose 〈Zu, L〉
as in Lemma 2.15 iii), taking in account that |6s+ 4|12s+7 = 6s+ 3.
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Abstract

Two connected labelled graphs H1 and H2 of nullity one, with identical one-vertex
deleted subgraphs H1− z1 and H2− z2 and having a common eigenvector in the nullspace
of their 0-1 adjacency matrix, can be overlaid to produce the superimposition Z. The graph
Z is H1 + z2 and also H2 + z1 whereas Z + e is obtained from Z by adding the edge
{z1, z2}. We show that the nullity of Z cannot take all the values allowed by interlacing.
We propose to classify graphs with two chosen vertices according to the type of the vertices
occurring by using a 3-type-code. Out of the 27 values it can take, only 9 are hypothetically
possible for Z, 8 of which are known to exist. Moreover, the SSP molecular model predicts
conduction or insulation at the Fermi level of energy for 11 possible types of devices con-
sisting of a molecule and two prescribed connecting atoms over a small bias voltage. All
11 molecular device types are realizable for general molecules, but the structure of Z and
of Z + e restricts the number to just 5.
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1 Introduction
The graphs we consider are simple, that is they are undirected with no multiple edges
or loops. The 0-1 adjacency matrix G = (aij) of a labelled graph G on n vertices is
a n × n matrix such that aij = 1 if there is an edge between the vertices i and j, and
aij = 0 otherwise. The degree of a vertex v is the number of non-zero entries in the
vth row (or column) of G. A graph is singular if G has zero as an eigenvalue, and non-
singular otherwise. The multiplicity of zero in the spectrum of G is the nullity η = η(G)
of the graph G. A kernel eigenvector x of G is a nonzero vector that satisfies Gx =
0. The nullspace ker(G) of G is generated by a basis of η linearly independent kernel
eigenvectors. Thus, a graph G is singular if and only if dim(ker(G)) ≥ 1.

A core vertex (CV) of G corresponds to a nonzero entry in some kernel eigenvector.
The set of CVs is an invariant of G, that is, it is independent of the basis chosen for ker(G)
[14, 15, 16]. A vertex which is not a CV is a core-forbidden vertex (CFV), recently referred
to as a Fiedler vertex [1, 10]. Proposition 1.1 characterizes a CV in a singular graph, and
Corollary 1.2 is its direct consequence for graphs of nullity one.

Proposition 1.1 ([18]). Let G+ u be a graph obtained from G by adding a vertex u. Then
η(G+ u) = η(G) + 1 if and only if u is a CV of G+ u.

Corollary 1.2 ([17]). Let v be a CV of a graph G of nullity one. Then the graph G− v is
non-singular.

We make use of a result on the nullity of graphs derived from Cauchy’s Interlacing
Theorem for real symmetric matrices.

Theorem 1.3 ([11, p. 119]). Let v be any vertex of a graph G on n ≥ 2 vertices. Then

η(G)− 1 ≤ η(G− v) ≤ η(G) + 1.

Theorem 1.3 permits the nullity of a graph to change by at most one on the deletion or
addition of a vertex. Thus, a vertex u in a graph G can be one of three types, depending
on the difference of the nullity of G− u from the nullity of G. Following the terminology
used in [4], a vertex u is a CV, a middle core-forbidden vertex (CFVmid) or an upper core-
forbidden vertex (CFVupp) if the nullity of the graph G− u obtained from G upon deleting
the vertex u is η(G)− 1, η(G), or η(G) + 1, respectively. It follows from Proposition 1.1
that CFVs are vertices corresponding to a zero entry in each kernel eigenvector in the
nullspace of G. For the eigenvalue zero, CFVs were renamed F-vertices. For the specific
case of CFVupp, they were renamed and P-vertices [2]. Whether electricity flows through
a molecule or not is mainly determined by the types of the two vertices (atoms of the
molecule) chosen as terminals with a bias voltage across them [5].

From the definitions of the possible types of vertices in a graph, the following result is
immediate.

Lemma 1.4. LetH1 andH2 be two graphs such that η(H1) = η(H2). Then η(H1−z1) =
η(H2 − z2) if and only if z1 and z2 are of the same type in H1 and in H2, respectively.

1.1 Superimpositions

To explore the structure of singular graphs, basic subgraphs of nullity one that are found in
singular graphs are constructed in [14, 15, 16]. In Proposition 4.3 of [16], it is proved that a
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singular graph of nullity η has η induced subgraphs of nullity one having the least possible
number of vertices (called singular configurations).

The kernel eigenvectors are key to determining the substructures that make a singular
graph. Focus is placed on singular graphs of nullity one; otherwise distinct singular con-
figurations which are induced subgraphs in a singular graph of nullity more than one may
be masked by others belonging to linearly independent kernel eigenvectors. The vertices
of a singular configuration corresponding to the nonzero entries in a kernel eigenvector x
are the CVs of G and the remaining vertices, if any, are CFVupp [16]. By Proposition 1.1,
deleting a CV reduces the nullity, whereas deleting an CFVupp increases the nullity. The
question then arises: what are the conditions that need to be satisfied by a graph H of nul-
lity one so that, for some vertex v, the graph H + v retains nullity one and has the same
nonzero entries of a kernel eigenvector as H? The investigations in this paper stem from
the quest to answer this question.

First we fix some notation. Two labelled graphs G1 and G2 are identical if they are
isomorphic to a labelled graph G and have the same labelling as G; we write G1 ≡ G2 ≡
G. We consider pairs of graphs of nullity one which have a common kernel eigenvector for
some labelling of their vertices, and such that each of the two graphs have a vertex which,
when deleted, yields two identical graphs. One such example is illustrated in Figure 1,
where x = (1,−1, 1,−1, 0, 0, 0)t is a kernel eigenvector of both H1 and H2 with the
labelling shown, such that when the vertex labelled 7 is deleted from each, the resulting
graphs are identical.

1 2 3 4

5 6 7

1
7

3

5
2

6

4

Figure 1: A pair of non-isomorphic graphs G + 7 of nullity one having a common kernel
eigenvector x = (1,−1, 1,−1, 0, 0, 0)t.

If two graphsH1 andH2 are not isomorphic, but the deletion of a vertex z1 ofH1 yields
a graph identical to that obtained by deleting a vertex z2 fromH2, then the difference in the
dimensions of the nullspaces of H1 and H2 is bounded as given in the following theorem.

Theorem 1.5. Let H1 and H2 be two graphs having vertices z1 and z2, respectively, such
that G ≡ H1 − z1 ≡ H2 − z2. Then |η(H1) − η(H2)| = 2 when one of the vertices is a
CV and the other is an CFVupp, and |η(H1)− η(H2)| ≤ 1, otherwise.

Proof. By Theorem 1.3, η(G)−1 ≤ η(H1) ≤ η(G)+1 and η(G)−1 ≤ η(H2) ≤ η(G)+1.
Thus, |η(H1)−η(H2)| ≤ 2. Equality holds only when, without loss of generality, η(H1) =
η(G) − 1 and η(H2) = η(G) + 1, in which case z1 is an CFVupp in H1 and z2 is a CV
in H2.

In the sequel, let H1 and H2 be two connected labelled graphs of order n ≥ 3 whose
0-1 adjacency matrix has nullity one with a common kernel eigenvector x such that, for
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some vertex z1 in H1 and some vertex z2 in H2, H1 − z1 ≡ H2 − z2 ≡ G. The graphs
H1 and H2 are termed key-graphs. It follows immediately that the label of z1 in H1 is the
same as that of z2 inH2. We choose the labels of the vertices z1 and z2 to be the last in the
two graphs.

The superimposition of the key-graphs H1 and H2 is the graph Z obtained from G by
adding both vertices z1 and z2 adjacent to the same neighbours as those of z1 inH1 and z2

inH2. The graph Z + e is obtained from Z by adding the edge e = z1z2.
In the next section, we look at some examples so that the concept of superimpositions

and its possible effects on the type of vertices of a graph becomes clearer.

1.2 Motivation

A conjugated hydrocarbon molecule has a π-system where each carbon atom contributes a
delocalized electron in the neutral molecule. The Hückel/Tight-Binding model simplifies
Schrödinger’s equation to Ax = Ex where A is the adjacency matrix of the carbon skele-
ton of the molecule, x represents a molecular orbital and E is the orbital energy. Since
carbon has a valency of four, chemical graphs for π-systems have at most three sigma
bonds per atom (edges meeting at any vertex). In this article we extend our study to any
graph where the vertex degree (or valency) can be larger than three.

In chemistry, the role of the electrons in the molecule is crucial in determining the
physical and chemical properties of the molecule. The discrete energy levels that an elec-
tron may occupy within a molecule are the solutions to Schrödinger’s time-independent
equation in quantum mechanics. The wave function as a solution of Schrödinger’s equa-
tion predicts the electron probability density, which in Hückel theory is a sum of orbital
densities.

The Hamiltonian for the n-atomic molecular system turns out to be a linear function of
the 0-1 n × n adjacency matrix G of the labelled molecular graph G, whose eigenvalues
give the energy E of the electron orbitals. The non-zero entries of G correspond to the
sigma bonds between pairs of atoms.

In this article we investigate the change in nullity when forming Z and Z + e. The
conduction of electricity through a molecular graph with a bias electrical potential across
two vertices L̄ and R̄ depends on the nullities of G and of three of its induced subgraphs
obtained by deleting L̄ and R̄ separately and jointly [4, 13]. Note that the deletion of a
CFV typically preserves the chemical nature of the graph (unless it is a cut vertex), but
addition typically does not. In Section 5, conductivity of molecular devices is discussed for
examples of molecular graphs of the form Z and Z + e.

In Figure 2, the four vertices 1, 2, 3 and 4 are CVs in both H and Z, but the vertex
5 is a CFVupp in H , whereas each of the vertices 5 and 6 is a CFVmid in Z. Each vertex
of Z + e is a CV. Both H and Z have nullity one and, since H has a kernel eigenvector
(1, 1,−1,−1, 0)t and Z has a kernel eigenvector (1, 1,−1,−1, 0, 0)t, there is a kernel
eigenvector of H − 5 with the same nonzero entries as for H and Z. It is interesting to
note that Z is obtained by superimposing two isomorphic copiesH1 andH2 of the singular
configuration H , but Z itself is not a singular configuration.

It is thus natural to ask whether H1 and H2 need to be isomorphic (as in the example
discussed above) to retain nullity one in Z obtained from H1 by adding the vertex z2.
Also, is this a condition thatH1 andH2 must satisfy so that the nonzero entries of a kernel
eigenvector are preserved in Z?

The graph Z shown in Figure 3 is obtained by superimposing the two graphs of Fig-



I. Sciriha et al.: The conductivity of superimposed key-graphs with a common . . . 145

1 2

34

5

H

1 2

34

5 6

Z

1 2

34

5 6

Z + e

Figure 2: Two copies of H , of nullity one, are induced subgraphs of the superimposition
Z, also of nullity one. The graph Z + e is of nullity two. For all three graphs, there is a
vector in the respective nullspace with the same nonzero part 1, 1,−1,−1 associated with
the first four labelled vertices.

ure 1. Adding the edge e between z1 = 7 and z2 = 8 producesZ+e. The nullity ofZ is two
whereas that of Z + e is one. This example shows thatH1 andH2 need not be isomorphic
for the nullity to be one in Z+e. A kernel eigenvector of Z+e is (1,−1, 1,−1, 0, 0, 0, 0)t,
and thus the nonzero entries of a kernel eigenvector ofH1 andH2 are also preserved, even
thoughH1 andH2 are not isomorphic.

1
7

3

5
2

6

4 8

Z

1
7

3

5
2

6

4 8

Z + e

Figure 3: The graph Z + e with nullity one, having a kernel eigenvector
(1,−1, 1,−1, 0, 0, 0, 0)t, is obtained from the superimposition Z (which has nullity two)
of the graphs in Figure 1.

Observe that the nullities of Z and of Z+ e are different in the two examples discussed
above. The vertices z1 in H1 and z2 in H2 in both examples are CFVupp. They become
CFVmid in Z in the example of Figure 2 and also in Z + e in the example of Figure 3.
However, z1 and z2 become CV in Z + e in the example of Figure 2 and also in Z in
the example of Figure 3. The following results follow immediately from the definitions of
CFVmid and CV.

Proposition 1.6. The vertices z1 and z2 are CFVmid in the superimposition Z (respectively
in Z + e) if and only if η(Z) = 1 (respectively η(Z + e) = 1).

Proposition 1.7. The vertices z1 and z2 are CV in the superimposition Z (respectively in
Z + e) if and only if η(Z) = 2 (respectively η(Z + e) = 2).

As we shall show, graphs satisfying Propositions 1.6 and 1.7 exist. However, is it
possible that both z1 and z2 be CFVupp in Z or in Z + e? Do the types of the vertices z1
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and z2 determine the type in Z or Z + e? We shall investigate all possible combinations of
the vertex type of z1 in H1 and z2 in H2.

By Lemma 1.4, the type of the vertex z1 in H1 and of the vertex z2 in H2 is the same.
Moreover, as we shall see in Lemmas 2.2 and 3.1, vertices z1 and z2 are of the same type
in Z and of the same type in Z + e (the type in the latter graph Z + e possibly different
from that in the former Z). We thus propose a 3-type-code1 where a type is denoted by:

1. C if it corresponds to a core vertex;

2. M if it corresponds to a middle core-forbidden vertex; and

3. U if it corresponds to an upper core-forbidden vertex.

The code consists of an ordered string of three types and, thus, it has three available posi-
tions, namely y1, y2 and y3. Each of the positions y1, y2 and y3 is filled with the symbol C,
M or U, depending on the type of the vertices z1 and z2 in the key-graphs, inZ and inZ+e,
in that order. The 3-type-code presents 27 classes of graphs. Algebraic considerations show
that only 9 may exist.

The case when the two vertices z1 and z2 are both CFVs in the respective key-graphs
is discussed in Section 2, yielding 8 possible classes of graphs. In Section 3, the case when
they are both CVs produces just one class of graphs. For the graphs {Z} and {Z + e},
what factors determine that the nullity of a graph remains unchanged on deleting a vertex?
When does the type of a pair of adjacent vertices remain unchanged after deleting the edge
between them? These questions are answered in Section 4. Chemical implications for the
conductivity of a molecule which has a graph that is a superimposition are discussed in
Section 5.

2 Core-forbidden vertices in the key-graphs
In this section, the vertices z1 and z2 are CFVs in the key-graphsH1 andH2, respectively.
Thus, the last entry of the common kernel eigenvector x of H1 and of H2 (which corre-

sponds to z1 and z2) is zero. We write x =

(
v
0

)
where v 6= 0. Letting z1 and z2 denote

the characteristic vectors representing the adjacencies of z1 and z2 to the vertices of G, we
obtain

H1x = H1

(
v
0

)
=

(
G z1
z1

t 0

)(
v
0

)
=

(
Gv
z1

tv

)
= 0 (2.1)

and

H2x = H2

(
v
0

)
=

(
G z2
z2

t 0

)(
v
0

)
=

(
Gv
z2

tv

)
= 0, (2.2)

for some v 6= 0.
The following lemma explores the nullspaces of Z and of Z + e. On adding a vertex to

the key graphH1, of nullity one, the graph Z or Z + e produced is never non-singular.

Lemma 2.1. If z1 and z2 are CFVs inH1 and inH2, respectively, then

(i) (x, 0)t = (v, 0, 0)t is a kernel eigenvector of both Z and Z + e;

1Different three letter acronyms are proposed in [6, 7] to classify classes of molecular graphs as conductors
or insulators with respect to the graph-theoretical distance between two connecting vertices of the graph across
which there is a small bias voltage.
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(ii) 1 ≤ η(Z) ≤ 2 and 1 ≤ η(Z + e) ≤ 2.

Proof. Let Z be the adjacency matrix of the graph Z and let W be the adjacency matrix of
Z + e, where z1 and z2 are respectively the nth and (n+ 1)th labelled vertices of Z and of
Z + e.

(i) Since

Z

 v
0
0

 =

 G z1 z2
z1

t 0 0
z2

t 0 0

 v
0
0

 =

 Gv
z1

tv
z2

tv


and

W

 v
0
0

 =

 G z1 z2
z1

t 0 1
z2

t 1 0

 v
0
0

 =

 Gv
z1

tv
z2

tv

 ,

then by (2.1) and (2.2), (v, 0, 0)t is a kernel eigenvector of Z and of W.

(ii) By Theorem 1.3, 0 ≤ η(Z) ≤ 2 and 0 ≤ η(Z + e) ≤ 2. From (i) above, η(Z) ≥ 1
and η(Z + e) ≥ 1. Thus, 1 ≤ η(Z) ≤ 2 and 1 ≤ η(Z + e) ≤ 2.

Next we show that the vertices z1 and z2 must be of the same type in each of the graphs
Z and in Z + e, and that they cannot be CFVupp.

Lemma 2.2. Let z1 and z2 be CFVs in H1 and in H2, respectively. Then in each of the
graphs Z and Z + e, the two vertices z1 and z2 are either both CFVmid or both CV.

Proof. Suppose first that z1 and z2 are not of the same type in Z. Then, deleting z1 from Z
yields the graph H2 which has a different nullity from the graph H1 obtained on deleting
z2 from Z, a contradiction since η(H1) = η(H2) = 1. A similar argument yields that the
type of vertices z1 and z2 in Z+ e must be the same. From Lemma 2.1, 1 ≤ η(Z) ≤ 2 and
1 ≤ η(Z + e) ≤ 2, and thus by Propositions 1.6 and 1.7, z1 and z2 are either both CFVmid
or both CV.

Remark 2.3. From Lemma 2.2 it follows that when z1 and z2 are CFVs in the key-graphs,
each of the two positions y2 and y3 in the 3-type-code can be filled in two ways, namely C
and M. Therefore, there are only eight possible different classes of the 3-type-code graphs
having the first position y1 filled with either M or U.

In the case when both z1 and z2 are CFVs in the key-graphs, we have the following
necessary and sufficient condition.

Theorem 2.4. Let z1 and z2 be CFVs in H1 and in H2, respectively. In the graph Z or
Z + e, z1 and z2 are CV if and only if they correspond to nonzero entries in exactly one
kernel eigenvector of the basis of the nullspace of the graph Z or Z + e.

Proof. By Proposition 1.7, the dimension of the nullspace of Z and of Z + e is two. From
Lemma 2.1, (x, 0)t = (v, 0, 0)t is a kernel eigenvector of Z and of Z + e. Since z1 and z2

are CV in Z, they correspond to nonzero entries in a kernel eigenvector (y1, α1, β1)t of Z,
for α1 6= 0 and β1 6= 0. A similar argument holds for Z + e.

We note that although there are 18 possible 3-type-code classes of graphs when the first
entry of the code is not C, Lemma 2.2 restricts the number of possible classes to just 8.
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3 Core vertices in key-graphs
In this section we show that for the case when z1 and z2 are both CV in the key-graphs
H1 and H2, respectively, only one 3-type-code class may occur. This case is completely
different from the case discussed in Section 2 in that, as we prove in Proposition 3.2 and
Theorem 3.5, the nullity of each of the graphs Z and Z + e can take only one value and it
is not the same value in the two graphs.

Recall that H1 and H2 have a common kernel eigenvector generating their nullspace.
Since z1 and z2 are CVs, the last entry of a common kernel eigenvector x of H1 and of

H2 is nonzero, that is x =

(
v
α

)
for v 6= 0 and α 6= 0. Thus, letting z1 and z2 denote

the characteristic vectors representing the adjacencies of z1 and z2 to the vertices of G, we
obtain

H1

(
v
α

)
=

(
G z1
z1

t 0

)(
v
α

)
=

(
Gv + αz1

z1
tv

)
= 0 (3.1)

and

H2

(
v
α

)
=

(
G z2
z2

t 0

)(
v
α

)
=

(
Gv + αz2

z2
tv

)
= 0, (3.2)

for some v 6= 0 and α 6= 0.
An argument similar to that used in the proof of Lemma 2.2 yields the following result.

Lemma 3.1. Let z1 and z2 be CV inH1 and inH2, respectively. Then in each of the graphs
Z and Z + e, the two vertices z1 and z2 are of the same type.

The unique value that the dimension of the nullspace of Z can take is given next.

Proposition 3.2. If z1 and z2 are CV inH1 and inH2, respectively, then η(Z) = 2.

Proof. Let Z be the adjacency matrix of the graph Z, where z1 and z2 are the nth and
(n + 1)th columns corresponding to the characteristic vectors of z1 and z2, respectively.
Since

Z

 v
α
0

 =

 G z1 z2
z1

t 0 0
z2

t 0 0

 v
α
0

 =

 Gv + αz1
z1

tv
z2

tv


and

Z

 v
0
α

 =

 G z1 z2
z1

t 0 0
z2

t 0 0

 v
0
α

 =

 Gv + αz2
z1

tv
z2

tv

 ,

then by (3.1) and (3.2), (v, α, 0)t and (v, 0, α)t are two linearly independent kernel eigen-
vectors of Z and hence η(Z) ≥ 2. By Theorem 1.3, 0 ≤ η(Z) ≤ 2. Thus η(Z) = 2, and
(v, α, 0)t and (v, 0, α)t span ker(Z).

A consequence which has important implications on the construction of Z and, eventu-
ally, of Z + e, is the following.

Corollary 3.3. If z1 and z2 are CV in H1 and in H2, respectively, then z1 and z2 are
duplicates in Z andH1 ≡ H2.
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Proof. Since (v, α, 0)t and (v, 0, α)t are kernel eigenvectors of Z, then (0, α,−α)t is also
a kernel eigenvector of Z. Thus z1 = z2. Hence, z1 and z2 are duplicate vertices in Z,
implying thatH1 andH2 are equivalent graphs.

The dimension of the nullspace of Z + e turns out to be different from that of Z. The
result is stated in Theorem 3.5 and the proof follows from Corollary 3.3 and the following
lemma. We remark that the graph H in the following lemma plays the role of each of the
key-graphsH1 andH2, and hence equations (3.1) and (3.2) still hold for H .

Lemma 3.4. Let z1 be a CV in a graph H of nullity one and let Z be obtained from H by
duplicating the vertex z1 to obtain a new vertex z2. Then η(Z + e) = 0, where e is the
edge z1z2.

Proof. Let W be the adjacency matrix of Z + e, where z1 and z2 are the nth and (n+ 1)th

columns corresponding to the characteristic vectors of z1 and z2, respectively. Let x =(
v
α

)
, where v 6= 0 and α 6= 0, be a kernel eigenvector of H and let G = H − z1. From

(3.1) and (3.2), it follows that W(v, α, 0)t = (0, 0, α)t and W(v, 0, α)t = (0, α, 0)t, and
thus neither (v, α, 0)t nor (v, 0, α)t are kernel eigenvectors of Z + e.

We claim that Z + e does not have any kernel eigenvectors. For, suppose (u, β, δ)t is a
kernel eigenvector of Z + e. Since z1 and z2 are duplicates in Z, and hence co-duplicates
in Z + e, then

W

 u
β
δ

 =

 G z1 z1
z1

t 0 1
z1

t 1 0

 u
β
δ

 =

 Gu + (β + δ)z1
z1

tu + δ
z1

tu + β

 = 0,

implying that β = δ. Thus, a kernel eigenvector of Z + e must be of the form (u, β, β)t.
If β = 0, then Gu = 0 and hence (u, 0)t is another kernel eigenvector of H which is
linearly independent of x = (v, α)t, a contradiction since η(H) = 1. Thus β 6= 0 and we
can choose β = α such that an eigenvector of Z + e is (w, α, α)t. Thus,

W

 w
α
α

 =

 G z1 z1
z1

t 0 1
z1

t 1 0

 w
α
α

 =

 Gw + 2αz1
z1

tw + α
z1

tw + α

 = 0.

But from (3.1), Gv + αz1 = 0 and thus G(w − 2v) = 0. Hence

• either w − 2v = 0, in which case v = 1
2w. From (3.1), z1tv = 0, implying that

z1
tw = 0 and hence α = 0, a contradiction;

• or w − 2v is a kernel eigenvector of G, in which case η(G) ≥ 1, a contradiction
since z1 is a CV in H and η(G) = η(H − z1) = 0.

Hence, η(Z + e) = 0.

Lemma 3.4 is now applied to the particular case when Z + e is obtained from the
superimposition ofH1 andH2 with core vertices z1 and z2, respectively.

Theorem 3.5. If z1 and z2 are CV in H1 and in H2, respectively, then η(Z + e) = 0 and
z1 and z2 are both CFVupp in Z + e.
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Proof. By Corollary 3.3, z1 and z2 are duplicate vertices. The first part of the result follows
by applying Lemma 3.4. Also, since η(Z + e) = 0, then z1 and z2 cannot be CV in Z + e.
Noting that η(Z + e− z1) = η(H2) = 1 and η(Z + e− z2) = η(H1) = 1, we get that z1

and z2 are both CFVupp in Z + e.

Remark 3.6. Proposition 1.7, Proposition 3.2 and Theorem 3.5 imply that when z1 and z2

are CV in the key-graphs, each of the two positions y2 and y3 in the 3-type-code can be
filled in only one way, namely C in the position y2 and U in the position y3. Therefore,
there is only one possible class of the 3-type-code graphs having C in its first position y1,
namely CCU. Moreover the two key graphs H1 and H2 are induced subgraphs in both Z
and Z + e.

4 Three-type-code
Were it not for the restrictions of Lemmas 1.4, 2.2 and 3.1, the type of vertices would allow
81 classes of graphs for Z and another 81 for Z+e. These Lemmas allow only 27 potential
classes and by eigenvector techniques, even these are further restricted to just nine with a
specific 3-type-code. In Figure 4, three molecular graphs {Z+ e} that are not chemical are
presented for the each type of vertex z1 inH1.

z1

z2

z1

z2

z1

z2

Figure 4: Graphs Z + e, having type M, U and C respectively, for the vertex z1 inH1.

Except for the case UCC (that is, when {z1, z2} are CFVupp in H1 and in H2 and CV
in Z and in Z + e), examples for all the remaining eight possible 3-type-codes graphs are
known to exist (see Table 1). It is worth noting that among the eight graphs {Z + e} and
the associated graphs {Z} drawn in Table 1, six are chemical graphs. The occurrence, or
otherwise, of the UCC class remains open. Table 1 illustrates the different types of z1 and
z2 in {H1, H2}, in Z and in Z + e, the associated code, the corresponding nullities of Z
and of Z + e, and an example of a possible graph Z + e (when existence is known).

Observe that although the interlacing theorem allows three values for the nullity of Z,
this value can never be zero.

At this stage, we can provide answers to the questions we posed at the end of Section 1.2
for the subclasses of graphs {Z} and {Z + e}.

(i) On deleting the vertex z1 or z2 from Z, the nullity remains unchanged only for
MMM,MMC,UMM and UMC out of the nine possibilities for the 3-type-code with
z1 and z2 CFVmid in Z. Similarly, on deleting the vertex z1 or z2 from Z + e, the
nullity remains unchanged for MMM,MCM,UMM and UCM.

(ii) On deleting the edge e = z1z2 in Z + e, the type of the vertices z1 and z2 remains
unchanged when the 3-type-code is one of MMM,MCC,UMM and, possibly, UCC.
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Table 1: All possible cases of superimpositions {Z} and the derived class {Z+e} of graphs.

Type of z1 and of z2 in
Code η(Z) η(Z + e) Example of Z + e

H1 &H2 Z Z + e

CFVmid

CFVmid CFVmid MMM 1 1 z1

z2

CFVmid CV MMC 1 2 z1z2

CV CFVmid MCM 2 1

z1

z2

CV CV MCC 2 2 z2 z1

CFVupp

CFVmid CFVmid UMM 1 1 z1 z2

CFVmid CV UMC 1 2 z1 z2

CV CFVmid UCM 2 1

z2

z1

CV CV UCC 2 2 (not known)

CV CV CFVupp CCU 2 0

z1

z2
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We observe that no 3-type-code has U in both positions y2 and y3. This can be explained
since if z1 and z2 are CFVupp in Z and η(H1) = η(H2) = 1, then η(Z) = 0, which never
occurs by Lemma 2.1 and Proposition 3.2. Another point worth noting is that, in the case
where z1 and z2 are CFV in the key-graphs, the results do not depend on whether they are
upper or middle. Thus, the type of the core-forbidden vertices z1 and z2 in H1 and H2 is
not a factor that determines their type in Z and in Z + e. Could it be that distinguishing
between the types U and M for z1 and z2 in H1 and H2 would determine the existence or
otherwise of UCC?

5 Electrical conductivity
A model device consists of the molecule with a pair of semi-infinite wires attached to it, so
that a voltage can be applied across the molecule. The molecule, the wires and the contact
atoms are represented by an augmented molecular graph with vertices for atoms and with
edges for the sigma bonds. Left and right wires are represented by two special source and
sink vertices L and R outside the molecule, which are then in contact with the molecule
through single (usually distinct) vertices (contact atoms) labelled L̄ and R̄. Coulomb and
resonance integrals are assigned to the wires and molecule-wire contacts. This model gives
a Hückel/Tight-Binding model for ballistic currents which is the simplest version of the
SSP (Source-and-Sink Potential) model for ballistic conduction through simple molecular
electronic devices [8, 9, 12]. The approximations lead to a non-Hermitian set of linear
equations of order n + 2, with an implicit dependence of the SSP matrix entries on the
eigenvalue. Linear algebraic techniques are used to describe the solutions of the larger
problem in terms of characteristic polynomials derived from the original n × n adjacency
matrix.

Conduction or insulation of the unsaturated molecular device can then be predicted.
The criteria for conduction at zero energy (the Fermi or non-bonding level) depend on the
changes in nullity when the contact vertices L̄ and R̄ are deleted from the molecular graph
on n vertices, separately and together [3, 5, 19].

5.1 Transmission

A molecular device G can be considered as a graph on n vertices with two prescribed
vertices L̄ and R̄ connected by wires to two vertices L and R outside the molecule. The
transmission at energy E, from the sink R, of ballistic electrons entering at the source L,
can be expressed in terms of the characteristic polynomials s(E), u(E), t(E) and v(E) of
G, G− L̄, G− R̄ and G− L̄− R̄, respectively, as functions of E. To determine whether
a device conducts or bars conduction at the Fermi level of energy (E = 0), it suffices
to consider the possible nullity signatures as an ordered quadruple (gs = η(G), gu =
η(G− L̄), gt = η(G− R̄), gv = η(G− L̄− R̄)). Cauchy’s inequalities for the eigenvalues
of real symmetric matrices and of their principal submatrices lead to the interlacing theorem
for graphs. As a consequence, the change in the nullity on deleting a vertex can be at most
one. Hence relative to gs, each of gu and gt can take 3 values whereas gv can take 5. Thus
the quadruple signature can in principle take 45 values with respect to gs.

However interlacing, device symmetry, and the Jacobi-Sylvester theorem (that is
u(E)t(E)−s(E)v(E) is a perfect square j2

L̄R̄
, where jL̄R̄ is the L̄R̄th entry of the adjugate

of EI−A) restrict the number from 45 to just 11 [5, 19]. Table 2 gives the signatures of all
possible classes of π-conjugated devices and their conducting/insulating properties at the
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Fermi level of energy.

Table 2: The conductivity of all devices (G,L,R), their variety [19] and case [5].

Signature(gs, gt, gu, gv) Nullity of G Variety Case Transmission

Two CVs 1
(gs, gs − 1, gs − 1, gs − 2) ηG ≥ 2 1(i) 11 Insulator
(gs, gs − 1, gs − 1, gs) ηG ≥ 1 1(ii) 9 Conductor
(gs, gs − 1, gs − 1, gs − 1) ηG ≥ 1 1(iii) 10 Conductor

CV and CFV 2
(gs, gs + 1, gs − 1, gs) ηG ≥ 1 2a 5 Insulator
(gs, gs, gs − 1, gs − 1) ηG ≥ 1 2b 8 Insulator

Two CFVs 3
(gs, gs + 1, gs + 1, gv) 3a
(gs, gs + 1, gs + 1, gs) 3a(i) 2 Conductor
(gs, gs + 1, gs + 1, gs + 2) 3a(ii) 1 Insulator
(gs, gs + 1, gs, gv) 3b
(gs, gs + 1, gs, gs + 1) 3b(i) 3 Insulator
(gs, gs + 1, gs, gs) 3b(ii) 4 Conductor
(gs, gs, gs, gv) 3c
(gs, gs, gs, gs + 1) 3c(i) 6 Conductor
(gs, gs, gs, gs) 3c(ii) 7
(gs, gs, gs, gs) & ja(0) 6= 0 3c(iiA) 7i Conductor
(gs, gs, gs, gs) & ja(0) = 0 3c(iiB) 7ii Insulator

5.2 A superimposition device

The superimposition Z and the derived graph Z + e have a structure that restricts the
number of device classes to which they can belong. Their signature can be determined
from Table 1.

All the 11 device classes are realizable by molecular graphs. Table 3 shows that, of
these, the superimpositions Z may be of only 5 cases and the derived graphs Z + e may
also be of 5 cases. Both Z and Z + e can be of case 7 which assumes conductivity or
insulating properties according to the vanishing or otherwise of jz1,z2(0). From Table 2,
the derived graph Z + e may be an insulator only for case 7 when both z1 and z2 are
middle core-forbidden vertices in their respective key-graphsH1 andH2. Apart from case
7, a superimposition Z is an insulator only when both z1 and z2 are core vertices in their
respective key-graphs.
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Abstract

Let M = M(Ω) be any triangle-free tiling of a planar polygonal region Ω with reg-
ular polygons. We prove that its face vector f(M) = (f3, f4, f5, . . . ), its symmetry
group S(M) and the tiling M itself are uniquely determined by its boundary angles code
ca(M) = ca(Ω) = (t1, . . . , tr), a cyclical sequence of numbers ti describing the shape
of Ω.

Keywords: Regular polygonal system, boundary code, face vector, symmetry group, reconstructibility
from the boundary.

Math. Subj. Class.: 05B40, 05B45

1 Introduction
Systems of regular (planar or spherical) polygons joined edge to edge arise in various con-
texts (in tilings, in polyhedral maps, in nature, in chemistry, in art). A rich theory of such
systems may be developed. Researchers usually focus on some particular class of such
systems (defined by some conditions), try to determine all its elements and explore various
questions related to their combinatorial description, parameters, enumeration, characteriza-
tion, classification, coding, etc. To unify the investigations of such objects and to emphasize
their common characteristics we propose a general concept of a regular polygonal system
and make some first few steps towards a general theory of such systems.

Here we give definitions, examples and remarks; the general reconstruction problem is
presented in Section 2; results are gathered in Section 3.

A polygonal systemM is a (finite or infinite) incidence structureM = (V,E, F ) whose
elements are called vertices, edges and faces: faces are abstract polygons – cyclical se-
quences of vertices (v1, . . . , vn), and edges are pairs of vertices {vi, vi+1}. Two faces are
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project N1-0032).
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incident if they share an edge, two edges are incident if they share a vertex. If M con-
sists only of n-gons it is called a n-system; if the number of these n-gons is m, it is a
nm-system. If all these faces are congruent polygons X , it is a monohedral system denoted
Xm. If M consists only of n1-gons, n2-gons, . . . , nk-gons, it is called a (n1, . . . , nk)-
system. The face vector (or just the f -vector) of the polygonal system M is the sequence
f(M) = (f3, f4, f5, . . . ) where f(i) = fi(M) are the numbers of its faces with i edges.
We use also the notation f(M) = (3f(3), 4f(4), 5f(5), . . . ).

A planar or spherical polygon P is called regular if there is a cyclic group G = 〈R |
Rn = I〉 of rotations acting transitively on the vertices and edges of P , and if its boundary
∂P is simply connected (thus we exclude star polygons, as in Kepler solids). A regular
polygonal system M = M(Ω) consists of regular polygons joined edge to edge, covering a
polygonal planar or spherical region Ω. The symmetry group ofM = M(Ω) is the group of
the rotations and reflections of Euclidean space E2 or E3 preserving the incidences in M .

A code c(X) of a given mathematical object X is any (not necessarily discrete) struc-
ture from which X can be completely reconstructed (up to isomorphism). A boundary
code of a given m-dimensional object X is any code c(∂X) of the shape of its (m − 1)-
dimensional boundary ∂X . The boundary angles code of the planar or spherical regular
polygonal system M = M(Ω) covering (tiling) a polygonal region Ω is the cyclical se-
quence ca(M) = ca(Ω) = (t1, t2, . . . , tr) of the angles ti = 180◦ − αi ∈ (−180◦, 180◦),
where αi are the interior angles between adjacent edges Ai−1Ai and AiAi+1 of Ω. The
boundary faces-edges code cf,e(M) is the cyclical sequence of symbols f(i)e(i), where
f(i) is the number of edges of i-th boundary face and e(i) is the number of the boundary
edges of this face (see examples in Appendix A). A few examples and remarks will help
us better understand these definitions and the motivation for them.

In chemistry, the mathematical model of benzenoid molecules are called benzenoid
systems or polyhexes (composed of regular hexagons). Similar systems are polydiamonds
(composed of equilateral triangles) and polyominoes (composed of squares) (see Figure 1).

Figure 1: Planar regular n3-systems for n = 3, 4, 5, 6.

The motivation for the boundary angles code ca comes from the “turtle geometry” [1].
The definition of boundary faces-edges code cf,e is motivated by the boundary codes of
various n-systems presented below.

Several boundary codes exist for the planar regular hexagonal systems B. One of them
is the boundary edges code [6]. This code ce(B) = (k1, k2, . . . , kr) is a cyclical sequence
counting the numbers ki of boundary edges in boundary hexagons; we travel around the
boundary in the clockwise direction, starting at any hexagon, and having the interior of B
always at our right (see [2, 7]).

The code for the regular planar triangular systems (or 3-systems) T may be defined ex-
actly in the same way – as the boundary edges code ce(T ) counting the number of bound-
ary edges in boundary triangles of T . Thus, for the 3-system T in Figure 1 its code is
ce(T ) = (2, 1, 2).
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The case of the planar square systems (or 4-systems) S is trickier. To get the right
numbers in ce(S) we must count also the “zeros” of boundary edges in boundary vertices
adjacent to no boundary edge. We can use also a simple boundary vertices-faces code
cv,f (S), a cyclical sequence counting for each boundary vertex how many squares (1, 2
or 3) are incident with that vertex. For the first 4-system S in Figure 1 we have ce(S) =
(2, 3, 0, 3) and cv,f (S) = (1, 2, 1, 1, 3, 1, 1, 2).

There is also a code for the regular pentagonal systems P (described in [3]) that actually
counts the numbers of vertices incident only with boundary edges. For the second 5-system
from Figure 1 this code is (3, 3, 2).

One can easily imagine polygonal systems composed of regular polygons with different
numbers of edges, and also non-planar generalizations of these concepts.

Example 1.1. The face vector of the planar regular (3, 4, 5)-system M in Figure 2 is
f(M) = (33, 41, 52) = T3S1P2, since there are three triangles T (f3 = 3), one square
S (f4 = 1) and two pentagons P (f5 = 2). Its symmetry group S(M) is generated by one
reflection (over the vertical axis).

Figure 2: A polygonal system M with the symmetry group S(M) = Z2.

Example 1.2. The boundary faces-edges code of the planar system M in Figure 3 is
cf,e(M) = (54, 40, 32, 42). The boundary angles codes ca(M) of the spherical systems
with the same cf,e(M) depend on the size of the spherical triangle T . Increasing the size
of T the interior angles αi increase as well, hence the angles ti = 180◦ − αi decrease. If
T is big enough, the angle between the pentagon and the triangle vanishes and we get a
region with cf,e(M) = (53, 31, 42).

120◦

30◦

90◦

−18◦

72◦

72◦

72◦

−78◦

Figure 3: A planar regular polygonal (31, 41, 51)-system M with the boundary angles code
ca(M) = (120◦, 30◦, 90◦,−18◦, 72◦, 72◦, 72◦,−78◦).

The maps of Platonic solids are examples of regular 3-systems (tetrahedron 34, octa-
hedron 38, icosahedron 320), 4-systems (cube 46) and 5-systems (dodecahedron 512). The



160 Ars Math. Contemp. 16 (2019) 157–171

polygonal system of the square pyramid is (B,C,D,E), (A,B,C), (A,C,D), (A,D,E),
(A,E,B), thus it is a (3, 4)-system. The system (A,B,C,D), (A,B,D,C) represents the
Möbius band tiled with two quadrilaterals. In a polygonal system more than two faces may
share the same edge, as in the “3-page book” (A,B,C,D), (A,B,D,E), (A,B, F,G),
which is a 3-system, too.

2 The reconstruction problem

The first motivation for this research was the realization that it is possible to generalize
the method that worked so well for benzenoid systems B: “Encode the boundary of a
system as a cyclical sequence of numbers, and then obtain various information about B
from its boundary code b(B)” to other planar polycyclic molecules. Thus b(B) was used
to find various relations between the parameters of B, to determine its symmetry scheme,
to calculate its face count, etc. (as in [5, 7, 8]). With this motivation in mind we have in
the Introduction already defined two boundary codes ce,f (M) and ca(M). Now we can
ask: Is it possible to reconstruct the face vector f(M), the symmetry group S(M) or even
the whole planar regular polygonal system M = M(Ω) from its boundary code cf,e(M)
or ca(M)? Obviously, some regular polygonal systems M are reconstructible from the
chosen boundary code of the region Ω covered by M . How to characterize such systems?
This question may be stated in a more general form: Given some class C of objectsX whose
boundary is determined by some boundary code c(∂X) characterize those X from C that
can be reconstructed from its boundary code, in other words, find X for which c(∂X) is
also the code c(X) of X .

The code is not necessarily a cyclical sequence of numbers. The boundary of any
simply connected polycube P (a solid composed of cubes of unit length joined face to
face) may be coded with a graph G(P ) whose vertices are boundary square faces of P and
whose edges are labeled with angles (0, π/2,−π/2) between adjacent boundary faces. The
number of cubes in P , the symmetry group S(P ) and the polycube P itself are obviously
determined by its boundary. However, their actual reconstruction from the graph G(P ) is
complicated.

The code is not always a discrete structure. In analysis, a differentiable function f
is reconstructible from its derivative f ′ by the Newton-Leibniz formula up to an additive
constant C. Likewise, a harmonic function f : Ω → R is determined by its values on the
boundary of Ω.

Not all the codes of the same object contain the same amount of information. For
example, two similar planar triangles have different codes (lengths a, b, c and a′, b′, c′), but
the same boundary code (consisting of angles α, β, γ). In some cases the chosen boundary
code c(∂X) contains some additional information about the structure of X that cannot be
deduced from ∂X alone. Thus it may happen that it is possible to reconstruct X from the
code of ∂X , although it is not possible to reconstruct X only from ∂X .

Example 2.1. Let Ω be a planar polygonal region composed of a regular 12-gon and a
square sharing one side. There are two tilings M1 and M2 of Ω with 12 squares S and 20
equilateral triangles T , having the same boundary angles code (90◦, 90◦, 60◦, 30◦, 30◦, 0◦,
30◦, 30◦, 30◦, 0◦, 30◦, 30◦, 30◦, 0◦, 30◦, 30◦, 30◦,−90◦), but different boundary faces-ed-
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ges codes (see Figure 4):

ce,f (M1) = (43, 40, 31, 41, 31, 30, 31, 41, 31, 41, 41, 31, 41, 31, 30, 31, 41, 31, 41, 40),

ce,f (M2) = (43, 30, 41, 31, 41, 41, 31, 41, 31, 30, 31, 41, 31, 41, 41, 31, 41, 31, 30, 30).

Hence, it is not possible to reconstruct M from the shape of the boundary ∂Ω, encoded
by ca(Ω). However, M is reconstructible from cf,e(M), since there are only two possi-
ble tilings M1 and M2 of Ω. In this sense, cf,e(M) is a stronger code (containing more
information), and ca(M) = ca(Ω) is weaker (containing less information).

(a) M1 (b) M2

Figure 4: Two different planar (3, 4)-systemsM1 andM2 with the same boundary and with
the same face vector (320, 412).

Remark 2.2. Two closed planar polygonal regions Ω and Ω′ may have the same boundary
angles code ca = (t1, . . . , tr), but if the ratio of the lengths of the corresponding edges
AiAi+1 and A′iA

′
i+1 are not all the same, then the shapes of these regions are different.

Note that the lengths of the edges of a region Ω tiled by regular polygons joined edge to
edge are the same. This is the reason why the boundary angles code ca(Ω) suffices to
describe the shape of the boundary of Ω, tiled by regular polygons.1

3 Results
In this Section we show: ifM is a regular triangle-free tiling of a planar polygonal region Ω,
then we can use ca(M) to find the face vector f(M) (Theorems 3.1 and 3.8), to determine
the symmetry group S(M) (Theorem 3.12), or even to completely reconstructM = M(Ω)
(Theorem 3.5).

Theorem 3.1. Let M = M(Ω) be a planar regular (3, 4)-system covering the polygonal
region Ω. Then the boundary angles code ca(M) = ca(Ω) determines the face vector
f(M) of M .

Proof. The area of Ω can be calculated from the boundary angles code ca(Ω) = (t1, . . . , tn)
as follows: fix the coordinates of two adjacent vertices A1 = (0, 0) and A2 = (1, 0) of Ω,
use vectors to find the coordinates of other vertices Ai, triangulate Ω and sum the areas

1However, as we see in Figure 4, the tiling M(Ω) may not be uniquely determined by the shape of its boundary,
although it is tiled by regular polygons.



162 Ars Math. Contemp. 16 (2019) 157–171

of all these triangles. The area of the regular n-gon Pn with side 1 is Area(Pn) = n ·
cot(360◦/n). These numbers are incommensurable at least for n = 3, 4 since Area(P3) =√

3/4, Area(P4) = 1. Now it is easy to see that the integer solutions of the equation
x1(
√

3)/4 + y1 = x2(
√

3)/4 + y2 are possible only if x1 = x2, y1 = y2. Thus f(M) is
determined by ca(M). Solving the equation x1(

√
3)/4 + y1 = Area(M) is easy, since the

calculated expression for Area(M) must appear in this form, from which we just read x1
and y1.

Theorem 3.2. The sum of the angles in the boundary angles code ca(Ω) = (t1, t2, . . . , tr)
of a planar polygonal region Ω is t1 + t2 + · · ·+ tr = 360◦.

Proof. This follows from the formula
∑n

i=1 αi = (n− 2) · 180◦ for the sum of the interior
angles of a n-gon:

∑n
i=1 ti =

∑n
i=1(180◦−αi).Another proof in the context of the “turtle

geometry” is given in [1, p. 175].

Regular (planar or spherical) n-gons are usually denoted by the symbol {n} or just n.
The vertex type of the interior vertex of the regular polygonal system M is defined as the
cyclical sequence (a.b.c. . . . ) of the faces a, b, c, . . . surrounding it. The planar vertex types
in this notation are listed in [4]. It is easy to check the following very useful observation
([4, p. 60]).

Theorem 3.3. If the planar regular n1-gon, . . . , nr-gon surround a vertex without gaps
and overlaps, then 3 ≤ r ≤ 6 and (n1 − 2)/n1 + · · ·+ (nr − 2)/nr = 2, hence there are
21 types of vertices surrounded by regular polygons in a plane without gaps or overlaps:

3.3.3.3.3.3, 3.3.3.6, 3.3.3.4.4, 3.3.4.3.4, 3.3.4.12, 3.4.3.12, 3.3.6.6,
3.6.3.6, 3.4.4.6, 3.4.6.4, 3.7.42, 3.9.18, 3.8.24, 3.10.15,
3.12.12, 4.4.4.4, 4.5.20, 4.6.12, 4.8.8, 5.5.10, 6.6.6.

Theorem 3.4. The possible (interior or boundary) vertex types in spherical regular polyg-
onal systems are (if we exclude spherical 2-gons):

• 5 triangles: 3.3.3.3.3;

• 4 triangles: 3.3.3.3.4, 3.3.3.3.5;

• 3 triangles: 3.3.3, 3.3.3.4, 3.3.3.5;

• 2 triangles: 3.3, 3.3.m, 3.m.3 (m ≥ 4), 3.3.4.5, 3.4.3.5, 3.3.5.5;

• 1 triangle: 3, 3.m (m ≥ 4), 3.4.n, 3.n.4 (n ≥ 4), 3.5.n, 3.n.5 (n ≥ 5);

• 0 triangles: m, 4.m, 4.4.m, 4.m.4 (m ≥ 4), 4.5.n, 4.n.5 (19 ≥ n ≥ 4), 5.5.5.

Proof. We just use the fact that for the interior angle αn of the spherical n-gon it holds that
180◦ > αn > 180◦ − 360◦/n, and check all the possible cases. A similar treatment of
faces is given in Appendix B.

Theorem 3.5. Let M = M(Ω) be a planar regular polygonal system covering the polygo-
nal region Ω. If M contains no triangles then it is reconstructible from its boundary angles
code ca(M). Likewise, M is reconstructible from ca(M) also in the case M is without
squares and hexagons.
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Proof. The theorem is certainly true if M contains only one face. Now suppose it is true
for the systems with m or less faces and let M = M(Ω) be a system with m + 1 faces.
Since the sum of the r inner angles αi of Ω is

∑r
i=1 αi = (r − 2) · 180◦, at least one αi

must be smaller than 180◦. The vertex Ai of such αi < 180◦ is incident with at most three
regular polygons: with two or three triangles, with one triangle and one square or pentagon
or with two squares, or with a single n-gon with the inner angle (n− 2) · 180◦/n.

Hence, if M is triangle-free, then the angle αi < 180◦ is incident with only one n-gon
Pn whose interior angle is (n − 2) · 180◦/n = αi. Removing this Pn from M we get a
smaller system, whose tiling is unique, by the induction hypothesis. Hence the position of
each polygon in M is uniquely determined.

Similarly, if there are no squares and hexagons in M , then every interior angle αi <
180◦ is incident either with a single polygon Pn (and then we proceed as before) or with a
triangle and a pentagon. But there is no planar interior vertex type containing faces 3 and
5 (see Theorem 3.3). Therefore both the vertices of the edge AC shared by a boundary
triangle ABC and a pentagon are boundary vertices (see Figure 5). If we interchange the

A
B

C
A

B

C

Figure 5: Left: A (3, 5)-system with two boundary components and with the cyclical sym-
metry group C15. Right: An illustration of the fact that such system cannot have two
different tilings.

positions of two adjacent boundary faces 3 and 5 along the adjacent boundary edges then
the interchanged face 5 covers a neighbourhood of C (as in Figure 5 right). So there is only
one possible tiling of M in the neighbourhood of all boundary points incident with 3.5 or
5.3. Removing this triangle and pentagon we get a smaller region for which the theorem is
true by the induction hypothesis.

Remark 3.6. It may happen that the boundary of M − Pn is no longer a simple closed
curve (see Figure 6); it may have crossings and it may have more than one component.
However, by repeating the process of removing the polygons corresponding to interior an-
gles αi < 180◦ from the system and calculating the boundary angles code of the smaller
system we may find the exact locations of each face in the system algorithmically. For ex-
ample, removing a boundary square P4 fromM changes the boundary code from ca(M) =
(t1, t2, . . . , ti−1, ti = α4 = 90◦, ti+1, . . . , tr) into ca(M −P4) = (t1, t2, ti−1 +α4, α4 −
180◦, α4 + ti+1, . . . , tr), as in Figure 6. For n ≥ 5 we get a more complicated formula
for ca(M − Pn), dependent on how many successive angles ti, ti+1, . . . ti+k in ca(M) are
equal to (n− 2) · 180◦/n.

Just as in the planar case, there are polygonal regions on the sphere admitting more
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i− 1

i

i + 1
i− 1

i

i + 1

Figure 6: Removing of a boundary face may produce a system that is no more face-
connected.

than one regular tiling, too. A spherical pentagon, covered by five regular triangles sharing
a vertex of the spherical icosahedron is an example of such a region.

Theorem 3.7. Let M be a spherical regular polygonal system M without triangles and
squares. If the boundary of M has only one component, then M is reconstructible from its
boundary faces-edges code cf,e(M).

Proof. By Theorem 3.4 M has no interior points. Hence there can be no cycle composed
of adjacent faces in M , and cf,e(M) completely describes the system M .

Theorem 3.8. The face vector f(M) = (f3, f4, f5, . . . ) and consequently also the number
of faces f = f3+f4+f5+· · · of any regular planar polygonal systemM = M(Ω) without
hexagons or triangles and with all sides of length 1 is uniquely determined by the area of
Ω, and this area is uniquely determined by its boundary angles code ca(Ω) = ca(M).

Proof. If M = M(Ω) has at most two faces, then its face vector is obviously determined
by its boundary code, except in the case of a hexagon, which may be decomposed into six
triangles. Suppose the theorem is true for any system with n faces. Take a system M with
n+2 faces. In every boundary vertex with a positive angle ti we can repeat the procedure of
taking out the polygons ofM as in the proof of Theorem 3.5. In the boundary vertices with
the interior angles filled with 3.4, 4.3, 3.5, 5.3, we take away from M both combinations
and get two smaller systems M∗ and M∗∗ composed of n faces which must have the same
area, hence they have the same face vector by the induction hypothesis. Therefore M has
the unique face vector, too.

Theorem 3.9. The symmetry group S(M) of a planar or spherical regular polygonal sys-
tem M = M(Ω) is a subgroup of S(Ω) = S(∂Ω).

Proof. Any rotation or reflection preserving M preserves the region Ω, tiled by the poly-
gons of M . The symmetry group of the boundary of Ω is obviously isomorphic to the
symmetry group of Ω.

A symmetry of the boundary of Ω does not necessarily induce a symmetry of M =
M(Ω). For example, if we glue together the two 12-gons from Figure 4 (without the added
top square) along the vertical edge, we get a region with two reflection symmetries (over
the vertical axis and over the horizontal axis), yet its tiling has only one reflection symmetry
(over the horizontal axis).
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Theorem 3.10. If there is only one regular polygonal system M = M(Ω) covering the
region Ω then the groups S(M) and S(Ω) are isomorphic.

Proof. If the tiling M of Ω with regular polygons is unique, then every symmetry of Ω
automatically induces an automorphism of M .

Lemma 3.11. Let Ω be a planar polygonal system with given lengths of its edges li =
AiAi+1 and with the boundary angles code c(Ω) = (t1, . . . , tr).

(i) If ti+k = tk and if li+k = lk for some k ≥ 2, then Ω has a rotational symmetry for
the angle 360◦/(r/k).

(ii) If ca(Ω) = (t1, . . . , tr) = (tr, . . . , t1) and if the cyclical sequence cl = (l1, l2, . . . ,
lr) of the lengths li of the boundary edges AiAi+1 has a reflection symmetry, then Ω
has a reflection symmetry.

Proof. (i) This is obviously true for k = 1, for in that case we have ca(Ω) = (t, t, . . . , t),
hence all ti are the same, and all li are the same, hence Ω is a regular polygon Pr invariant
for the rotation for the angle 360◦/r.

In the case k = 2 we have ca(Ω) = (t, s, t, s, . . . , t, s). Removing from Ω the congru-
ent triangles4A1A2A3,4A3A4A5, . . . ,4A2n−1A2nA1 we get a region with r/k = r/2
boundary edges where all ti are the same and all li the same (case k = 1) and for which
we know (i) is true; hence Ω has the rotation for the angle 360◦/(r/2), too.

Similarly, for the k ≥ 3 we remove r/k = n congruent triangles from Ω to get a smaller
region with r − r

k = nk − n = n(k − 1) boundary angles and with a period k − 1, hence
by the induction hypothesis having a rotation Rn where n = r

k = n(k−1)
k−1 . Hence Ω has

the rotation for the angle 360◦/(r/k), too.

(ii) Reflection symmetry of the sequence cl(Ω) may have three forms2:

(a) cl = (y, z, . . . , b, a, a, b, . . . , y, z),

(b) cl = (x, y, z, . . . , b, a, a, b, . . . , y, z),

(c) cl = (x, y, z, . . . , b, a, a, b, . . . , y, z, w),

and the same holds for the cyclical sequences of the lengths li.
Obviously (ii) is true if Ω has 3, 4, 5 or 6 sides, since the only possible cases of cl(Ω)

are: (x, y, y), (y, z, z, y), (x, y, y, z), (x, y, z, z, y), (x, y, z, z, y, w) and (x, y, z, z, y, x).
Now we can use a simple induction argument to see that if Ω has more sides than 6, then
we can cut it in two pieces with the boundary angles code of the types (c) or (b), and each
of these two pieces has the same reflection symmetry (whose axis is the symmetral of the
same line XY ), hence Ω has the same reflection symmetry (see Figure 7 middle). This is
clear for regions of the type (a); the regions of the types (b) and (c) are obtained from a
region of the type (a) by glueing one or two triangles to it.

Theorem 3.12. Let M = M(Ω) be a regular planar polygonal system without triangles
covering the region Ω. Then the symmetry group S(M) of M and the center of the rotation
Rn are determined by its boundary angles code ca(M) as follows:

(i) if ca(M) has a reflection symmetry ca(M) = (t1, . . . , tr) = (tr, . . . , t1) thenM has
a reflection symmetry;

2The letters x, y, z, a, b, . . . are used here to denote lengths li of boundary edges of Ω.
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XY

Figure 7: Left: a region with rotational symmetry; middle: a region with reflection symme-
try; right: a region whose all boundary angles are identical (equal to 120◦, as in a regular
hexagon), yet it has no symmetry.

(ii) if ca(M) = (t1, . . . , tr) is a periodical cyclical sequence: ti+k ≡ ti for some k > 2
then M has a rotational symmetry for the angle 360◦/(r/k);

(iii) if f ≡ 1 (mod n) then the center of the rotation Rn is in a face;

(iv) if f ≡ 0 (mod n) and n > 2 then the center of the rotation is in the vertex
(if n > 2);

(v) if f ≡ 0 (mod n) and n = 2 then the center of the rotation is in an edge.

Proof. By Theorem 3.5, M = M(Ω) is uniquely determined by its boundary angles
code ca(M) = ca(Ω). By Theorem 3.9, the group of symmetries of M is isomorphic
to the group of symmetries of the boundary of Ω. Now (i) and (ii) follow directly from
Lemma 3.11. Indeed, if the boundary angles code ca(M) = ca(Ω) of length r remains
the same after the shift k (mod m), then r = kn is divisible by k and Ω has a rotational
symmetry Rn (see Lemma 3.11).

Likewise, the reflection symmetry of ca(Ω) implies the reflection symmetry of Ω, since
all the edges of Ω are of the same size (since they are tiled by the regular polygons of M
joined edge to edge) and we can apply Lemma 3.11. Now we use again S(Ω) = S(M),
implied by Theorem 3.5.

The center of the rotational symmetry Rn of any planar regular polygonal system can
be in a vertex (this is possible only in the cases when n = 3, 4, 6), in an edge center (this
is possible only if n = 2) or in a center of a m-gon, where n divides m. If there are no
triangles in the system, and if n is odd, then the center of the rotation Rn is in a face center.

If the rotational symmetry Rn has the center in a m-gon, then fm ≡ 1 (mod n) while
the number of all other i-gons fi is divisible by n, hence f ≡ 1 (mod n). If the center
of the rotation is in a vertex or in an edge center, then fi ≡ 0 (mod n) for every i, hence
f ≡ 0 (mod n). By Theorem 3.8 the face vector of M without triangles may be obtained
from the boundary angles code ca(M) so the numbers fi are known, hence we can easily
distinguish between the two possible cases with rotational symmetry: f ≡ 1 (mod n) and
f ≡ 0 (mod n).

If f ≡ 0 (mod n) and n > 2 then the center of the rotation must be in a vertex. If
f ≡ 0 (mod n) and n = 2 then the center of the rotation must be in an edge.

Remark 3.13. So the information hidden in the boundary angles code suffices to find out
whether the center of rotation is located in a face, in a vertex or in the middle of an edge.3

3Another possible approach to this question is to calculate the center of rotation directly via orbit barycenters,
and compare its coordinates with the coordinates of all the vertices, face centers and edge centers of the tiling M .
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4 Summary and open questions
We proposed a concept of a regular polygonal system, a mathematical model of chemical
(planar or non-planar) molecules composed of chains of atoms forming regular n-gonal
cycles of equal or various length (n = 3, 4, 5, 6, . . . ).

We proved that the structure (and hence the symmetry group) of any regular planar
polygonal system M without triangles or without squares and hexagons is reconstructible
from its boundary angles code ca(M).

The proof of Theorem 3.1 implicitly uses a simple incommensurability argument. This
type of argument can be generalized as in the following definition and lemma:

Definition 4.1. The quantities q1, q2, . . . , qn are called incommensurable, if they satisfy the
following condition: if two linear combinations of these quantities with integer coefficients
are the same, i.e.

∑n
i=1 aiqi =

∑n
i=1 biqi, then their corresponding coefficients must be

the same, i.e. ai = bi.

From this definition immediately follows:

Lemma 4.2. If any quantity q can be expressed as an integer linear combination

q =

n∑
i=1

aiqi

of incommensurable quantities, then the coefficients ai are uniquely determined by q.

Conjecture 4.3. The areas of all planar regular polygons with the same side length (except
the triangle or hexagon) are incommensurable quantities.

Conjecture 4.4. The volumes of all Platonic and Archimedean solids with the same side
are incommensurable quantities.

If one could prove Conjecture 4.3, this would automatically prove also Theorem 3.8.
However, the converse is not true. If one could prove Conjecture 4.4 this would prove
another conjecture:

Conjecture 4.5. If we glue together copies of Platonic and Archimedean solids (with unit
sides) face to face then we can find the number of each of them just by knowing the volume
of such composed solid.
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Appendix A Planar regular (3, 4)-systems

These systems may be classified by two parameters: the numbers f3 and f4 of triangular
and square faces, as in Figure 8.

As we see, the number of these systems grows very quickly with the total number of
faces f = f3 + f4. There are 16 such systems with 1, 2 or 3 faces.

In Figure 9 they are arranged by the increasing total number of faces. We give also their
boundary faces-edges codes cf,e and boundary angles codes ca. Observe that in all these
cases all the faces are boundary faces.

Since for the planar regular polygonal (3, 4)-systems all their boundary angles are mul-
tiples of 30◦, we give the boundary angles codes also in the form of multiples of 30◦.

The corresponding boundary faces-edges code and boundary angles codes of these
(3, 4)-systems, ordered as in Figure 9, are:

cf,e(M) ca(M)
(33) (120, 120, 120)◦ = 30◦(4, 4, 4)
(44) (90, 90, 90, 90)◦ = 30◦(3, 3, 3, 3)
(32, 32) (60, 120, 60, 120)◦ = 30◦(2, 4, 2, 4)
(43, 32) (120, 30, 90, 90, 30)◦ = 30◦(4, 1, 3, 3, 1)
(43, 43) (90, 0, 90, 90, 0, 90)◦ = 30◦(3, 0, 3, 3, 0, 3)
(32, 31, 32, 30) (60, 60, 120, 0, 120)◦ = 30◦(2, 2, 4, 0, 4)
(32, 30, 43, 31) (−30, 90, 90, 30, 60, 120)◦ = 30◦(−1, 3, 3, 1, 2, 4)
(32, 31, 43, 30) (90, 90,−30, 120, 60, 30)◦ = 30◦(3, 3,−1, 4, 2, 1)
(32, 41, 32, 41) (120, 30, 30, 120, 30, 30)◦ = 30◦(4, 1, 1, 4, 1, 1)
(32, 40, 32, 42) (120,−30, 120, 30, 90, 30)◦ = 30◦(4,−1, 4, 1, 3, 1)
(43, 40, 32, 42) (90,−60, 120, 30, 90, 0, 90)◦ = 30◦(3,−2, 4, 1, 3, 0, 3)
(42, 32, 40, 43) (30, 120,−60, 90, 90, 0, 90)◦ = 30◦(1, 4,−2, 3, 3, 0, 3)
(43, 41, 32, 41) (90, 0, 30, 120, 30, 0, 90)◦ = 30◦(3, 0, 1, 4, 1, 0, 3)
(43, 30, 43, 31) (90, 90,−60, 90, 90, 30, 30)◦ = 30◦(3, 3,−2, 3, 3, 1, 1)
(43, 41, 43, 41) (90, 90, 0, 0, 90, 90, 0, 0)◦ = 30◦(3, 3, 0, 0, 3, 3, 0, 0)
(43, 40, 43, 42) (90, 90,−90, 90, 90, 0, 90, 0)◦ = 30◦(3, 3,−3, 3, 3, 0, 3, 0)

f4 = 0 f4 = 1 f4 = 2 f4 = 3

f3 = 0

f3 = 1 etc.

Figure 8: Regular planar (3, 4)-systems classified by two parameters.
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Figure 9: Planar regular polygonal (3, 4)-systems with f = f3 + f4 ≤ 3 faces.

Appendix B Types of faces
The idea to classify the types of hexagons in a benzenoid system with respect to their
contacts to adjacent faces in a system [2, 7] may be generalized to any n-gonal faces in any
polygonal system as follows:

Definition B.1. The type of the n-gonal face f in a polygonal system M is the cyclical
binary sequence (b1, . . . , bn) where bi = 0 if the i-th edge of f is incident to at least one
other face of M and bi = 1 if it is a boundary edge of f . The number of types of n-gons
having k entries 1 in the binary code is denoted T (n, k). The number of possible types of
a n-gon is denoted T (n).

3 1 + 1 2

1

1
2

1 + 2

1 + 1

34

2

1

2

2

2
2

3
4 5

Figure 10: Boundary face types T1, T2, T3, S1, S2, S1+1, S3, S4, P1, P2, P1+1, P3, P1+2,
P4, P5.

Theorem B.2. The following relations hold:

(i) T (n) equals the number of binary cyclical sequences of length n.

(ii) T (3) = 4, T (4) = 6, T (5) = 8, T (6) = 13.

Proof. (i) This is obvious, and trivially implies also relations T (n, k) = T (n, n − k) and
T (n) = T (n, 0) + T (n, 1) + · · ·+ T (n, n). To each type t of a n-gon exists the opposite
type t∗ with the entries b∗i = 1− bi, hence t∗∗ = t.

For (ii) see Figure 10. Summing the adjacent entries 1 and ignoring the entries 0 we
can, at least for the triangles T , squares S and pentagons P , denote their possible boundary
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types like this:

T0 = (0, 0, 0), T1 = (1, 0, 0), T2 = (1, 1, 0) = T ∗1 ,

T3 = (1, 1, 1) = T ∗0 , S0 = (0, 0, 0, 0), S1 = (1, 0, 0, 0),

S2 = (1, 1, 0, 0) = S∗2 , S1+1 = (1, 0, 1, 0) = S∗1+1, S3 = (1, 1, 1, 0) = S∗1 ,

S4 = (1, 1, 1, 1), P0 = (0, 0, 0, 0, 0), P1 = (1, 0, 0, 0, 0),

P2 = (1, 1, 0, 0, 0), P1+1 = (1, 0, 1, 0, 0), P1+2 = (1, 0, 1, 1, 0) = P ∗1+2,

P3 = (1, 1, 1, 0, 0) = P ∗2 , P4 = (1, 1, 1, 1, 0) = P ∗1 , P5 = (1, 1, 1, 1, 1).

The inner faces are

T0 = (0, 0, 0), S0 = (0, 0, 0, 0), P0 = (0, 0, 0, 0, 0).

The 13 types of boundary hexagons H with 1, 2, 3, 4 or 5 boundary edges, e.g.

H1+1+1 = (1, 0, 1, 0, 1, 0) or H2 = (1, 1, 0, 0, 0, 0)

are given in [2] and more precisely classified in [7].

Remark B.3. The sequence T (n) (although defined only for n > 3) corresponds to the
sequence A000029 in OEIS [9].
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Abstract

Suppose F = {F1, . . . , Ft} is a collection of distinct subgraphs of a graphG = (V,E).
An F -WORM coloring of G is the coloring of its vertices such that no copy of each sub-
graph Fi ∈ F is monochrome or rainbow. This generalizes the notion of F -WORM
coloring that was introduced recently by W. Goddard, K. Wash, and H. Xu. A (restricted)
partition vector (ζα, . . . , ζβ) is a sequence whose terms ζr are the number of F -WORM
colorings using exactly r colors, with α ≤ r ≤ β. The partition vectors of complete graphs
and those of some 2-trees are discussed. We show that, although 2-trees admit the same
partition vector in classic proper vertex colorings which forbid monochrome K2, their par-
tition vectors in K3-WORM colorings are different.

Keywords: 2-tree, maximal outerplanar, partition, Stirling numbers.

Math. Subj. Class.: 05C15, 05C10

1 Preliminaries
A partition σ of a set S is a set of nonempty subsets or blocks of S such that each element
of S is in exactly one of the subsets of S. The number of blocks of σ is its rank and a
partition of rank r is simply called an r-partition. For instance, the Stirling number of the
second kind,

{
n
r

}
counts the number r-partitions of the set [n] = {1, 2, . . . , n}.

Consider the mapping c : S → [x] being an x-coloring of the elements of S. A subset
A ⊆ S is said to be monochrome if all of its elements share the same color andA is rainbow
if all of its elements have different colors. As such, a coloring c(S) is a partition of the set

E-mail addresses: aallagan@gmail.com (Julian D. Allagan), vvoloshin@troy.edu (Vitaly Voloshin)

cb This work is licensed under https://creativecommons.org/licenses/by/4.0/



174 Ars Math. Contemp. 16 (2019) 173–182

S since all of the elements of S are assigned a color; elements that share the same color
belong to the same block (monochrome subsets), and different blocks are used for those
with distinct colors (rainbow subsets).

Let G = (V,E) denote a simple graph and suppose F = {F1, . . . , Ft} is a collec-
tion of some distinct subgraphs Fi ⊆ G, 1 ≤ i ≤ t. An F -WORM coloring of G is the
coloring of the vertices of G such that no copy of each subgraph Fi is monochrome or
rainbow. When F has only one member, say F , we write F -WORM coloring; this special
case was first introduced by W. Goddard, K. Wash and H. Xu, and independently studied
by Cs. Bujtás and Zs. Tuza [5, 7, 8, 12, 13]. We note that this coloring requirement makes
sense only if each Fi ∈ F is of order three or more. However, for a generalization purpose
if some Fj is of order 2, we allow only rainbow copies of Fj in order to meet the classic
proper (vertex) coloring requirement. Suppose H = (V, E) is a hypergraph. If |e| = s for
each hyperedge e ∈ E , then H is said to be s-uniform. Given any vertex coloring of H ,
if no e ∈ E is monochrome, H is called a D-hypergraph or simply a hypergraph. When
no e ∈ E is rainbow, H is called a cohypergraph. In the event no e ∈ E is monochrome or
rainbow, then H is called a bihypergraph. Moreover, if G is a hypergraph and each sub-
graph Fi = Er, the null graph on r-vertices, then an F -WORM coloring of G is a proper
(vertex) coloring of an r-uniform bihypergraph; Cs. Bujtás and Zs. Tuza [7, 8] also noted
this strong relation between F -WORM coloring and mixed hypergraph colorings, a theory
that was first introduced by the second author [25, 26]. Thus, the notion of F -WORM col-
orings generalizes several well known coloring constraints. Given an F -WORM coloring,
the sequence (ζα, . . . , ζβ) whose terms, ζr, are the number of r-partitions is called a (re-
stricted) partition vector, with α ≤ r ≤ β. In general, partition vectors have some added
benefits in the study of log-concave and unimodal sequences which often arise in algebra,
combinatorics, computer science, even in probability and statistics (see for e.g., [2, 4, 11]).
A sequence of non-negative terms (a0, . . . , an) is called log-concave if a2i ≥ ai−1ai+1 for
i = 1, . . . , n − 1. Such sequence is also said to be unimodal if it has no gap (i.e., there
is no i with ai−1 6= 0, ai = 0 and ai+1 6= 0) and there is an index 0 ≤ j ≤ n such that
a0 ≤ . . . ≤ aj ≥ . . . ≥ an. Further, partition vectors are closely related to colorings; each
ζr gives the number of F -WORM colorings using exactly r colors, in which case α and
β are the lower and upper chromatic numbers, respectively. In [7], it is shown that it is
NP-hard to determine α and it is NP-complete to decide whether or not a graph G admits a
K3-WORM coloring using k ≥ 2 colors. Moreover, the integer set S = {x : α ≤ x ≤ β}
commonly known as feasible set, has been the subject of numerous research publications
(see e.g., [6, 15, 18, 27]). We note that the term chromatic spectrum has also been used for
feasible set in some of the aforementioned literatures. Further, we call the rank-generating
function

σ(G|F ;x) =

β∑
k=α

ζkx
k

the restricted partition polynomial of G subject to an F -WORM coloring. Note that,
when xi is replaced by the falling factorial power xi = x(x− 1)(x− 2) · · · (x− i+1), the
polynomial

σ(G|F ;x) =

β∑
k=α

ζkx
k

counts all F -WORM colorings using at most x colors. Some variants of restricted par-
tition polynomials have been well studied. For instance when G = En, σ(G|∅;x) is the
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Bell polynomial which is a widely studied tool in combinatorial analysis [9, 24]. Also,
σ(G|K2

;x) has been recently called Stirling polynomial [11] although it was first intro-
duced by Korfhage as σ-polynomial [17]. In particular, when written in the falling factorial
power of x, σ(G|K2

;x) = χ(G;x) is the well known chromatic polynomial [3, 22]. Thus,
a restricted partition polynomial extends both the chromatic polynomial and the Stirling
polynomial of graphs. In this paper, in Section 2, we determine the partition vectors of
some mixed hypergraphs. Later, in Section 3, we investigate K3-WORM colorings of
some 2-trees. We find that, while 2-trees admit the same partition vector given any (clas-
sic) proper vertex coloring, it is not true for their K3-WORM colorings. To support this
argument, we present two non-isomorphic members of 2-trees which have different par-
tition vectors. In Section 4, we conclude this paper with F -WORM colorings when F
includes a family of 2 or more graphs such as Path, Star or Cycle.

2 Coloring Kn with forbidden monochrome or rainbow subgraphs
We begin by establishing a connection between Ks-WORM coloring of a complete graph
Kn and mixed hypergraph colorings.

Theorem 2.1. The partition vector in a Ks-WORM coloring of Kn is (ζb n
s−1 c, . . . , ζs−1),

where ζr =
{
n
r

}
for all 3 ≤ s < n.

Proof. A partition of the vertices of Kn into r blocks, i.e.,
{
n
r

}
, guarantees that no subset

of V (Kn) with size r ≤ s−1 is rainbow. Moreover, to forbid a monochromeKs, it suffices
to ensure that no subset contains s or more elements, given each r-partition. This implies
that n ≤ r(s− 1). Hence, b n

s−1c ≤ r ≤ s− 1, giving the result.

An s-uniform hypergraph whose hyperedges are all the subsets of size s ≥ 3 of its
vertex set is called an s-uniform complete hypergraph.

Corollary 2.2. The partition vector of an s-uniform complete bihypergraph is (ζb n
s−1 c, . . . ,

ζs−1), where ζr =
{
n
r

}
for all s ≥ 3.

Removing either restriction on r gives each of the next result.

Corollary 2.3. The partition vector of an s-uniform complete hypergraph is (ζb n
s−1 c, . . . ,

ζs), where ζr =
{
n
r

}
for all s ≥ 2.

Corollary 2.4. The partition vector of an s-uniform complete cohypergraph is (ζ1, . . . ,
ζs−1), where ζr =

{
n
r

}
for all s ≥ 3.

3 Partition vectors of some 2-trees
As a generalization of a tree, a k-tree on n vertices (with 1 ≤ k ≤ n) is a graph which
arises from a Kk by adding n − k ≥ 1 new vertices, each joined to a Kk in the old
graph; this process generates several non-isomorphic k-trees, k ≥ 1. Figure 1 depicts
four non-isomorphic 2-trees on 6 vertices. K-trees are chordal graphs which are known
to admit at least one simplicial elimination ordering ([10]). Recall, a graph is chordal if
it does not contain an induced cycle of length 4 or more. The characterization of families
of graphs by forbidden subgraphs is an old tradition in graph theory and k-trees, despite
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(a) 3-sun (b) fan

(c) snake (d) θ(1, 2, 2, 2, 2)

Figure 1: Some non-isomorphic 2-trees.

being ubiquitous, have yet to be fully classified even in the case when k = 1. Adding some
additional restrictions on the coloring of certain subgraphs besides K2 and En may help
in the analysis of the structure of the graphs that contain them. To help support this claim,
we begin with the partition vectors in the coloring of 2-trees when monochrome K2 are
forbidden. These vectors do not characterize any member of k-trees, since non-isomorphic
k-trees do share the same partition vector as shown, later, in Corollary 3.2.

Proposition 3.1. The equality

xk(x− k)n−k =

n∑
t=k+1

{
n− k
t− k

}
xt

holds for all 1 ≤ k ≤ n.

Proof. Since xn =
∑n
t=1

{
n
t

}
xt, this implies that (x − k)n−k =

∑n−k
t=1

{
n−k
t

}
(x − k)t

and

xk(x− k)n−k =

n−k∑
t=1

{
n− k
t

}
x(x− 1) · · · (x− k − 1)(x− k)t

=

n−k∑
t=1

{
n− k
t

}
xt+k

=

n∑
t=k+1

{
n− k
t− k

}
xt,

giving the result.

Corollary 3.2. The partition vector of any k-tree on n− k simplicial vertices such that no
K2 is monochrome is (ζk+1, . . . , ζn), where ζr =

{
n−k
r−k
}

.

Proof. It is easy to see that the left side of the equality of the formula in Proposition 3.1 is
that of the chromatic polynomial of any k-tree, k ≥ 1. The result follows from the right
side of that equality.
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We note the quantity
{
n−k
r−k
}
=
{
n
r

}(k)
is known for counting the number of k-nonconse-

cutive r-partitions of n elements (see e.g., [16]); a partition of the set {1, . . . , n} is said to
be k−nonconsecutive whenever x and y are in the same block, |x− y| ≥ k.

Recall that a graph is called outerplanar if it can be embedded in the plane in such a
way that every vertex lies on the outer cycle. A maximal outerplanar (MOP) graph is an
outerplanar graph with a maximum number of edges [21]. Graphs such as 3-sun, fan and
snake are some well known MOPs; these graphs are depicted in Figures 1(a), 1(b) and 1(c),
respectively. Laskar and Mulder [19, 20] characterized MOPs as the intersection of any two
of the following graphs: chordal, path-neighborhood, and triangle graphs T (G) which are
trees. Recall, a path-neighborhood graph is a graph in which every vertex neighborhood
induces a path and the triangle graph T (G) of G has the triangles of G as its vertices, and
two vertices of T (G) are adjacent whenever their corresponding triangles in G share an
edge [1]. Simply put, MOPs are members of 2-trees. Here, by considering K3-WORM
colorings of 2-trees, we have found that their partition vectors are uniquely determined and
the process reveals that MOPs are 2-trees with the characteristic that every edge is shared
by at most two triangles.

Theorem 3.3. SupposeG is a 2-tree such that its triangle graph is a path. Then the number
of colorings of its vertices such that no triangle is monochrome or rainbow is

P (G) =
∑

1≤j≤bn2 c

φ(n− 1, j)x(x− 1)j ,

where

φ(n− 1, j) =

{
an−1,j + an−1,bn−1

2 c+j
if j < n

2

an−1,n2 otherwise

and the values ai,j’s satisfying,

(i)
a1,1 = 1, ai,1 = 2 for each 2 ≤ i ≤ n− 1

and, for each k = 1, . . . , b i2c,

(ii)

a2k,j =

{
a2k−1,j + a2k−1,j+k−1 if 2 ≤ j ≤ k
a2k−1,j−k if k + 1 ≤ j ≤ i

(iii)

a2k+1,j =


a2k,j + a2k,j+k−1 if 2 ≤ j ≤ k
1 if j = k + 1

a2k,j−k−1 if k + 2 ≤ j ≤ i.

Proof. Suppose G = (V,E) is a 2-tree on n ≥ 3 whose triangle graph is a path. Then,
there exists a simplicial elimination ordering π = {u1, . . . , un}, such that ui is adjacent to
the edge with endpoints (ui−1, ui−2). Let G1 := u1, G2 := u1u2, and Gi := Gi−1 ∪{ui}
where ui is adjacent to the pair (ui−1, ui−2) in Gi for all i ≥ 3. Suppose c is any coloring
of G and denote by P (G) the restricted number of colorings of G. For n = 3, we count the
colorings when u1u2 is rainbow and when u1u2 is monochrome, separately. If we denote
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A1 = x(x−1) andB1 = x then P (G3) = A1+(x−1)B1+A1. SetA2 := A1+(x−1)B1

and B2 := A1 and clearly A2 and B2 count the number of colorings where c(u3) 6= c(u2)
and c(u3) = c(u2), respectively. For all n ≥ 3, at each iteration, we separate the terms
that count c(ui) 6= c(ui−1) from those that count c(ui) = c(ui−1), giving the recursion
P (Gn) = An−1 + Bn−1, where An−1 := An−2 + (x − 1)Bn−2 and An−1 := An−2.
Now use A1 and B1 as basis for the previous recursion and record at each iterative step the
coefficients ai,j’s of each expression (x − 1)k, for 1 ≤ i, j ≤ n − 1. By letting a1,1 = 1,
it is easy to verify that the coefficients ai,j’s satisfy the conditions (i) – (iii). For instance,
when n = 3, a2,1 = 2, a2,2 = a1,1 = 1. Now, define an (n − 1) × (n − 1) matrix A
whose entries are the coefficients ai,j’s of P (Gi+1) with P (G2) = x(x − 1). It follows
that P := xA ·Q, where

P =


P (G2)
P (G3)

...
P (Gn)

 , A =


a1,1
a2,1 a2,2

...
...

. . .
an−1,1 an−1,2 . . . an−1,n−1

 ,
and

Q =
[
Q1 | Q2

]T
,

with

Q1 =
[
(x− 1)1 · · · (x− 1)d

n−1
2 e
]

and

Q2 =
[
(x− 1)1 · · · (x− 1)b

n−1
2 c
]
.

Thus,

P (G) = P (Gn) =

x
( ∑

1≤k≤dn−1
2 e

an−1,k(x− 1)k +
∑

1+dn−1
2 e≤k≤n−1

an−1,k(x− 1)k−d
n+1
2 e
)
=

∑
1≤j≤bn2 c

φ(n− 1, j)x(x− 1)j , (3.1)

where

φ(n− 1, j) =

{
an−1,j + an−1,bn−1

2 c+j
if j < n

2

an−1,n2 otherwise,

giving the result.

Remark 3.4. The argument in Theorem 3.3 requires that, at each iteration, no newly added
vertex is joined to a previously used edge of a triangle. Also, this argument obviously
applies to the case when one endpoint (but not both) of an edge is reused during the iteration
process as in the case of a fan, for example. Moreover, because the recursive process is
independent of the choice of the edge in the old graph, the result includes all such 2-trees
which have the characteristic that each edge in the graph is shared by at most two triangles;
this is a unique characteristic of MOPs, giving the next result.
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Corollary 3.5. If G is a MOP then its partition vector given any K3-WORM coloring is
(ζ2, . . . , ζbn2 c+1), where

ζr =

bn2 c∑
j=r−1

φ(n− 1, j)

{
j

r − 1

}
,

with

φ(n− 1, j) =

{
an−1,j + an−1,bn−1

2 c+j
if j < n

2

an−1,n2 otherwise,

and the values ai,j’s satisfying,

(i)
a1,1 = 1, ai,1 = 2 for each 2 ≤ i ≤ n− 1

and, for each k = 1, . . . , b i2c,

(ii)

a2k,j =

{
a2k−1,j + a2k−1,j+k−1 if 2 ≤ j ≤ k
a2k−1,j−k if k + 1 ≤ j ≤ i

(iii)

a2k+1,j =


a2k,j + a2k,j+k−1 if 2 ≤ j ≤ k
1 if j = k + 1

a2k,j−k−1 if k + 2 ≤ j ≤ i.

Proof. Apply Proposition 3.1 (when k = 1) to the factors of the parameter φ in (3.1) and
combine like expressions, to obtain the restricted partition polynomial

σ(G|K3) =

bn2 c+1∑
r=2

( bn2 c∑
j=r−1

φ(n− 1, j)

{
j

r − 1

}
xr
)
,

giving the result.

Observations.

1. When r = bn2 c+ 1, the upper partition number ζbn2 c+1 = φ(n− 1, bn2 c), where

φ(n− 1, bn2 c) =

{
1 if n is even
2 + n−1

2 otherwise.

These values indicate that MOPs with even number of vertices admit a unique K3-
WORM coloring.

2. Also, it is worth noting that when r = 2, we have the lower partition number ζ2 =∑bn2 c
j=1 φ(n, j) =

∑
j ai,j . Further, if we let bi−1 =

∑
j ai,j for all i ≥ 2, the

sequence {bn} satisfies the shifted Fibonacci recurrence given by b1 = 3, b2 = 5
and bn = bn−1 + bn−2, for n ≥ 3.
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3. If each triangle of G is replaced by a hyperedge (of size 3), the previous result
also gives the partition vector of several nonlinear 3-uniform acyclic bihypergraphs,
which include the complete 3-uniform interval bihypergraphs [26]; 3-uniform bihy-
pergraphs often appear in communication models for cyber security [14].

Obviously, there are other members of 2-trees who have 3 or more triangles sharing
the same edge as subgraphs. Here, we present the other extremal case of 2-trees when all
triangles share a single edge, say u1u2. This 2-tree, often denoted by θ(1, 2, . . . , 2), is a
member of the well known n-bridge graphs. See Figure 1(d) for an example of a 5-bridge.
Note that θ(1, 2, . . . , 2) is a maximal planar graph but not a MOP, for all n ≥ 5.

Corollary 3.6. Suppose G = θ(1, 2, . . . , 2), an (n − 1)-bridge graph on n ≥ 3 vertices.
The partition vector of a K3-WORM coloring of G is (ζ2, . . . , ζn−1) where

ζr =

2n−2 + 1 if r = 2{
n− 2

r − 1

}
otherwise.

Proof. Count the number of colorings when the shared edge u1u2 is monochrome and
when it is rainbow, giving x(x − 1)n−2 + 2n−2x(x − 1) colorings. Now apply Proposi-
tion 3.1 (when k = 1) to the terms of the expression to obtain the result.

We leave it to the reader to verify that the previous values in the partition vector when
G = θ(1, 2, . . . , 2) are different from those of MOPs, for all n ≥ 5.

4 Conclusion
We’ve shown that while 2-trees admit the same partition vector given any proper vertex
coloring, it is not the case with their K3-WORM colorings. We hope these results indicate
the importance of WORM colorings in general in the analysis of the structures of some
well-known graphs which could not be classified with the usual proper vertex colorings.
For a potential future research, we introduce some generalizations of F -WORM colorings
when F includes multiple graphs such as Path, Star or Cycle. In the next results, Cn,
K1,n−1, and P ∗n denote an n-cycle, an n-star, and an n-path that includes a fixed vertex
(apex) u1, respectively.

Corollary 4.1. Suppose G is a fan on n ≥ 4 vertices. If G has a K3-WORM coloring then
G admits an F -WORM coloring with F = {P ∗s ,K1,t, Cr, θ(1, n1, n2)} where s ≥ 4,
bn−12 c ≤ t ≤ n− 1, r ≥ 3, and 2 ≤ n1 ≤ n2 such that n1 + n2 ≤ n.

Proof. Suppose G is a fan on n ≥ 4 vertices which we can construct as follow: start with
a triangle, say (u1, u2, u3), and iteratively add n− 3 new vertices such that each additional
vertex ui is adjacent to the pair (u1, ui−1), for i = 4, . . . , n. Assume G admits a K3-
WORM coloring.

(i) Observe that for s ≥ 4, every path P ∗s ⊆ G contains the subgraph u1uiui+1 for
some i (2 ≤ i ≤ n − 2). If some 3-path (that includes u1) is monochrome/rainbow
then the triangle (u1, ui, ui+1) is monochrome/rainbow, violating the K3-WORM
coloring assumption. Hence G admits a P ∗s -WORM coloring for all s ≥ 4.
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(ii) By letting the vertices of K1,t ⊆ G be all the vertices of G, it follows that t ≤ n− 1.
Now, consider the coloring such c(u1) = c(u2k) and c(u1) 6= c(u2k+1) for k =
1, . . . , dn−12 e. Clearly, such coloring does not violate our assumption ofK3-WORM
coloring of G. Hence, the lower bound of t is satisfied by letting the vertices of
K1,t be {u1, u2} ∪ {u2k+1 : k = 1, . . . , dn−12 e}, which guarantees a K1,t-WORM
coloring for all t ≥ dn−12 e.

(iii) For r ≥ 4, since every cycle Cr ⊆ G includes the apex u1, there exists an s ≤ r
such that P ∗s ⊆ Cr, with 4 ≤ s ≤ r ≤ n. From (i), G admits a Cr-WORM coloring.
The case when r = 3 is trivial.

(iv) Likewise, since θ(1, n1, n2) contains C1+q ⊆ G with q ∈ {n1, n2}, the result fol-
lows from (iii) that, for all 2 ≤ n1 ≤ n2 such that n1 + n2 ≤ n, G admits a
θ(1, n1, n2)-WORM coloring.

Note that the converse of the statement in Corollary 4.1 is not true. Using a similar ar-
gument as in the previous proof establishes the next result; recall, a snake (see Figure 1(c))
is a 3-sun-free maximal outerplanar graph with at least four vertices.

Corollary 4.2. Suppose G is a snake on n ≥ 4 vertices. If G has a K3-WORM coloring
then G admits an F -WORM coloring, where F = {Cr, θ(1, 2, 2)} with 3 ≤ r ≤ n.
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1 Introduction
All graphs considered in this paper are nontrivial, finite, simple and undirected. By a
nontrivial graph we mean a graph on at least two vertices. If G = (V,E) is a graph, then
V = V (G) is the set of vertices of order n(G) = |V |, and E = E(G) is the set of edges of
size m(G) = |E|. The degree of a vertex v ∈ V in graph G will be denoted by dG(v). A
vertex v of degree 1 is a leaf, while its only neighbor is called a support vertex. If u has at
least two neighbors which are leaves, then u is referred to as a strong support vertex. The
minimum and maximum degree among the vertices of G are denoted by δ(G) and ∆(G),
respectively. For v ∈ V (G), the set of its neighbors is denoted by NG(v) and called the
open neighborhood of v. We use a similar notation for a set A ⊆ V (G), it is defined as
NG(A) =

⋃
v∈ANG(v). If G is clear from the context, we simply write d(v), N(v) and

N(A) instead of dG(v), NG(v) and NG(A), respectively.
For a graph G, a set D ⊆ V (G) is a total dominating set if every v ∈ V (G) has at least

one neighbor in D; i.e., if N(D) = V (G). If G does not contain isolated vertices, such
a set D always exists, and the minimum cardinality of a total dominating set, denoted by
γt(G), is the total domination number of G. A survey on total domination can be found
in [8], and more recently, the topic was thoroughly covered in the book [9]. If Cn is a cycle
of length n, its total domination number can be obtained as follows:

γt(Cn) =

{
n
2 + 1, if n ≡ 2 (mod 4);⌈
n
2

⌉
, otherwise.

For a set B ⊆ V we denote by G−B the graph which is obtained from G by deleting
the vertices in B and all edges incident with them. Moreover, if v1v2 ∈ E and v1v2 /∈ E
with v1, v2 ∈ V , we use the notationsG−v1v2 andG+v1v2 for the graphs (V,E\{v1v2})
and (V,E ∪ {v1v2}), respectively. Let G1 and G2 be two vertex-disjoint graphs and let
v1 ∈ V (G1), v2 ∈ V (G2). The identification of vertices v1 and v2 results in a graph G
with V (G) = (V (G1)∪V (G2)∪{v})\{v1, v2} such that NG(v) = NG1

(v1)∪NG2
(v2).

Moreover, for any vertex u 6= v, the open neighborhood of u remains the same.
The subdivided star S(K1,`) is the graph on 2`+ 1 vertices which is constructed from

the star K1,` by subdividing each edge exactly once (left-hand side of Figure 1). The paw
is the graph P obtained from K4 by deleting two neighboring edges (right-hand side of
Figure 1). A connected graph is called cactus graph if its cycles are pairwise edge-disjoint.
Moreover, G is a block graph if each 2-connected component of G is a clique.

u

v1 v2 v

w1 w 2 w

S K( )1, P

u

v

w

x

l

l

l

Figure 1: The subdivided star S(K1,`), ` ≥ 2, and the paw graph P .
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For a subset S ⊆ V (G) we define∑
(S,G) =

∑
v∈S

dG(v).

Let v1, v2, . . . , vn be an ordering of the vertices of G such that d(v1) ≤ d(v2) ≤ · · · ≤
d(vn). The annihilation number a(G) is the largest integer k such that

∑k
i=1 d(vi) ≤

m(G). Equivalently, a = a(G) is the only integer satisfying both

a∑
i=1

d(vi) ≤ m(G) and
a+1∑
i=1

d(vi) ≥ m(G) + 1.

It is clear by definition that every independent set1 A satisfies
∑

v∈A d(v) ≤ m(G) and
consequently, the annihilation number is an upper bound on the independence number [11].
The annihilation number was first introduced by Pepper in [12]. The ‘annihilation process’,
which is referred to in this original definition, is very similar to the ‘Havel-Hakimi process’
(see [7] and [11] for exact descriptions).

In general, a set S of vertices is called an annihilation set if
∑

v∈S d(v) ≤ m(G); and
S is an optimal annihilation set, if

|S| = a(G) and max{d(v) | v ∈ S} ≤ min{d(u) | u ∈ V (G) \ S}.

In particular, if G is a connected graph on at least 3 vertices, any optimal annihilation set
of G contains all leaves.

Assuming that S is an optimal annihilation set, we introduce the following notations.
First, denote by d∗(G) (or simply by d∗) the minimum vertex degree over the set V (G)\S.
Note that d∗(G) = d(va(G)+1), and consequently, the value of d∗(G) is independent from
the choice of the optimal annihilation set S.

The following conjecture can be found in a slightly different form in Graffiti.pc [4], and
was later reformulated in [5].

Conjecture 1.1 ([4, 5]). If G is a connected nontrivial graph, then

γt(G) ≤ a(G) + 1. (1.1)

By definition, every graph satisfies a(G) ≥ bn(G)
2 c. Hence, the formulas given for

γt(Cn) above show that each cycle Cn satisfies the conjecture. Further, if δ(G) ≥ 3, it
was observed that the total domination number is at most bn(G)

2 c [1, 3, 13, 14]. Hence,
if δ(G) ≥ 3, then γt(G) ≤ a(G) clearly holds, even if G is disconnected. Therefore, it
is interesting to study this conjecture for graphs with small minimum degree, i.e. δ(G) ∈
{1, 2}. So far, Conjecture 1.1 has been proved for only one further important graph class.
The following result was established by Desormeaux, Haynes, and Henning in 2013.

Theorem 1.2 ([5]). If T is a nontrivial tree, then γt(T ) ≤ a(T ) + 1, and the bound is
sharp.

1A setA ⊆ V (G) is called an independent set if it induces an edgeless subgraph inG. The largest cardinality
of such a vertex set is the independence number of G and denoted by α(G).
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A similar result was proved by Desormeaux, Henning, Rall, and Yeo [6] for the 2-
domination number of trees. Very recently, a different proof was given for the same state-
ment by Lyle and Patterson [10]. Namely, their result can be obtained if we replace the
total domination number with the 2-domination number in Theorem 1.2.

In this paper we prove Conjecture 1.1 over two further graph classes, namely for cactus
graphs and block graphs. These are two natural generalizations of trees and also, for a
cactus graphGwe have δ(G) ≤ 2 and there exist block graphs with small minimum degree.
Remark that cactus and block graphs are well-studied classes with several applications, see
for instance [2]. Our main results are the following ones.

Theorem 1.3. If G is a nontrivial cactus graph, then γt(G) ≤ a(G) + 1.

Theorem 1.4. If G is a nontrivial block graph, then γt(G) ≤ a(G) + 1.

To formulate and to prove our results we will use the following function f defined for
every finite graph G as

f(G) = n(G) + 3m(G) + n1(G),

where n1(G) denotes the number of leaves in G. Remark that f is strictly monotone in the
sense that if G′ is a proper subgraph of G, then f(G′) < f(G). Indeed, n(G′) +m(G′) <
n(G) +m(G) clearly holds, and 2m(G′) + n1(G′) ≤ 2m(G) + n1(G) is true because the
deletion of an edge may result in at most two new leaves. Also note that we have f(G) ≥ 7
for any nontrivial, finite and connected graph G.

The paper is organized as follows. In Section 2, we establish several lemmas which
will be referred to in later proofs. In Section 3 and 4 we prove Theorem 1.3 and 1.4,
respectively. In the last section we discuss the sharpness of our main theorems and arise
some related problems.

2 Preliminary results
Here we present some preliminary results on how we can obtain a smaller graph G′ from
G (mainly, by deleting some edges and/or vertices from G) such that γt(G′) ≤ a(G′) + 1
implies γt(G) ≤ a(G) + 1. First we consider changes related to vertices of small degree.

Lemma 2.1. Assume that G is a connected graph on at least three vertices and it fulfills at
least one of the following properties:

(i) d∗(G) ≤ 2;

(ii) G has a strong support vertex;

(iii) G contains an induced path vu1u2u3w such that d(u1) = d(u2) = d(u3) = 2;

(iv) G contains a path u1u2u3v such that u1 is a leaf and d(u2) = d(u3) = 2;

(v) G contains two adjacent support vertices.

Then, there exists a nontrivial connected graph G′ with f(G′) < f(G) such that γt(G′) ≤
a(G′) + 1 implies γt(G) ≤ a(G) + 1. Moreover, if G is a cactus graph, then G′ can be
chosen to be a cactus graph as well; and if G is a block graph, in cases (ii) – (v), G′ can
be chosen to be a block graph.
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Proof. Since trees and cycles satisfy Conjecture 1.1, we may suppose throughout that G is
neither a tree nor a cycle.

(i) First assume that d∗(G) ≤ 2. Since G is neither a tree nor a cycle, there exists a
vertex v ∈ V (G) with d(v) ≥ 3 which is incident to a cycle. Let e = vu be an edge from
that cycle. Clearly, G′ = G − e is connected, f(G′) < f(G) and m(G′) = m(G) − 1.
The deletion of an edge does not decrease the total domination number. This establishes
γt(G) ≤ γt(G

′). Consider now an optimal annihilation set S′ of G′. By definition, it
satisfies

∑
(S′, G′) ≤ m(G′) = m(G) − 1. If u, v /∈ S′ then

∑
(S′, G) =

∑
(S′, G′) ≤

m(G)−1; if S′ contains exactly one of u and v, then
∑

(S′, G) =
∑

(S′, G′)+1 ≤ m(G).
In either case a(G) ≥ |S′| = a(G′) follows. In the third case u, v ∈ S′ and

∑
(S′, G) =∑

(S′, G′) + 2 ≤ m(G) + 1. Let V1,2 denote the set of vertices which have degree 1 or 2
in G. Our assumption d∗(G) ≤ 2 implies

∑
(V1,2, G) ≥ m(G) + 1. Since d(v) ≥ 3, we

have
∑

(V1,2 ∪ {v}, G) ≥ m(G) + 4. Therefore, (V1,2 ∪ {v}) " S′ implies that we have
a vertex v∗ ∈ V1,2 which is not contained in S′. If v is replaced with v∗ in S′, we obtain a
set S with

∑
(S,G) ≤

∑
(S′, G) − 1 ≤ m(G). This proves a(G) ≥ |S| = a(G′). If G′

satisfies (1.1), we may conclude that the same is true for G:

γt(G) ≤ γt(G′) ≤ a(G′) + 1 ≤ a(G) + 1.

In the sequel of the proof we will assume that d∗(G) ≥ 3.
(ii) Assume that a vertex v ∈ V (G) has two neighbors u1 and u2 which are leaves

in G. Since v remains a support vertex in G′ = G − {u1}, it is contained in every total
dominating set of G′. This implies γt(G′) = γt(G). On the other hand, every optimal
annihilation set of G contains u1 and hence a(G′) ≤ a(G). Then, f(G′) < f(G), and
γt(G

′) ≤ a(G′) + 1 implies γt(G) ≤ a(G) + 1.
(iii) If vu1u2u3w is an induced path inG and d(u1) = d(u2) = d(u3) = 2, consider the

graph G′ = G−{u1, u2, u3}+vw. Observe that n(G′) = n(G)−3, m(G′) = m(G)−3,
n1(G′) = n1(G) and hence, f(G′) = f(G) − 12. Let D′ be an optimal total dominating
set of G′ and define D as follows:

D =


D′ ∪ {u1, u3}, if v, w ∈ D′;
D′ ∪ {u2, u3}, if w /∈ D′;
D′ ∪ {u1, u2}, if w ∈ D′ and v /∈ D′.

In either case, D is a total dominating set in G. Hence, γt(G) ≤ γt(G
′) + 2. Consider

next an optimal annihilation set S′ of G′. Since dG(v) = dG′(v) and dG(w) = dG′(w),∑
(S′, G) =

∑
(S′, G′) ≤ m(G′) = m(G) − 3. Our assumption d∗(G) ≥ 3 implies

that every vertex x with degree d(x) ≤ 2 is contained in every optimal annihilation set
of G. Hence, either S′ ∪ {u1, u2, u3} is a subset of an optimal annihilation set of G and
a(G) ≥ a(G′) + 3, or there is a vertex v∗ ∈ S′ with d(v∗) ≥ 3. In the latter case, consider
S = (S′\{v∗})∪{u1, u2, u3}, and observe that

∑
(S,G) ≤

∑
(S′, G)−3+3·2 ≤ m(G).

Therefore, a(G) ≥ |S| = |S′|+ 2 = a(G′) + 2. If G′ satisfies inequality (1.1), we have

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1

and that proves the statement for property (iii) .
(iv) Let u1u2u3v be a path inG such that d(u1) = 1 and d(u2) = d(u3) = 2. SinceG is

connected and not a path,G′ = G−{u1, u2, u3} is nontrivial, and we have f(G′) < f(G).
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IfD′ is an optimal total dominating set ofG′, thenD = D′∪{u2, u3} totally dominates all
vertices in G. Thus, γt(G) ≤ |D| ≤ γt(G

′) + 2. Next, we choose an optimal annihilation
set S′ in G′ and consider three cases concerning v and S′.

• If d(v) = 2, then G contains three consecutive degree-2 vertices and, as we have
already proved it in (iii), there exists a graph G′ with the required property.

• If v /∈ S′, then
∑

(S′, G) =
∑

(S′, G′), and
∑

(S′, G) ≤ m(G′) = m(G) − 3.
Hence, S = S′∪{u1, u2} satisfies

∑
(S,G) =

∑
(S′, G)+3 ≤ m(G), and a(G) ≥

a(G′) + 2. This, together with the assumption γt(G′) ≤ a(G′) + 1, establishes
inequality (1.1) for G.

• In the last case we assume that both v ∈ S′ and d(v) ≥ 3 hold. Then,
∑

(S′, G) =∑
(S′, G′) + 1 ≤ m(G′) + 1 = m(G)− 2. We define S = (S′ \ {v})∪{u1, u2, u3}

and observe that
∑

(S,G) =
∑

(S′, G) − d(v) + 5 ≤ m(G). Hence, S is an
annihilation set in G and we may conclude a(G) ≥ |S| ≥ a(G′) + 2. The statement
of the lemma is proved by the following chain of inequalities: γt(G) ≤ γt(G′)+2 ≤
a(G′) + 3 ≤ a(G) + 1.

(v) Let u and v be two leaves in G with support vertices u′ and v′ respectively such that
uu′, vv′, u′v′ ∈ E(G). Since G is not a path, at least one of these two support vertices,
say u′, is of degree of at least 3. Then, we define G′ = G − uu′ + uv and observe that
f(G′) = f(G) − 1. Let D′ be an optimal total dominating set of G′. Since v is a support
vertex in G′, v ∈ D′ must hold. Moreover, since NG′(u) ⊆ NG′(v′), we can choose D′

such that u does not belong to it. Then, D = (D′ \ {v}) ∪ {u′} is a total dominating set
in G. Hence, γt(G) ≤ |D| = |D′| = γt(G

′). By construction, every vertex has the same
degree in G as in G′ with the two exceptions v and u′, for which dG(u′) = dG′(u′) + 1
and dG(v) = dG′(v)− 1. Hence, any optimal annihilation set S′ of G′ satisfies one of the
following cases.

• If u′, v ∈ S′ or u′, v /∈ S′, then
∑

(S′, G) =
∑

(S′, G′) ≤ m(G′) = m(G).
Therefore, a(G) ≥ |S′| = a(G′).

• If v ∈ S′ and u′ /∈ S′, then
∑

(S′, G) =
∑

(S′, G′)− 1 ≤ m(G′)− 1 = m(G)− 1.
Therefore, a(G) ≥ |S′| = a(G′).

• If u′ ∈ S′ and v /∈ S′, then
∑

(S′, G) =
∑

(S′, G′) + 1 ≤ m(G′) + 1 = m(G) + 1.
We define S = (S′ \ {u′}) ∪ {v}. By our assumption, dG(u′) ≥ 3 and so, we have∑

(S,G) =
∑

(S′, G)− dG(u′) + 1 ≤ m(G) + 1− dG(u′) + 1 ≤ m(G)− 1. This
implies a(G) ≥ a(G′).

We have seen that for all possible cases a(G′) ≤ a(G) and γt(G) ≤ γt(G′). Together with
the condition that G′ satisfies (1.1), these imply γt(G) ≤ γt(G′) ≤ a(G′) + 1 ≤ a(G) + 1.

At the end of the proof we remark that all the above transformations result in a cactus
graph G′, if G was of the same type. Further, with the only exception of (i), the obtained
graphs stay block graphs if G is a block graph.

Lemma 2.2.

(i) For an integer ` ≥ 3, let Q ∼= K` be a complete subgraph of the connected graph G
such that Q contains exactly one vertex, say x, of degree larger than ` − 1. Assume
further that G′ = G − (V (Q) \ {x}) satisfies γt(G′) ≤ a(G′) + 1. Then, γt(G) ≤
a(G) + 1 follows.
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(ii) Let C be a cycle in a connected graph G such that C contains exactly one vertex
which is of degree larger than 2. Then, there exists a nontrivial connected graph
G′ with f(G′) < f(G) such that γt(G′) ≤ a(G′) + 1 implies γt(G) ≤ a(G) + 1.
Moreover, ifG is a cactus graph, thenG′ can be chosen to be a cactus graph as well.

Proof. (i) We suppose d(x) ≥ ` ≥ 3 and V (Q) = {v1, v2, . . . , v`−1, x}. By definition,
m(G′) = m(G)−

(
`
2

)
. For any total dominating setD′ ofG′,D′∪{x} is a total dominating

set of G. Hence, γt(G) ≤ γt(G′) + 1. Now, let S′ be an optimal annihilation set in G′.

• If x ∈ S′, we define S = (S′\{x}) ∪ {v1, . . . , vb `3 c+1}. Since dG′(x) ≥ 1, we∑
(S,G) ≤

∑
(S′, G′)− 1 +

(⌊
`
3

⌋
+ 1
)

(`− 1).

• If x /∈ S′, let S = S′ ∪ {v1, . . . , vb `3 c}. Then, since ` ≥ 3, we have

∑
(S,G) ≤

∑
(S′, G′) +

⌊
`

3

⌋
(`− 1) ≤

∑
(S′, G′)− 1 +

(⌊
`

3

⌋
+ 1

)
(`− 1).

Observe that in either case and for every ` ≥ 3, the relation |S| ≥ |S′|+1 holds. Moreover,
as
∑

(S′, G′) ≤ m(G′), we may estimate
∑

(S,G) as follows:∑
(S,G) ≤ m(G′)− 1 +

(⌊
`

3

⌋
+ 1

)
(`− 1)

= m(G)−
(
`

2

)
− 1 +

(⌊
`

3

⌋
+ 1

)
(`− 1)

= m(G)−
[
(`− 1)

(
`

2
−
⌊
`

3

⌋
− 1

)
+ 1

]
≤ m(G).

Here, the last inequality can be directly checked for ` = 3, 4 and 5. If ` ≥ 6, this clearly
follows from `

2 −
`
3 − 1 ≥ 0. We conclude that S is an annihilation set in G and therefore,

a(G) ≥ |S| ≥ |S′|+ 1 = a(G′) + 1. Together with the condition given in (i) for G′,

γt(G) ≤ γt(G′) + 1 ≤ a(G′) + 2 ≤ a(G) + 1

follows. This finishes the proof of (i).
(ii) Since C3 = K3, it suffices to prove (ii) for cycles C ∼= C` of length ` ≥ 4. If

d∗(G) ≤ 2 or ` ≥ 6, Lemma 2.1(i) and 2.1(iii) establish the statement. Henceforth, we
will suppose that d∗(G) ≥ 3 and ` = 4 or 5. Let xv1 . . . v`−1x be the cycle C such that
d(x) ≥ 3.

First, assume that `+ dG(x) ≥ 8; i.e., at least one of ` = 5 and dG(x) ≥ 4 holds. Let
G′ = G− (V (C) \ {x}) and let D′ be an optimal total dominating set of G′. Observe that
D = D′ ∪ {v2, v3} is a total dominating set in G and consequently, γt(G) ≤ γt(G

′) + 2.
Now, fix an optimal annihilation set S′ in G′ and consider the following two subcases.

• If x /∈ S′, we have
∑

(S′, G) =
∑

(S′, G′) ≤ m(G′) = m(G)− `. Then, we define
S = S′∪{v1, v2} and observe that

∑
(S,G) =

∑
(S′, G)+2 ·2 ≤ m(G)− `+4 ≤

m(G). This proves a(G) ≥ |S| = a(G′) + 2.

• If x ∈ S′, we have
∑

(S′, G) =
∑

(S′, G′) + 2 ≤ m(G′) + 2 = m(G)− `+ 2. In
this case, consider S = (S′ \ {x}) ∪ {v1, v2, v3}. For this set,∑

(S,G) ≤
∑

(S′, G)− dG(x) + 3 · 2 ≤ m(G)− `− dG(x) + 8 ≤ m(G)
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holds under the present assumption ` + dG(x) ≥ 8. Therefore, we have a(G) ≥
|S| = a(G′) + 2.

In either subcase, if G′ satisfies (1.1), we may conclude that

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1.

In the other case, C ∼= C4 and dG(x) = 3. Here, we define G′ = G − V (C). Since
dG(x) = 3, G′ is connected. If G′ consists of only one vertex, γt(G) = 2 < a(G) + 1
can be proved directly. Hence, we may assume that G′ is nontrivial. Let D′ be an optimal
total dominating set in G′ and observe that, also in this case, D = D′ ∪ {v2, v3} is a
total dominating set in G. Hence, γt(G) ≤ γt(G

′) + 2. On the other hand, let S′ be
an optimal annihilation set in G′. Since there is at most one edge between S′ and V (C),∑

(S′, G) ≤
∑

(S′, G′) + 1 ≤ m(G′) + 1 = m(G)− 4. Moreover, for S = S′ ∪{v1, v2},
we obtain

∑
(S,G) =

∑
(S′, G) + 4 ≤ m(G), from which a(G) ≥ a(G′) + 2 follows.

Thus, if G′ satisfies (1.1), the desired inequality γt(G) ≤ a(G) + 1 holds again.

The analogue of the following proof was given by Desormeaux et al. [5] inside the
proof of Theorem 1.2. There, both H and T were restricted to be a tree. Here, we restate
and prove the lemma in a more general form, whereH can be an arbitrary connected graph.

Lemma 2.3. Let H be a nontrivial connected graph and T be a tree such that V (H) ∩
V (T ) = ∅. Suppose that w ∈ V (H), u ∈ V (T ), and v is a leaf in T such that d(u, v) ≥ 3.
If G is obtained from H and T by identifying w and u, there exists a connected graph G′

with f(G′) < f(G) such that γt(G′) ≤ a(G′) + 1 implies γt(G) ≤ a(G) + 1.

Proof. First note that the statement follows from Lemma 2.1(i) if d∗(G) ≤ 2. Hence, we
may suppose that d∗(G) ≥ 3. Assume that T is rooted in u and choose a leaf v1 ∈ V (T )
which is of maximum distance from u. Let v2 be the parent of v1, and v3 be the parent of
v2. By assumption, d(u, v1) ≥ 3 and hence, vi 6= u (i = 1, 2, 3).

We will consider graphsG′ obtained fromG by removing a set of vertices from V (T ) in
such a way that G′ will stay connected. Throughout, S′ will denote an optimal annihilation
set in G′.

If v2 is a strong support vertex, Lemma 2.1(ii) implies the statement. So, we may
suppose that v1 is the only leaf of the support vertex v2. Since v1 is of maximum distance
from u, d(v2) = 2 also follows. Remark that the same is true for any other leaf and its
support vertex, if the leaf is of maximum distance from u. Suppose that d(v3) ≥ 3 and
let G′ = G − {v1, v2}. So m(G′) = m(G) − 2. If v3 is a support vertex in G′, then
v3 belongs to a minimum total dominating set D′ of G′. If v3 is not a support vertex,
then every child of v3 is a support vertex of degree 2. If a leaf-neighbor of a child of
v3 belongs to D′, then we can simply replace it in D′ with the vertex v3. In either case,
we may assume that v3 ∈ D′. Thus the set D = D′ ∪ {v2} is a total dominating set
of G, and so γt(G) ≤ |D| = |D′| + 1 = γt(G

′) + 1. Independently of whether vertex
v3 lies in S′ or not we have

∑
(S′, G) ≤

∑
(S′, G′) + 1 ≤ m(G′) + 1 = m(G) − 1.

Consider S = S′ ∪ {v1}. Then
∑

(S,G) =
∑

(S′, G) + d(v1) ≤ m(G), implying that
a(G) ≥ |S| = |S′| + 1 = a(G′) + 1. By assumption, we have that γt(G′) ≤ a(G′) + 1.
Therefore,

γt(G) ≤ γt(G′) + 1 ≤ a(G′) + 2 ≤ a(G) + 1.
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So, we may suppose that d(v3) = 2. Now we have three consecutive vertices v1, v2, v3
with degrees d(v1) = 1 and d(v2) = d(v3) = 2. Thus, by Lemma 2.1(iv), there exists a
graph G′ with f(G′) < f(G) which satisfies the statement.

The following lemmas will be needed to cover two specific cases in the proofs of The-
orems 1.3 and 1.4. Therefore, we give the proof for both cases here.

Lemma 2.4. Let H and F ∼= S(K1,`) be two vertex-disjoint graphs with n(H) ≥ 3 and
` ≥ 2. Assume that w is a vertex of H such that H −{w} is connected and u is the central
vertex of the subdivided star F . If G is the graph obtained from H and F by identifying w
and u, and γt(G− V (F )) ≤ a(G− V (F )) + 1, then γt(G) ≤ a(G) + 1.

Proof. Suppose the subgraph F ofG is rooted in u. We denote with v1, . . . , v` the children
of u, and with w1, . . . , w` the leaves. By our assumption, G′ = G − V (F ) = G −
{u, v1, . . . , v`, w1, . . . , w`} is a nontrivial connected graph, andm(G′) = m(G)−dG(u)−
`. If D′ is a minimum total dominating set of G′, then D = D′ ∪ {u, v1, . . . , v`} is a total
dominating set ofG, and hence γt(G) ≤ |D| = |D′|+`+1 = γt(G

′)+`+1. Now, consider
an optimal annihilation set S′ in G′. Independently of whether the vertices in NG′(u) are
inside S′ or not, we have

∑
(S′, G) ≤

∑
(S′, G′) + dG(u) − ` ≤ m(G′) + dG(u) − ` =

m(G)−2`. Let S = S′∪{v1, w1, . . . , w`}. Then
∑

(S,G) =
∑

(S′, G)+2+` ≤ m(G)−
2`+`+2 ≤ m(G), since ` ≥ 2. Then, we have a(G) ≥ |S| = |S′|+`+1 = a(G′)+`+1.
By assumption, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + `+ 1 ≤ a(G′) + `+ 2 ≤ a(G) + 1.

Lemma 2.5. Let H and P be two vertex-disjoint graphs, where P is the paw graph and H
is a nontrivial connected graph. Moreover, let z be a vertex of H and let x be a vertex of P
with dP (x) = 2. Assume thatG is the graph obtained fromH and P by identifying z and x.
Then, there exists a connected graph G′ with f(G′) < f(G) such that γt(G′) ≤ a(G′) + 1
implies γt(G) ≤ a(G) + 1.

Proof. If H ∼= K2, then G is a graph of order 5 satisfying γt(G) = 2 and a(G) = 3.
Thus, (1.1) holds forG. From now on, we assume that n(H) ≥ 3. We denote the neighbors
of x in P with u andw, and let v be the leaf neighbor of u. Two subcases will be considered
depending on the degree d(x) of x in G.

First suppose that d(x) = 3. Denote the third neighbor of x outside P with y. Since H
had at least three vertices, y is not a leaf, and hence G′ = G − V (P ) = G − {x, u, v, w}
is not a trivial graph. Also, m(G′) = m(G) − 5. If D′ is a minimum total dominating set
of G′, then D = D′ ∪ {u,w} is a total dominating set of G, and hence γt(G) ≤ |D| =
|D′| + 2 = γt(G

′) + 2. If S′ is an optimal annihilation set of G′, we have
∑

(S′, G) ≤∑
(S′, G′) + 1 ≤ m(G′) + 1 = m(G) − 4. Let S = S′ ∪ {u, v}. Then

∑
(S,G) =∑

(S′, G) + d(u) + d(v) ≤ m(G) − 4 + 3 + 1 = m(G), and we have a(G) ≥ |S| =
|S′|+ 2 = a(G′) + 2. Then, γt(G′) ≤ a(G′) + 1 implies

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1. (2.1)

Now, suppose d(x) ≥ 4. In this case letG′ = G−{u, v, w}, and som(G′) = m(G)−4.
If D′ is a minimum total dominating set of G′, then D = D′ ∪{u,w} is a total dominating
set of graph G, and hence γt(G) ≤ |D| = |D′| + 2 = γt(G

′) + 2. Now, let S′ be an
optimal annihilation set in G′. If x /∈ S′, then

∑
(S′, G) =

∑
(S′, G′). In this case, let
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S = S′∪{u, v}. Then
∑

(S,G) =
∑

(S′, G)+d(u)+d(v) ≤ m(G)−4+3+1 = m(G),
and we have a(G) ≥ |S| = |S′|+ 2 = a(G′) + 2. If γt(G′) ≤ a(G′) + 1, the chain (2.1)
of inequalities verifies the statement.

But, if x ∈ S′, then
∑

(S′, G) =
∑

(S′, G′) + 2 ≤ m(G′) + 2 = m(G) − 4 +
2 = m(G) − 2. In this case, let S = (S′\{x}) ∪ {u, v, w}. Since d(x) ≥ 4 we have∑

(S,G) =
∑

(S′, G)− d(x) + 3 + 1 + 2 ≤ m(G)− 2− 4 + 6 = m(G), implying that
a(G) ≥ |S| = |S′| + 2 = a(G′) + 2. By assumption we have that γt(G′) ≤ a(G′) + 1.
Therefore, we get again (2.1) which proves the lemma.

3 Cactus graphs
Recall that a cactus graph is a connected graph such that any two of its cycles are pairwise
edge-disjoint. If the cactus graph does not contain any cycles, then it is a tree. Let C1 and
C2 be two cycles in the cactus graph. We define

d
(
C1, C2

)
= min{d(u, v) | u ∈ V

(
C1
)
, v ∈ V

(
C2
)
},

where d(u, v) denotes the distance between vertices u and v. Let x1 ∈ V
(
C1
)

and x2 ∈
V
(
C2
)

be two vertices such that d(x1, x2) = d
(
C1, C2

)
. Then we call x1 and x2 exit-

vertices of cycles C1 and C2, respectively. A cycle is said to be an outer cycle if it has at
most one exit-vertex. If a cactus graph is not a tree, then by the definition of a cactus graph
it must contain at least one outer cycle. Note that a cactus graph, which is neither a tree
nor a cycle, does not contain exit-vertices if and only if it is unicyclic. In this case, we will
take an arbitrary vertex of the unique cycle whose degree is at least 3 for the role of the
exit-vertex x. In the right-hand side graph of Figure 2, we have three possibilities for the
choice of that vertex x (either x1 or x2 or x3). In both cases, whether a cactus graph has
one or more cycles, vertex x will always have degree d(x) ≥ 3.

x

C
1

C
2

C
3

C
1

x1

x2

x3

C
4

Figure 2: Two examples of cactus graphs. The first one has three outer cycles (C1, C2, C4),
its exit-vertices are filled with black. The second cactus graph is unicyclic with one outer
cycle, and has no exit-vertices.

In this section we prove Conjecture 1.1 for cactus graphs. Recall the corresponding
statement.
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Theorem 1.3. If G is a nontrivial cactus graph, then γt(G) ≤ a(G) + 1.

Proof. We proceed by induction on the value of function f(G) ≥ 7. For f(G) = 7
we have G ∼= K2, and γt(K2) = 2 = a(K2) + 1. For the inductive hypothesis, let
f(G) ≥ 8 and assume that for every nontrivial cactus graph G′ with f(G′) < f(G) we
have γt(G′) ≤ a(G′) + 1. If G is a tree, then by Theorem 1.2 the result follows. Also, if
G is a cycle, the statement is true. Thus, we may suppose that G contains at least one cycle
as a proper subgraph. We denote with Ck, k ≥ 3, an outer cycle of G.

Through most part of the proof, we will consider cactus graphs G′ formed from G by
removing a set of vertices in such a way that graph G′ will still be a connected cactus
graph and consequently f(G′) < f(G) will hold. Throughout, S′ will denote an optimal
annihilation set in G′. We consider two cases.

Case 1: All vertices from V (Ck)\{x} have degree 2.
Lemma 2.2(ii) and our inductive hypothesis together imply that γt(G) ≤ a(G) + 1.

Case 2: There exists a vertex from V (Ck)\{x} that has degree at least 3.
Since V (Ck)\{x} contains some vertices of degree at least 3, and Ck is an outer cy-

cle, there are trees attached to those vertices. Suppose, we root all trees in the vertices
V (Ck)\{x} to which these trees are attached. Amongst those trees we consider the tree T
with the largest height h(T ) = max{d(u, v) | u = V (Ck) ∩ V (T ), v ∈ V (T )}. Denote
this maximum height with h ≥ 1 and let u be the vertex of V (Ck)\{x} to which tree T is
attached. We consider three subcases.

Case 2.1: h ≥ 3.
Since h ≥ 3, there exists a leaf v ∈ V (T ) such that d(u, v) = h ≥ 3. By Lemma 2.3

and our inductive hypothesis, graph G satisfies (1.1).

Case 2.2: h = 2.
We only need to consider the four cases shown in Figure 3. All other cases for h = 2

can be proved with the help of Lemma 2.1(ii) and 2.1(v).
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x x x

u u u

v1 v2 v

w1 w2 w
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w
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v1v

w
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u2

uk 1

v1

v2

v

w1

w2

w

(a) (b) (c) (d)

Ck Ck
Ck

k 1

k 1

y

l
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Figure 3: Cases for h = 2.

We first start with the case in Figure 3(a). In this case, we have a subdivided star K1,`,
` ≥ 2, attached to the outer cycle, and hence, by Lemma 2.4 and our inductive hypothesis
for G′ = G− V (S(K1,`)), graph G satisfies (1.1).

Next, we consider the case in Figure 3(b). Vertex u has only one path of length 2
attached to it, i.e. d(u) = 3. We suppose that u has a neighbor u1 in V (Ck)\{x} with
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degree d(u1) = 2. We denote with v the only child of u, and with w the only child of
v. Let G′ = G − {u, u1, v, w}, and so m(G′) = m(G) − 5. If D′ is a minimum total
dominating set ofG′, thenD = D′∪{u, v} is a total dominating set of graphG, and hence
γt(G) ≤ |D| = |D′|+2 = γt(G

′)+2. Independently of whether the neighbors of u and u1
inG′ are inside S′ or not, we have

∑
(S′, G) ≤

∑
(S′, G′)+2 ≤ m(G′)+2 = m(G)−3.

Let S = S′ ∪ {v, w}. Then
∑

(S,G) =
∑

(S′, G) + d(v) + d(w) ≤ m(G)− 3 + 2 + 1 =
m(G), and we have a(G) ≥ |S| = |S′|+2 = a(G′)+2. Applying our inductive hypothesis
to G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1.

We proceed with the case in Figure 3(c). Vertex u has again only one path of length
2 attached to it, i.e. d(u) = 3. We suppose that u has a neighbor u1 in V (Ck)\{x}
with degree d(u1) = 3, and a path of length 1 attached to it. Denote its child with v1.
We also denote with v the only child of u, and with w the only child of v. Let G′ =
G − {u, v, w, u1, v1}, and so m(G′) = m(G) − 6. If D′ is a minimum total dominating
set of G′, then D = D′ ∪ {u, v, u1} is a total dominating set of G, and hence γt(G) ≤
|D| = |D′| + 3 = γt(G

′) + 3. Independently of whether the neighbors of u and u1 in G′

are inside S′ or not, we have
∑

(S′, G) ≤
∑

(S′, G′) + 2 ≤ m(G′) + 2 = m(G) − 4.
Let S = S′ ∪ {v, w, v1}. Then

∑
(S,G) =

∑
(S′, G) + d(v) + d(w) + d(v1) ≤ m(G)−

4 + 2 + 1 + 1 = m(G), and we have a(G) ≥ |S| = |S′|+ 3 = a(G′) + 3. Applying our
inductive hypothesis to G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 3 ≤ a(G′) + 4 ≤ a(G) + 1.

The last case to consider is the one shown in Figure 3(d). Denote with u1, . . . , uk−1 all
vertices of V (C)\{x}. Each of those vertices must have one path of length 2 attached to it,
i.e. d(ui) = 3 for every i ∈ {1, . . . , k − 1}, since otherwise this case would be covered by
one of the previous three cases. Clearly, vertices u1 and uk−1 are neighbors of x. Denote
for every i ∈ {1, . . . , k − 1} with vi the only child of ui, and with wi the only child of vi.
We consider two subcases.

First, suppose that d(x) = 3. Denote the third neighbor of x outside Ck with y. If
vertex y was a leaf, then we could exchange vertex x with one of ui’s, and use the proof
for the case in Figure 3(c). Hence, we may assume that y is not a leaf and graph G′ =
G − {x, u1, . . . , uk−1, v1, . . . , vk−1, w1, . . . , wk−1} is not a trivial cactus graph. Also,
m(G′) = m(G) − 3k + 1. If D′ is a minimum total dominating set of G′, then D =
D′ ∪ {u1, . . . , uk−1, v1, . . . , vk−1} is a total dominating set of G, and hence γt(G) ≤
|D| = |D′| + 2k − 2 = γt(G

′) + 2k − 2. Independently of whether y is inside S′

or not we have
∑

(S′, G) ≤
∑

(S′, G′) + 1 ≤ m(G′) + 1 = m(G) − 3k + 2. Let
S = S′∪{v1, . . . , vk−1, w1, . . . , wk−1}. Then

∑
(S,G) =

∑
(S′, G)+2(k−1)+(k−1) ≤

m(G) − 3k + 2 + (3k − 3) = m(G) − 1, and we have a(G) ≥ |S| = |S′| + 2k − 2 =
a(G′)+2k−2. Applying our inductive hypothesis toG′, we have that γt(G′) ≤ a(G′)+1.
Therefore,

γt(G) ≤ γt(G′) + 2k − 2 ≤ a(G′) + 2k − 1 ≤ a(G) + 1.

Now, suppose that d(x) ≥ 4. Let G′ = G − {u1, . . . , uk−1, v1, . . . , vk−1, w1, . . . ,
wk−1}, and so m(G′) = m(G) − 3k + 2. If D′ is a minimum total dominating set of G′,
then D = D′ ∪ {u1, . . . , uk−1, v1, . . . , vk−1} is a total dominating set of G, and hence
γt(G) ≤ |D| = |D′|+ 2k−2 = γt(G

′) + 2k−2. If x /∈ S′, then
∑

(S′, G) =
∑

(S′, G′).
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In this case, let S = S′ ∪ {v1, . . . , vk−1, w1, . . . , wk−1}. Then
∑

(S,G) =
∑

(S′, G) +
2(k−1)+(k−1) ≤ m(G)−1, and we have a(G) ≥ |S| = |S′|+2k−2 = a(G′)+2k−2.
Applying our inductive hypothesis to G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 2k − 2 ≤ a(G′) + 2k − 1 ≤ a(G) + 1.

If x ∈ S′, then
∑

(S′, G) =
∑

(S′, G′) + 2 ≤ m(G′) + 2 = m(G) − 3k + 2 + 2 =
m(G)− 3k+ 4. In this case, let S = (S′\{x})∪{u1, v1, . . . , vk−1, w1, . . . , wk−1}. Since
d(x) ≥ 4 we have

∑
(S,G) =

∑
(S′, G)−d(x)+d(u1)+2(k−1)+(k−1) ≤ m(G)−3k+

4−4+3+3(k−1) = m(G), implying that a(G) ≥ |S| = |S′|+2k−2 = a(G′)+2k−2.
By our inductive hypothesis, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 2k − 2 ≤ a(G′) + 2k − 1 ≤ a(G) + 1.

Case 2.3: h = 1.
It suffices to consider only those cases shown in Figure 4. Note that all other cactus

graphs with h = 1 would involve two leaves at distance of at most 3, and hence these cases
can be reduced to the direct application of Lemma 2.1(ii) and 2.1(v).
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Figure 4: Cases for h = 1.

First, consider Figure 4(a). Here, we assume that vertex u has degree d(u) = 3, and
its neighbors in V (Ck)\{x}, namely u1 and u2, are of degree 2. Denote the child of u
with v. In this case we want u1 and u2 to be different from the exit-vertex x. Let G′ =
G − {u, v, u1, u2}, and so m(G′) = m(G) − 5. If D′ is a minimum total dominating set
of G′, then D = D′ ∪ {u, ui} with i = 1 or i = 2 is a total dominating set of G, and hence
γt(G) ≤ |D| = |D′|+2 = γt(G

′)+2. Independently of whether the neighbors of u1 and u2
inG′ are inside S′ or not, we have

∑
(S′, G) ≤

∑
(S′, G′)+2 ≤ m(G′)+2 = m(G)−3.

Let S = S′∪{u1, v}. Then
∑

(S,G) =
∑

(S′, G) +d(u1) +d(v) ≤ m(G)−3 + 2 + 1 =
m(G), and we have a(G) ≥ |S| = |S′|+2 = a(G′)+2. Applying our inductive hypothesis
to G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1.

We proceed with the case in Figure 4(b). Denote with u the vertex of V (Ck)\{x}
with one path of length 1 attached to it, i.e. d(u) = 3, and let v be its only child. One of
the neighbors of u must clearly be vertex x because otherwise we would have the case in
Figure 4(a). Suppose that all other vertices in V (Ck)\{x}, denote them withw1, . . . , wk−2,
have degree 2.
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First suppose that k = 3. In this case x, u, v and w1 induce the paw graph. Then, by
Lemma 2.5 and our inductive hypothesis, graph G satisfies (1.1).

Suppose that k ≥ 4. Let G′ = G − {u, v, w1, w2}, and so m(G′) = m(G) − 5.
Remark that G′ remains a cactus graph. If D′ is a minimum total dominating set of G′,
thenD = D′∪{u,w1} is a total dominating set ofG, and hence γt(G) ≤ |D| = |D′|+2 =
γt(G

′) + 2. Independently of whether x and w3 is inside S′ or not we have
∑

(S′, G) ≤∑
(S′, G′) + 2 ≤ m(G′) + 2 = m(G) − 3. Let S = S′ ∪ {v, w1}. Then

∑
(S,G) =∑

(S′, G)+d(v)+d(w1) ≤ m(G)−3+1+2 = m(G), and we have a(G) ≥ |S| = |S′|+
2 = a(G′)+2. Applying our inductive hypothesis toG′, we have that γt(G′) ≤ a(G′)+1.
Therefore,

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1.

We finish with the case in Figure 4(c). Denote with u1 and u2 two vertices in
V (Ck)\{x} each with one path of length 1 attached to it, i.e. d(u1) = d(u2) = 3, and
let v1 and v2 be the only child of u1 and u2, respectively. The exit-vertex x must be the
neighbor of both u1 and u2 because otherwise we would have the case in Figure 4(a). We
denote all vertices in V (Ck)\{x} between vertex u1 and u2 with w1, . . . , wk−3. Those
vertices have all degree 2.

If k = 3, the statement follows immediately from the hypothesis and Lemma 2.1(v),
since in this case the support vertices of v1 and v2 are adjacent. Thus, we first suppose that
k = 4. Let G′ = G−{u1, v1, u2, v2, w1}, and so m(G′) = m(G)−6. If D′ is a minimum
total dominating set of G′, then D = D′ ∪ {x, u1, u2} is a total dominating set of G, and
hence γt(G) ≤ |D| = |D′|+ 3 = γt(G

′) + 3. Independently of whether x ∈ S′ or x /∈ S′,
we have

∑
(S′, G) ≤

∑
(S′, G′)+2 ≤ m(G′)+2 = m(G)−4. Let S = S′∪{v1, v2, w1}.

Then
∑

(S,G) =
∑

(S′, G) + d(v1) + d(v2) + d(w1) ≤ m(G)− 4 + 1 + 1 + 2 = m(G),
and we have a(G) ≥ |S| = |S′| + 3 = a(G′) + 3. Applying our inductive hypothesis to
G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 3 ≤ a(G′) + 4 ≤ a(G) + 1.

Now, suppose that k = 5. We make a similar cut than the one for k = 4. Let
G′ = G − {u1, v1, u2, v2, w1, w2}, and so m(G′) = m(G) − 7. If D′ is a minimum
total dominating set of G′, then D = D′ ∪ {x, u1, u2} is a total dominating set of G,
and hence γt(G) ≤ |D| = |D′| + 3 = γt(G

′) + 3. For any optimal annihilation set
S′ of G′, we have

∑
(S′, G) ≤

∑
(S′, G′) + 2 ≤ m(G′) + 2 = m(G) − 5. Let

S = S′∪{v1, v2, w1}. Then
∑

(S,G) =
∑

(S′, G)+d(v1)+d(v2)+d(w1) ≤ m(G)−1,
and a(G) ≥ |S| = |S′|+ 3 = a(G′) + 3 follows. Applying our inductive hypothesis to G′,
we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 3 ≤ a(G′) + 4 ≤ a(G) + 1.

For the last case, let k ≥ 6. We have three consecutive vertices w1, w2, w3 with degree
d(w1) = d(w2) = d(w3) = 2. Furthermore, vertices u1 andw4 (or u1 and u2, if k = 6) are
not adjacent. Thus, by Lemma 2.1(iii) and our inductive hypothesis, graphG satisfies (1.1).

These cover all possible cases which can occur in a cactus graph which is neither a tree
nor a cycle. Hence, Conjecture 1.1 is true for the family of cactus graphs.
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4 Block graphs
Recall that a block graph is a connected graph in which every 2-connected component
(block) is a clique. Block graphs have minimum degree at least 3 if its building blocks are
complete graphs Kk, k ≥ 4. Thus, Conjecture 1.1 obviously holds for them. On the other
hand, block graphs also contain blocks K2 and K3, and therefore, it clearly makes sense to
study Conjecture 1.1 on block graphs.

We proceed with a similar definition than the one for cactus graphs. If all cliques in a
block graph are K2, then it is a tree. For every k ≥ 3 we will call complete graph Kk a
complex clique. Let K1 and K2 be two complex cliques in the block graph. We define

d
(
K1,K2

)
= min{d(u, v) | u ∈ V

(
K1
)
, v ∈ V

(
K2
)
},

where d(u, v) denotes the distance between vertices u and v. Let x1 ∈ V
(
K1
)

and x2 ∈
V
(
K2
)

be two vertices such that d(x1, x2) = d(K1,K2). Then we call x1 and x2 exit-
vertices of complex cliques K1 and K2, respectively. Notice that a complex clique might
not have any exit-vertices if it is the only complex clique in the block graph. A complex
clique will be called an outer complex clique if it has at most one exit-vertex. If a block
graph is not a tree, then by the definition of a block graph it must contain at least one outer
complex clique.

Now, we are ready to present a proof of Theorem 1.4. Recall its statement.

Theorem 1.4. If G is a nontrivial block graph, then γt(G) ≤ a(G) + 1.

Proof. We proceed by induction on the value of function f(G). For f(G) = 7 we have
G ∼= K2, and γt(K2) = 2 = a(K2) + 1. For the inductive hypothesis, let f(G) ≥ 8 and
assume that for every nontrivial block graph G′ with f(G′) < f(G) we have γt(G′) ≤
a(G′) + 1. If G does not contain complex cliques, then it is a tree, and by Theorem 1.2
the result follows. Also, if G is a complete graph, i.e. G ∼= K`, ` ≥ 2, we have γt(K`) =
2 ≤ a(K`) + 1. Thus, we may suppose that G is neither a tree nor a complete graph, but
contains at least one complex clique as a proper subgraph. We denote with Kk an outer
complex clique of G. Similarly as in the proof for cactus graphs, all outer complex cliques
in the figures will be drawn with an exit-vertex x even though a unique complex clique in
a block graph does not have one. In the latter case, we denote with x an arbitrary vertex of
clique Kk whose degree is at least k. In both cases, whether a block graph has one or more
complex cliques, vertex x will have degree d(x) ≥ k.

Through most part of the proof, we will consider block graphs G′ formed from G by
removing a set of vertices in such a way that graph G′ will still be a connected block
graph and consequently f(G′) < f(G) will hold. Throughout, S′ will denote an optimal
annihilation set in G′. We consider two cases.

Case 1: All vertices from V (Kk)\{x} have degree k − 1.
Let u1, . . . , uk−1 be vertices from V (Kk)\{x} with degree k − 1. By Lemma 2.2(i),

and inductive hypothesis for G′ = G− {u1, . . . , uk−1}, graph G satisfies (1.1).

Case 2: There exists a vertex from V (Kk)\{x} that has degree at least k.
Since V (Kk)\{x} contains vertices of degree at least k, and Kk is an outer complex

clique, there are trees attached to those vertices. Suppose, we root all trees in the vertices
V (Kk)\{x} to which these trees are attached. Amongst those trees we consider the tree
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T with the largest height h. Let u be the vertex of V (Kk)\{x} to which this tree T is
attached. We split the problem into three subcases.

Case 2.1: h ≥ 3.
Since h ≥ 3, there exists a leaf v ∈ V (T ) such that d(u, v) = d ≥ 3. By Lemma 2.3

and our inductive hypothesis, graph G satisfies (1.1).

Case 2.2: h = 2.
We only need to consider cases shown in Figure 5. All other cases for h = 2 can be

proved directly with the help of Lemma 2.1(ii) and 2.1(v).

x

K

x

u

v1 v2 v

w1 w2 w

k u1

w1

wc

(a) (b)

u’1

u’’1 u’a

u’’a

ua v

v’

Kk

y

l

l

Figure 5: Cases for h = 2.

We start with the case in Figure 5(a) and suppose that there exists a subdivided star
S(K1,`), ` ≥ 2, attached to the outer complex clique. By Lemma 2.4 and our inductive
hypothesis for G′ = G− V (S(K1,`)), graph G satisfies (1.1).

In the case shown in Figure 5(b), there are vertices in V (Kk)\{x} such that a path of
length 2 is attached to them. We denote such vertices with u1, . . . , ua. Since h = 2, we
must have at least one such vertex. Thus, a ∈ {1, . . . , k − 1}. For each i ∈ {1, . . . , a}
we denote with u′i the child of ui, and with u′′i the child of u′i. Also, we may suppose that
at most one vertex in V (Kk)\{x} has a path of length 1 attached to it. If we had more
such vertices, then we would have two adjacent support vertices and we could prove the
statement by referring to Lemma 2.1(v). Hence, denote this vertex with v and let b denote
the Boolean value whether it exists in V (Kk)\{x} or not, i.e. b ∈ {0, 1}. We denote
the child of v with v′. There may also be some vertices in V (Kk)\{x} without a path
attached to them. Denote them with w1, . . . , wc, c ∈ {0, . . . , k − 2}. Clearly, we have
a + b + c = k − 1. Let G′ = G − {u1, . . . ua, u′1, . . . u′a, u′′1 , . . . , u′′a, v, v′, w1, . . . , wc},
and so m(G′) = m(G) − (k(k−1)

2 + 2a + b). If D′ is a minimum total dominating set of
G′, then D = D′ ∪ {u1, . . . , ua, u′1, . . . , u′a, v} is a total dominating set of G, and hence
γt(G) ≤ |D| = |D′|+ 2a+ b = γt(G

′) + 2a+ b. Independently of whether x is inside S′

or not we have∑
(S′, G) ≤

∑
(S′, G′) + (k − 1)

= m(G′) + (k − 1) = m(G)−
(
k(k − 1)

2
+ 2a+ b

)
+ k − 1.
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Let S = S′ ∪ {u′1, . . . , u′a, u′′1 , . . . u′′a, v′} and observe that∑
(S,G) =

∑
(S′, G) + d(u′1) + · · ·+ d(u′a) + d(u′′1) + · · ·+ d(u′′a) + d(v′)

≤ m(G)−
(
k(k − 1)

2
+ 2a+ b

)
+ k − 1 + 3a+ b.

First, suppose that 1 ≤ a ≤ k − 2 holds. Then,

m(G)−
(
k(k − 1)

2
+ 2a+ b

)
+ k − 1 + 3a+ b = m(G)− 1

2
k2 +

3

2
k + a− 1

≤ m(G)− 1

2
k2 +

5

2
k − 3 = m(G)− 1

2
(k − 2)(k − 3) ≤ m(G).

Similarly, under the conditions a = k − 1 ≥ 3, the following relations hold:

m(G)−
(
k(k − 1)

2
+ 2a+ b

)
+ k − 1 + 3a+ b ≤ m(G)− 1

2
k2 +

5

2
k − 2 ≤ m(G).

In both cases we get
∑

(S,G) ≤ m(G), which implies a(G) ≥ |S| = |S′| + 2a + b =
a(G′) + 2a+ b. By our inductive hypothesis, G′ satisfies Conjecture 1.1. Consequently,

γt(G) ≤ γt(G′) + 2a+ b ≤ a(G′) + 2a+ b+ 1 ≤ a(G) + 1.

What remains is to establish the statement for k = 3 and a = k − 1 = 2. We consider
two subcases. First, suppose that d(x) = 3. Denote the third neighbor of x outside K3

with y. If vertex y was a leaf, then we could exchange vertex x either with u1 or u2,
and apply the proof for the case a = 1 = k − 2. Hence, we may assume that y is not
a leaf, and therefore, graph G′ = G − {x, u1, u′1, u′′1 , u2, u′2, u′′2} is not a trivial block
graph. Also, m(G′) = m(G) − 8. If D′ is a minimum total dominating set of G′, then
D = D′ ∪ {u1, u′1, u2, u′2} is a total dominating set of graph G, and hence γt(G) ≤ |D| =
|D′|+4 = γt(G

′)+4. Independently of whether y is inside S′ or not we have
∑

(S′, G) ≤∑
(S′, G′)+1 ≤ m(G′)+1 = m(G)−8+1 = m(G)−7. Let S = S′∪{u′1, u′′1 , u′2, u′′2}.

Then
∑

(S,G) =
∑

(S′, G)+d(u′1)+d(u′′` )+d(u′2)+d(u′′2) ≤ m(G)−7+2+1+2+1 =
m(G) − 1, and we have a(G) ≥ |S| = |S′| + 4 = a(G′) + 4. Applying our inductive
hypothesis to G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 4 ≤ a(G′) + 5 ≤ a(G) + 1.

Now, suppose that d(x) ≥ 4. Let G′ = G− {u1, u′1, u′′1 , u2, u′2, u′′2}, and so m(G′) =
m(G)− 7. If D′ is a minimum total dominating set of G′, then D = D′ ∪ {u1, u′1, u2, u′2}
is a total dominating set of G, and hence γt(G) ≤ |D| = |D′|+ 4 = γt(G) + 4. If x /∈ S′,
then

∑
(S′, G) =

∑
(S′, G′). In this case, let S = S′∪{u′1, u′′1 , u′2, u′′2}. Then

∑
(S,G) =∑

(S′, G) + d(u′1) + d(u′′1) + d(u′2) + d(u′′2) ≤ m(G)− 7 + 2 + 1 + 2 + 1 = m(G)− 1,
and we have a(G) ≥ |S| = |S′| + 4 = a(G′) + 4. Applying our inductive hypothesis to
G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 4 ≤ a(G′) + 5 ≤ a(G) + 1.

If x ∈ S′, then
∑

(S′, G) =
∑

(S′, G′) + 2 ≤ m(G′) + 2 = m(G)− 7 + 2 = m(G)− 5.
In this case, let S = (S′\{x})∪{u1, u′1, u′′1 , u′2, u′′2}. Since d(x) ≥ 4 we have

∑
(S,G) =
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∑
(S′, G)−d(x)+d(u1)+d(u′1)+d(u′′1)+d(u′2)+d(u′′2) ≤ m(G)−5−4+3+2+1+2+1 =

m(G), implying that a(G) ≥ |S| = |S′| + 4 = a(G′) + 4. Applying again our inductive
hypothesis to G′, we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 4 ≤ a(G′) + 5 ≤ a(G) + 1.

Case 2.3: h = 1.
We need to consider only one case which is shown in Figure 6. As we have already

seen in Case 2.2, all other cases for h = 1 can be proved with the help of Lemma 2.1(ii)
and 2.1(v).

x

u

w1 w
v

Kk

k 2

y

Figure 6: The case for h = 1.

We may also suppose that there is at most one vertex in V (Kk)\{x} which has a path
of length 1 attached to it. If we had more such vertices, then we would have adjacent
support vertices and we could prove this case with Lemma 2.1(v). Denote this vertex with
u and its child with v. There are also vertices in V (Kk)\{x} without a path attached
to them. Denote them with w1, . . . , wk−2. Let G′ = G − {u, v, w1, . . . , wk−2}, and so
m(G′) = m(G)− (k(k−1)

2 + 1). If D′ is a minimum total dominating set of G′, then D =
D′∪{x, u} is a total dominating set ofG, and hence γt(G) ≤ |D| = |D′|+2 = γt(G

′)+2.
Independently of whether x is inside S′ or not we have

∑
(S′, G) ≤

∑
(S′, G′) + k− 1 ≤

m(G′) + k − 1 = m(G)− (k(k−1)
2 + 1) + k − 1. Let S = S′ ∪ {v, w1}. Then,∑

(S,G) =
∑

(S′, G) + d(v) + d(w1)

≤ m(G)−
(
k(k − 1)

2
+ 1

)
+ k − 1 + 1 + k − 1.

For k ≥ 4, this gives∑
(S,G) ≤ m(G)− 1

2
k2 +

5

2
k − 2 ≤ m(G).

Hence, a(G) ≥ |S| = |S′| + 2 = a(G′) + 2 and applying our inductive hypothesis to G′,
we have that γt(G′) ≤ a(G′) + 1. Therefore,

γt(G) ≤ γt(G′) + 2 ≤ a(G′) + 3 ≤ a(G) + 1.

We end the proof with k = 3. In this case, x, u, v and w1 induce the paw graph and, by
Lemma 2.5 and our inductive hypothesis, graph G satisfies (1.1).

We have considered all possible cases which can occur in a block graph which is neither
a tree nor a complete graph. Hence, Conjecture 1.1 is true over the family of block graphs.
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5 Concluding remarks
To show that our main results, namely Theorem 1.3 and 1.4, are sharp, we remark that trees
are included in both classes. Therefore, we may refer to the family of trees characterized
in [5] which satisfy Conjecture 1.1 with equality.

We may also observe that even cyclesCn, where n ≡ 2 (mod 4), have γt(Cn) = n
2 +1

and a(Cn) = n
2 . Also, there are other cactus graphs which are neither trees nor cycles, but

satisfy γt(G) = a(G) + 1. Take two vertex-disjoint cycles C6, and connect any vertex
from the first cycle and any vertex from the second cycle with a path of length 3. We get a
cactus graph G on n = 14 vertices and m = 15 edges. It is easy to see that γt(G) = 8 and
a(G) = 7. Thus, Theorem 1.3 holds with equality for the graph G constructed this way.
One can also use other cycles Cn with n ≡ 2 (mod 4) and connect them with different
paths to obtain other extremal examples. Hence, the following characterization problem
remains open.

Problem 5.1. Characterize cactus graphs G which satisfy γt(G) = a(G) + 1.

For block graphs, already the following question might be interesting.

Problem 5.2. Does there exist a block graphGwhich is neither a tree nor aK3 but satisfies
γt(G) = a(G) + 1?
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Abstract

Tutte’s 3-flow conjecture claims that every bridgeless graph with no 3-edge-cut admits
a nowhere-zero 3-flow. In this paper we verify the validity of Tutte’s 3-flow conjecture on
Cayley graphs of certain classes of finite groups. In particular, we show that every Cayley
graph of valency at least 4 on a generalized dicyclic group has a nowhere-zero 3-flow. We
also show that if G is a solvable group with a cyclic Sylow 2-subgroup and the connection
sequence S with |S| ≥ 4 contains a central generator element, then the corresponding
Cayley graph Cay(G,S) admits a nowhere-zero 3-flow.

Keywords: Nowhere-zero flow, Cayley graph, Tutte’s 3-flow conjecture, connection sequence, solv-
able group, nilpotent group.
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1 Introduction
Let D be an orientation of a graph Γ and let k be a positive integer. A k-flow on a graph Γ
is a pair (D, f) where f is an integer valued function

f : E(Γ)→ Z

such that |f(e)| < k for every e ∈ E(Γ), and for every v ∈ V (Γ),∑
e∈E(v)+

f(e) =
∑

e∈E(v)−

f(e),

∗The authors would like to thank Professor Martin Škoviera and Professor Saieed Akbari for their useful
comments which improved the paper. Also we thank the anonymous referees for reading the paper carefully and
making the useful suggestions.

E-mail addresses: ahanjidm@gmail.com (Milad Ahanjideh), iranmanesh@modares.ac.ir (Ali Iranmanesh)

cb This work is licensed under https://creativecommons.org/licenses/by/4.0/



204 Ars Math. Contemp. 16 (2019) 203–213

where E(v)+ and E(v)− are the all edges with tails at v and heads at v, respectively. A
nowhere-zero k-flow (abbreviated a k-NZF) is a pair (D, f) such that for every e ∈ E(Γ),
f(e) 6= 0.

The following conjecture is due to Tutte and is known as Tutte’s 3-flow conjecture:

Conjecture 1.1 (Tutte’s 3-flow conjecture [8, 9]). Every bridgeless graph with no 3-edge-
cut has a 3-NZF.

Although Tutte’s 3-flow conjecture has been studied by many authors, it is still widely
open.

Let G be a finite group with identity 1 and S = (s1, s2, . . . , sn) be a sequence of
elements of G \ {1} such that the mapping si → s−1i permutes the entries of S. We call
S a connection sequence (note that all entries of S are distinct unless stated otherwise).
A Cayley graph, denoted by Cay(G,S), is a graph whose vertex set is G with adjacency
defined by

g ∼ h if and only if g−1h ∈ S,

for every g, h ∈ G. We see at once that if S generates G, then Cay(G,S) is connected.
Alspach et al. [1] conjectured that every Cayley graph of valency at least 3 has a

nowhere-zero 4-flow. They also showed their conjecture to be true for solvable groups.
Their result was significantly strengthened and extended by Nedela and Škoviera to a much
wider class of groups [5].

By combining the fact that a k-valent Cayley graph is k-edge-connected graph with the
fact that every 4-edge-connected graph has a 4-NZF [2], we deduce that every Cayley graph
of valency at least 4 has a 4-NZF. Thus the question about the existence of a nowhere-zero
4-flow is interesting only for cubic Cayley graphs. Since 4-regular graphs admit a nowhere-
zero 2-flow, the important question about flows on Cayley graphs of valency greater than
3 is whether every Cayley graph of valency at least 5 has a nowhere-zero 3-flow. In other
words, it is interesting to verify whether Tutte’s 3-flow conjecture holds on such Cayley
graphs.

In [6], it has been proved that every abelian Cayley graph of valency k, where k ≥ 4,
admits a 3-NZF. Nánásiová and Škoviera [4] improved the above result to Cayley graphs
on a groupG whose Sylow 2-subgroup is the direct factor ofG, and as a consequence, they
showed that every Cayley graph of valency at least 4 on a nilpotent group has a 3-NZF.
Recently, Yang and Li [11] showed the same fact for a Cayley graph on a dihedral group,
and L. Li and X. Li [3] verified Tutte’s 3-flow conjecture for Cayley graphs on generalized
dihedral groups and generalized quaternion groups.

In this paper, we investigate Tutte’s 3-flow conjecture for Cayley graphs on a solvable
group with a suitable normal subgroup (Theorems 3.1 and 3.2 and Remark 3.5) and as a
consequence of these theorems, we show that every Cayley graph of valency at least 4 on
a generalized dicyclic group satisfies Tutte’s 3-flow conjecture. By using Theorem 3.6 we
can obtain the results of [3] and [11] by a different method.

In [4], the authors showed that a Cayley graph of valency at least 4 with the connection
sequence containing a central involution admits a 3-NZF. In Theorem 3.6, we extend this
result to the case when Sylow 2-subgroups of G are cyclic and the connection sequence of
G contains a central generator element. As a consequence of this theorem, we show that if
a Cayley graph of valency at least 4 on a solvable groupG, with a cyclic Sylow 2-subgroup,
admits a 3-NZF, then every Cayley graph of valency at least 4 on the direct product of G
and a nilpotent group admits a 3-NZF.
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2 Notation and preliminaries
The terminology and notation used in this paper are standard both in group theory and
graph theory, see for instance [7, 10].

An element g of G is called an involution if g has order 2. Let Z(G) be the center of a
group G. We say that an element x of G is central if x ∈ Z(G). The group generated by a
sequence S is denoted by 〈S〉 and the element x ∈ G is named a generator element of G
in S if 〈S \ {x}〉 6= 〈S〉. For integers m,n ≥ 2, a cycle of length n and a path of length
m− 1 are denoted by Cn and Pm, respectively. For an integer m ≥ 3 and for n ∈ Zm, the
Cayley graph Cay(Zm, {−1, 1,−n, n}) will be denoted by C(m,n). Let N be a subgroup
of G and x belongs to a left transversal set of N in G. The image of Cay(N,S) under left
translation by x is denoted by xCay(N,S). The Cartesian product H1�H2 of graphsH1

and H2 is a graph such that V (H1) × V (H2) is its vertex set and any two vertices (u, u′)
and (v, v′) are adjacent inH1�H2 if and only if either u = v and u′v′ ∈ E(H2) or u′ = v′

and uv ∈ E(H1). Set L = Pn�K2, where V (Pn) = {1, 2, . . . , n} and V (K2) = {1, 2}.
The Möbius ladder MLn is a graph obtained by adding the edges (12)(n1) and (11)(n2)
to L. Also, by adding the edges (11)(n1) and (12)(n2) to L, we obtain a graph is called the
circular ladder CLn. In fact CLn

∼= Cn�K2. Any graph isomorphic to either CLn or
MLn for some n will be referred to as a closed ladder. It is easy to check that the circular
ladder is bipartite if and only if n is even while the Möbius ladder is bipartite if and only if
n is odd.

Lemma 2.1 ([4, Theorems 3.3 and 4.3]). Let Cay(G,S) be a Cayley graph of valency k,
where k ≥ 4. If S contains a central involution, then Cay(G,S) has a 3-NZF. In particular,
if G is nilpotent, then Cay(G,S) has a 3-NZF.

Lemma 2.2 ([4, Proposition 4.1]). LetG be a group, H be a normal subgroup ofG and let
S be a connection sequence with no intersection withH . If Cay(G/H,S/H) has a 3-NZF,
then so does Cay(G,S).

Note that in Lemma 2.2, according to the paragraph before Proposition 4.1 in [4],
for distinct elements s, t ∈ S, we regard sH and tH as distinct elements of S/H . So,
Cay(G/H,S/H) may have parallel edges even when Cay(G,S) is simple and |S/H| =
|S|.

Lemma 2.3 ([6, Theorem 1.1]). Every abelian Cayley graph of valency k, where k ≥ 4,
admits a 3-NZF.

Lemma 2.4 ([6, Proposition 2.5]). Letm,n ≥ 3 be integers. Then the graphCn�Cm�K2

admits a 3-NZF.

Lemma 2.5 ([6, Proposition 2.6]). Let m,n ≥ 3 be two integers such that m > n ≥ 1 and
m ≥ 3. Then the graph C(m,n)�K2 admits a 3-NZF.

Lemma 2.6 ([6, Corollary 2.2]). A regular bipartite graph of valency at least 2 admits a
3-NZF.

Lemma 2.7 ([10, page 308]). A cubic graph has a 3-NZF if and only if it is bipartite.

Lemma 2.8. Let G be a group and N be a subgroup of G of index 2. Then Cay(G,S \
(S ∩N)) is bipartite.
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Proof. Since the index of N in G is 2, there exists d ∈ G \N such that G = N ∪ dN . So,
we can consider the vertices of Cay(G,S) as two partitions N and dN . Since for every
m,n ∈ N ,m and n are adjacent, and dm and dn are adjacent if and only ifm−1n ∈ S∩N ,
we obtain that Cay(G,S \ S ∩N) is a bipartite graph with partite sets N and dN .

Lemma 2.9 ([10, page 308]). A graph has a 2-NZF if and only if it is an even graph.

Remark 2.10. According to the above lemma, for discussion about a nowhere-zero 3-flow
in a Cayley graph with a connection sequence S, it is enough to investigate the case when
|S| is odd.

Remark 2.11. Let G be a group and N be a subgroup of G. Let T = {x1, . . . , xt}, where
t ∈ N, be a left transversal set of N in G. If S is a connection sequence of N such that
Cay(N,S) is connected, then

{xi Cay(N,S) : 1 ≤ i ≤ t}

is the set of connected components of Cay(G,S). For every xi where i ∈ {1, . . . , t},
Cay(N,S) and xi Cay(N,S) are isomorphic, because for every m,n ∈ N ,

xim ∼ xin (in xi Cay(N,S ∩N)) if and only if

(xim)−1(xin) ∈ S ∩N if and only if m−1n ∈ S ∩N
if and only if m ∼ n (in Cay(N,S ∩N)).

Thus if Cay(N,S) has a 3-NZF, then Cay(G,S) has a 3-NZF. Hence for finding a 3-NZF
in Cay(G,S), we reduce to find a 3-NZF in Cay(N,S).

3 Main results
In this section we show the validity of Tutte’s 3-flow conjecture for a solvable group with
a suitable normal subgroup. As examples, we show the same result for Cayley graphs on
generalized dicyclic groups, generalized dihedral groups and quaternion groups. We also
prove that every Cayley graph Cay(G,S) on a solvable group G with a cyclic Sylow 2-
subgroup such that the connection sequence S contains a central generator element, admits
a 3-NZF.

Theorem 3.1. Let G be a solvable group, N be a subgroup of G of index 2 and let S be a
connection sequence of G such that |S| ≥ 5 is odd and S ∩ Z(N) 6= ∅. If

(1) Cay(N,S ∩N) admits a 3-NZF and

(2) for every d ∈ S \N , d−1(S ∩N)d = S ∩N ,

then Cay(G,S) has a 3-NZF.

Proof. Without loss of generality, we can assume that there exists an element d ∈ S \ N ,
because otherwise S ⊂ N and by Condition (1), we could conclude that Cay(G,S) has a
3-NZF. Thus, there is d ∈ S \N . Note that |S| is odd.

We continue the proof in the following two cases:

Case 1. If |S ∩ N | is odd, then since |S \ (S ∩ N)| = |S| \ |S ∩ N | is even, Lemma 2.9
shows that Cay(G,S \ (S ∩N)) admits a 3-NZF. Also by Condition (1), Cay(N,S ∩N)
admits a 3-NZF, and so does Cay(G,S) = Cay(G,S \ (S ∩N)) ∪ Cay(G,S ∩N).
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Case 2. If |S ∩N | is even, then the proof will be divided into two subcases:

Subcase 1. Assume that |S\(S∩N)| ≥ 2. By Lemma 2.8, Cay(G,S\(S∩N)) is bipartite.
So Lemma 2.6 shows that Cay(G,S \ (S ∩ N)) admits a 3-NZF. Since Cay(G,S ∩ N)
admits a 3-NZF, we deduce that Cay(G,S) has a 3-NZF.

Subcase 2. Assume that |S \ (S ∩ N)| = 1. Thus {S \ (S ∩ N)} = {d}, so O(d) = 2
and it is not hard to check that G is the semidirect product of N and 〈d〉. We want to
show that Cay(N,S ∩ N)�Cay(〈d〉, {d}) ∼= Cay(G,S). For this purpose, we define
φ : Cay(N,S ∩ N)�Cay(〈d〉, {d}) → Cay(G,S) such that φ(m,x) = mx for every
m ∈ N and x ∈ 〈d〉. Since G is the semidirect product of N and 〈d〉, it is obvious that φ is
a bijective function. Now we will show that φ is homomorphism. For every m,n ∈ N and
x, y ∈ 〈d〉, we have:

(m,x) ∼ (n, y) (in Cay(N,S ∩N)�Cay(〈d〉, {d}))
if and only if m = n, x ∼ y or n ∼ m, x = y.

We should check the following cases:

(1) If m = n, x = 1 and y = d, then (φ(m,x))−1φ(n, y) = m−1nd = d ∈ S. Thus
φ(m,x) ∼ φ(n, y) in Cay(G,S).

(2) If m = n, x = d and y = 1, then (φ(m,x))−1φ(n, y) = d−1m−1n = d ∈ S. Thus
φ(m,x) ∼ φ(n, y) in Cay(G,S).

(3) If m ∼ n and x = y = 1, then m−1n ∈ S ∩ N . Thus (φ(m,x))−1φ(n, y) =
(mx)−1(ny) = m−1n ∈ N ∩ S. So φ(m,x) ∼ φ(n, y) in Cay(G,S).

(4) If m ∼ n and x = y = d, then m−1n ∈ S ∩ N . Thus (φ(m,x))−1φ(n, y) =
d−1(m−1n)d ∈ d−1(S ∩N)d = N ∩ S ⊂ S. So φ(m,x) ∼ φ(n, y) in Cay(G,S).

Now, let t1 ∼ t2 in Cay(G,S). Since G is the semidirect product of N and 〈d〉, there
exist m,n ∈ N and x, y ∈ 〈d〉 such that t1 = mx and t2 = ny. We continue the proof in
the following cases:

(i) If x = 1 and y = d, thenm−1nd = t−11 t2 ∈ S\(S∩N) = {d}. Therefore,m−1n =
1 and so m = n. From this, we have φ−1(t1) = (m,x) ∼ (n, y) = φ−1(t2).

(ii) If x = d and y = 1, the above reason shows that φ−1(t1) = (m,x) ∼ (n, y) =
φ−1(t2).

(iii) If x = y = 1, then m−1n = t−11 t2 ∈ S ∩N . Therefore m ∼ n in Cay(N,S ∩N)
and hence φ−1(t1) = (m,x) ∼ (n, y) = φ−1(t2).

(iv) If x = y = d, then d−1m−1nd = t−11 t2 ∈ d(S ∩ N)d−1 = S ∩ N . Therefore
m−1n ∈ d(S ∩N)d−1 = S ∩N and hence, φ−1(t1) = (m,x) ∼ (n, y) = φ−1(t2).

These show that Cay(N,S∩N)�Cay(〈d〉, {d}) ∼= Cay(G,S). Now, suppose that the
theorem is false, and let G be the smallest group satisfying the hypothesis and Cay(G,S)
does not admit a 3-NZF. Note that |S| ≥ 5. We examine the following possibilities:

Subcase 2.1. If there is y ∈ S ∩ Z(N) of order n > 2 such that d−1yd 6∈ {y, y−1},
then since Z(N) is normal in G, the assumption guarantees the existence of an element
z ∈ S ∩ Z(N) such that d−1yd = z. Since O(d) = 2, we see that d−1zd = y.
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Thus 〈y, y−1, z, z−1〉 E 〈y, y−1, z, z−1, d〉. If G 6= 〈y, y−1, z, z−1, d〉, then by our as-
sumption on G, Cay(〈y, y−1, z, z−1, d〉, {y, y−1, z, z−1, d}) admits a 3-NZF. Thus since
|S \ {y, y−1, z, z−1, d}| is even, we get that Cay(G,S) admits a 3-NZF. This is a contra-
diction. Therefore, we can assume that G = 〈y, y−1, z, z−1, d〉, N = 〈y, y−1, z, z−1〉,
S = {y, y−1, z, z−1, d} and S ∩ N = {y, y−1, z, z−1}. Let K be a minimal normal
subgroup of G such that K ≤ Z(N). If K ∩ S = ∅, then N/K E G/K with [G/K :
N/K] = 2 and Z(N/K) ∩ S/K 6= ∅. Note that |S/K| = 5 and |(S ∩ N)/K| = 4.
So Cay(N/K, (S ∩ N)/K) admits a 3-NZF. Also |G/K| < |G|. Thus our assumption
on G leads us to see that Cay(G/K,S/K) admits a 3-NZF, and so does Cay(G,S) by
Lemma 2.2. This is a contradiction. Thus K ∩ S 6= ∅. Without loss of generality, we can
suppose that y ∈ K, so d−1yd = z ∈ K. Therefore, K = N . This forcesN to be cyclic or
elementary abelian. Thus either N = 〈y〉 or N = 〈S ∩N〉 = 〈y〉 × 〈z〉 and hence, either
z = yi and

Cay(N,N ∩ S) = Cay(〈y〉, {y, y−1, yi, y−i}) ∼= C(n, i) or

Cay(N,N ∩ S) = Cay(〈y〉, {y, y−1})�Cay(〈z〉, {z, z−1}) ∼= Cn�Cn.

Note that Cay(G,S) = Cay(N,S ∩ N)�K2. Thus Cay(G,S) is isomorphic to either
C(n, i)�K2 or (Cn�Cn)�K2. So Lemmas 2.5 and 2.4 guarantee that Cay(G,S) ad-
mits a 3-NZF. This is a contradiction.

Subcase 2.2. If S ∩ Z(N) contains an involution y such that d−1yd 6= y, then there exists
an element z ∈ S ∩Z(N) such that d−1yd = z. Therefore, 〈y, z〉 is an elementary abelian
2-group of order 4. So Cay(〈y, z, d〉, {y, z, d}) is the circular ladder CL4 (see Figure 1)
which is bipartite and hence, it admits a 3-NZF. Also, Cay(G,S\{y, z, d}) admits a 3-NZF,
and so does Cay(G,S). This is a contradiction.

d dz dzy dy

1 z zy y

1

Figure 1: The circular ladder CL4.

Subcase 2.3. Suppose that for every y ∈ Z(N) ∩ S, d−1yd ∈ {y, y−1}. Applying
the above argument shows that there exists an element y ∈ Z(N) ∩ S such that 〈y〉 is
a minimal normal subgroup of G. If the order of y is 2, then y is a central involution
and hence, Cay(G,S) admits a 3-NZF. This is a contradiction. Thus the order of y is
an odd prime number. Now if N ∩ S contains an element z such that O(z) ≥ 3 and
d−1zd ∈ {z, z−1}, then applying the same argument as that of used in Subcase 2.1 leads us
to get a contradiction. Now suppose that there exists an element z ∈ (S∩N)\{y, y−1} such
that O(z) ≥ 3 and d−1zd 6∈ {z, z−1}. So our assumption on G allows us to assume that
S = {y, y−1, z, z−1, d−1zd, d−1z−1d, d}. Let K be a normal subgroup of G containing y
such that K ≤ N and it is maximal with the property K ∩ (S \ {y, y−1}) = ∅. If M/K
is a minimal normal subgroup of G/K such that M/K ≤ N/K, then our assumption on
K shows that M ∩ (S \ {y, y−1}) 6= ∅. Without loss of generality, we can assume that
z ∈ M . Since M is normal in G, we deduce that d−1zd ∈ M and hence, S − {d} ⊆ M .
Thus M = N . Set S1 = {z, z−1, d−1zd, d−1z−1d, d}. Moreover M/K = N/K is
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abelian and normal in G/K of index 2 such that S1/K \ (S1/K ∩M/K) = {dK} and
dK(S1/K ∩M/K)dK = (S1/K ∩M/K). By our assumption on G, Cay(G/K,S1/K)
admits a 3-NZF. But S1∩K = ∅, so Lemma 2.2 shows that Cay(G,S1) admits a 3-NZF. In
addition, since |S \S1| = 2, Cay(G,S \S1) admits a 3-NZF and hence, Cay(G,S) admits
a 3-NZF. This is a contradiction. Finally, let N ∩ S contain an element z of order 2. Since
|S ∩ N | is even, our assumption on G allows us to assume that there exists an involution
w ∈ (S ∩ N) \ {z} such that G = 〈y, y−1, z, w, d〉. Since z, w are distinct involutions,
we have that either 〈z, w〉 is an elementary abelian 2-group of order 4 or a dihedral group.
We can see at once that Cay(〈w, z, d〉, {w, z, d}) is a circular ladder CLk, for some even
number k, which is bipartite. Therefore, Cay(〈w, z, d〉, {w, z, d}) admits a 3-NZF, and so
does Cay(G,S). This is a contradiction.

This shows that Cay(G,S) admits a 3-NZF, as desired.

Theorem 3.2. Let G be a group, N be an abelian subgroup of G of index 2 and let S be
a connection sequence of G such that |S| ≥ 4. If there exists d ∈ S \ (S ∩ N) such that
d−1(S ∩N)d = S ∩N , then Cay(G,S) admits a 3-NZF.

Proof. First, assume that |S∩N | ≥ 4. By Lemma 2.3, Cay(N,S∩N) has a 3-NZF. Since
|G/N | = 2, we can assume that G/N = 〈dN〉, and hence for every y ∈ S \ (S ∩ N),
yN ∈ 〈dN〉. Thus there exists t ∈ N such that y = td and

for every s ∈ S ∩N and y ∈ S \ (S ∩N), y−1sy ∈ S ∩N. (3.1)

So the Conditions (1) and (2) of Theorem 3.1 are fulfilled and hence Cay(G,S) admits a
3-NZF. Now, we assume that |S ∩ N | ≤ 3. The proof falls naturally into several parts. If
|S∩N | = 0, then by Lemma 2.8, Cay(G,S) is bipartite, and hence Lemma 2.6 shows that
Cay(G,S) admits a 3-NZF. Moreover, if |S ∩ N | = 2, then Lemma 2.9 forces Cay(N,
S ∩N) to admit a 3-NZF. Also by (3.1), for every s ∈ S ∩N , y−1sy = d−1sd ∈ S ∩N .
So Theorem 3.1 completes the proof. Therefore, |S ∩ N | ∈ {1, 3}. We consider these
possibilities in the following cases:

Case 1. Assume that |S ∩ N | = 1. So S ∩ N = {x}. Clearly, O(x) = 2 and d−1xd =
x−1 = x. Also, for every y ∈ S \ (S ∩N), we have yN ∈ 〈dN〉 and hence, y = md for
some m ∈ N . Therefore, we can see y−1xy = x. Thus x ∈ Z(〈S〉) is of order 2. Hence
by Lemma 2.1, we have Cay(〈S〉, S) admits a 3-NZF, and so does Cay(G,S).

Case 2. Assume that |S ∩N | = 3. We continue the proof in two subcases:

Subcase 1. Let S ∩ N = {x, y, y−1}, where O(x) = 2 and O(y) ≥ 3. Since d−1xd ∈
S ∩ N and O(d−1xd) = 2, the same argument as that of used in Case 1 completes the
proof.

Subcase 2. Let S ∩N = {x, y, z}, where O(x) = O(y) = O(z) = 2. First, assume that
none of the elements in S ∩N generates by the other ones. Since x, y, z are of order 2 and
N is abelian, we have

〈N ∩ S〉 = {xiyjzl | 1 ≤ i, j, k ≤ 2} = 〈x〉 × 〈y〉 × 〈z〉 ≤ N.

It is easy to check that Cay(〈N ∩S〉, S ∩N) is bipartite (similar to Figure 1) and hence by
Lemma 2.6, Cay(N,S ∩ N) admits a 3-NZF. The rest of the proof runs as the case when
|S ∩N | ≥ 4.
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Otherwise, without loss of generality, assume that S ∩ N = {x, y, xy}. Set S1 =
{d, d−1}. Note that |S| is odd. Thus |S \ ((S ∩ N) ∪ S1)| = 0 or 2k where k ∈ N. Set
S2 = S \ ((S ∩N) ∪ S1) and H = 〈(S ∩N) ∪ S1〉. In fact,

Cay(G,S2) ∪ Cay(G, (S ∩N) ∪ S1) = Cay(G,S)

and Cay(G,S2) admits a 3-NZF. So it is sufficient to find a 3-NZF in Cay(G, (S∩N)∪S1).
We know that d−1xd ∈ S ∩ N . If d−1xd = x, then since N is abelian, we have

x ∈ Z(H) and its order is 2, so the proof is complete by Lemma 2.1. Now, assume that
d−1xd = y. Since N 6= dN ∈ G/N and |G/N | = 2, we have O(dN) = 2, and hence
d2 ∈ N . It follows that x = d2xd−2 = dyd−1. Therefore,

d−1xyd = d−1xdd−1yd = yx = xy.

Thus xy ∈ Z(H) and O(xy) = 2. Lemma 2.1 shows that Cay(H, (S ∩N)∪ S1) admits a
3-NZF, and so does Cay(G, (S ∩N)∪S1), as desired. The same reasoning can be applied
to the case d−1xd = xy.

In the following we show that Theorem 3.2 guarantees the existence of a 3-NZF in a
Cayley graph on a generalized dicyclic group.

Example 3.3. Let H be an abelian group, having a specific element y ∈ H of order 2. A
group G is called a generalized dicyclic group, Dic(H, y), if it is generated by H and an
additional element x. Moreover, we have [G : H] = 2, x2 = y and x−1ax = a−1 for
every a ∈ H . It is easy to see that every Cayley graph of valency at least 4 on Dic(H, y)
has a 3-NZF by applying Theorem 3.2.

Note that in [3, 11], as the main theorems, it is showed that the graphs mentioned in
Example 3.4 admit nowhere-zero 3-flows.

Example 3.4.

(1) Let H be an abelian group. The generalized dihedral group DH is a group of order
2|H| generated by H and an element p where p 6∈ H , p2 = 1 and p−1hp = h−1

for all h ∈ H . We see at once that every Cayley graph of valency at least 4 on DH

satisfies the conditions of Theorem 3.2, and hence it admits a 3-NZF. In particular,
G = 〈x, a | an = x2 = 1, x−1ax = a−1〉 is a special case of DH , where H = 〈a〉,
p = x and it is called a dihedral group and denoted by D2n.

(2) Let G = 〈z, a | an = z2, an = 1, z−1az = a−1〉 which is called a generalized
quaternion group, denoted by Q4n. Note that G is a special case of a generalized
dicyclic group where 〈a〉 and z play the roles of H and x, respectively. Thus every
Cayley graph of valency at least 4 on Q4n admits a 3-NZF.

Remark 3.5. LetG be a group,N be a normal subgroup ofG of an odd index at least 3 and
S be a connection sequence ofG such that |S| ≥ 4. Assume that T = {x1, . . . , x2k+1} is a
left transversal set of N in G and Cay(N,S∩N)) has a 3-NZF. Note that by Remark 2.11,

Cay(G,S) =

( 2k+1⋃
i=1

xi Cay(N,S ∩N)

)
∪ Cay(G,S \ (S ∩N)).
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By the assumption, for every i ∈ {1, . . . , 2k + 1}, xi Cay(N,S ∩ N) admits a 3-NZF.
For finding a 3-NZF in Cay(G,S), it is enough to find a 3-NZF in Cay(G,S \ (S ∩N)).
If |S \ (S ∩ N)| is odd, then there exists y ∈ S \ (S ∩ N) such that O(y) = 2 and
hence yN ∈ G/N and O(yN) = 2. So we have 2 | |G/N |. This is impossible. Thus
|S \ (S ∩ N)| is even and hence Cay(G,S \ (S ∩ N)) admits a 3-NZF by Lemma 2.9.
Therefore if Cay(N,S ∩N) has a 3-NZF, then so does Cay(G,S).

Theorem 3.6. Let G be a solvable group with a cyclic Sylow 2-subgroup and let S be a
connection sequence of G with |S| ≥ 4. If there exists an element x ∈ Z(G) ∩ S such that
x is a generator element of G in S, then Cay(G,S) admits a 3-NZF.

Proof. Suppose that G is the smallest counterexample satisfies the above conditions, but
Cay(G,S) does not admit a 3-NZF. Without loss of generality, we can assume that |S| = 5
and x ∈ Z(G) ∩ S. Thus O(x) ≥ 3 by Lemma 2.1. If there exists u ∈ Z(G) such that
〈u〉∩S = ∅, then |S/〈u〉| = |S|, x〈u〉 ∈ Z(G/〈u〉)∩S/〈u〉 and |G/〈u〉| < |G|. If x〈u〉 is a
generator element of G/〈u〉 in S/〈u〉, then by our assumption, Cay(G/〈u〉, S/〈u〉) admits
a 3-NZF. Lemma 2.2 forces Cay(G,S) to admit a 3-NZF, a contradiction. Thus x〈u〉 is not
a generator element. Therefore, there exist an element t ∈ 〈S \ {x, x−1}〉 and i ∈ N such
that xui = t and hence t ∈ Z(G). If there exists t1 ∈ 〈t〉 ∩ S, then as stated above, we can
see that O(t1) ≥ 3. Thus Z(G) ∩ S = {x, x−1, t1, t−11 }. Therefore |G/Z(G)| ∈ {1, 2}
and hence, G/Z(G) is cyclic. So G is an abelian group. This forces Cay(G,S) to admit
a 3-NZF, a contradiction. Thus 〈t〉 ∩ S = ∅. Moreover, we can see at once that x〈t〉
is a generator element of G/〈t〉 in S/〈t〉, |S/〈t〉| = |S| and |G/〈t〉| < |G|. Therefore,
our assumption forces Cay(G/〈t〉, S/〈t〉) to admit a 3-NZF, and so does Cay(G,S) by
Lemma 2.2. This is a contradiction. So for every u ∈ Z(G), we have 〈u〉 ∩ S 6= ∅. We
continue the proof in two cases:

Case 1. Suppose that |Z(G)| is even. So there exists w ∈ Z(G) of order 2. By our
assumption, 〈w〉 ∩ S 6= ∅, and hence S contains a central involution. Lemma 2.1 shows
that Cay(〈S〉, S) admits a 3-NZF, and so does Cay(G,S). This is a contradiction.

Case 2. Let |Z(G)| be odd. Since |S| = 5, S contains an involution y. We continue the
proof in three subcases:

Subcase 1. Suppose that |S ∩ Z(G)| is odd, so Z(G) contains an involution. This is a
contradiction, because |Z(G)| is odd.

Subcase 2. Suppose that |Z(G)∩S| = 2. So we haveZ(G)∩S = {x, x−1}, whereO(x) is
an odd prime number p. Therefore, 〈x〉 is a cyclic subgroup of order p. By the assumption,
x 6∈ 〈S \ {x, x−1}〉 and hence, we deduce that G = 〈x〉 ×M , where M = 〈S \ {x, x−1}〉
is a maximal subgroup ofG. LetN be a minimal normal subgroup ofG such thatN ≤M .
So N is an elementary abelian q-group, where q is a prime number. If N ∩ S = ∅, then
x〈N〉 ∈ Z(G/N) ∩ S/N is a generator element of G/N in S/N , |G/N | < |G| and
|S/N | = 5. Thus by our assumption on G, Cay(G/N,S/N) admits a 3-NZF, and so does
Cay(G,S). This contradicts our assumption. If N ∩ S 6= ∅, then the proof falls naturally
into several parts:

(a) If y ∈ N ∩ S such that O(y) = 2, then 2 | |N |. Since N is elementary abelian,
we get that N is an elementary abelian 2-group. Thus |N | = 2 by the assumption.
Therefore y ∈ N ≤ Z(G), and hence |Z(G)| is even. This is a contradiction.
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(b) If N ∩ S = {z, z−1}, where O(z) ≥ 3, then S \ {x, x−1} = {z, z−1, y}. Since
N is an elementary abelian q-group where q is a prime number, we get O(z) =
q 6= 2. So y 6∈ N . If yz = zy, then G is an abelian group and hence, Lemma 2.3
forces Cay(G,S) to admit a 3-NZF, a contradiction. If yz 6= zy and O(yz) = 2,
then we have yzy = z−1. Thus L = 〈x, x−1, z, z−1〉 C G = 〈x, x−1, z, z−1, y〉.
Therefore, [G : L] = 2 and L CG. We thus get that Cay(G,S) admits a 3-NZF by
Theorem 3.1. This is a contradiction. Now, suppose that yz 6= zy and O(yz) ≥ 3.
Since O(z) = q, z ∈ N and |M/N | = |〈yN〉| = 2, we have |M | = 2qt, where
t ∈ N. If O(yz) = qn, where n ≤ t, then yz ∈ N . So y ∈ N , a contradiction.
Suppose that O(yz) = 2qn where n ≤ t. Since gcd(2, qn) = 1, there exist k, s ∈ Z
such that 2s + kqn = 1. So, O((yz)2s) = qn and O((yz)kq

n

) = 2. Thus we have
(yz)2s ∈ N . Since z ∈ N and N is abelian, we can see that (yz)2sy = y(yz)2s.
Therefore (yz)2s ∈ Z(M) ≤ Z(G). Thus 〈(yz)2s〉 is a normal subgroup of G and
〈(yz)2s〉 ≤ N . So z ∈ N = 〈(yz)2s〉 ≤ Z(M) ≤ Z(G) and hence yz = zy. This is
a contradiction with the above statements.

Subcase 3. Suppose that |S ∩Z(G)| = 4. Since |S| = 5, we can see |S| \ |S ∩Z(G)| = 1.
It follows that [〈S〉 : 〈S ∩ Z(G)〉] = 2. So 〈S〉/(〈S ∩ Z(G)〉) is a cyclic group. On the
other hand, 〈S ∩ Z(G)〉 ≤ Z(〈S〉). Therefore 〈S〉 is abelian, and hence Lemma 2.3 yields
that Cay(〈S〉, S) admits a 3-NZF, and so does Cay(G,S), a contradiction.

Corollary 3.7. Let G be a solvable group such that the Sylow 2-subgroups of G are cyclic
and every Cayley graph of valency at least 4 on G admits a 3-NZF. If H is a nilpotent
group, then every Cayley graph of valency at least 4 on G×H admits a 3-NZF.

Proof. Suppose that H is the smallest nilpotent group such that Cay(G ×H,S) does not
admit a 3-NZF. Note that by the assumption on G, we have H 6= 1. If there exists 1 6= t ∈
Z(H) such that 〈t〉 ∩ S = ∅, then since 〈t〉 C G × H , our assumption on H shows that
Cay((G×H)/〈t〉, S/〈t〉) admits a 3-NZF. So Lemma 2.2 forces Cay(G×H,S) to admit
a 3-NZF. This is a contradiction. Thus for every t ∈ Z(H), 〈t〉∩S 6= ∅. If |H| is even, then
S contains a central involution and hence, Lemma 2.1 shows that Cay(G×H,S) admits a
3-NZF, a contradiction. Thus |H| is odd. Let the order of t ∈ Z(H)∩S be odd. If |H ∩S|
is odd, then 2 | |H|. This is a contradiction. If |H ∩ S| = 2, then H ∩ S = {x, x−1} and
hence, Z(H) ∩ S = {x, x−1} and O(x) is a prime number. Since G is solvable, we can
assume that K is a normal subgroup of G ×H such that K ≤ G and K is maximal with
the property that S ∩K = ∅. If G = K, then (G ×H)/G is nilpotent and |S/G| = |S|,
and hence, Cay((G×H)/G, S/G) admits a 3-NZF, and so does Cay(G×H,S). This is
a contradiction. Thus G 6= K and for a minimal normal subgroup M/K of (G × H)/K
such thatM/K ≤ G/K, we haveM ∩S 6= ∅. So one of the following possibilities occurs:

(I) Suppose that M ∩ S contains an involution z. Then 2 | |M/K|. Since M/K is
elementary abelian and the Sylow 2-subgroups of G are cyclic, we have M/K =
〈zK〉 and hence 〈zK〉 ≤ Z((G × H)/K). Therefore, Lemma 2.1 shows that
Cay((G×H)/K, S/K) admits a 3-NZF, and so does Cay(G×H,S) by Lemma 2.2,
a contradiction.

(II) If M ∩S does not contain any involution, then |M ∩S| is an even number. Since |S|
is odd, we get that S \ (M ∩ S) contains an involution z. But |H| is odd, so z ∈ G.
Let S1 = (M ∩ S) ∪ {z, x, x−1}. We have 〈S1〉 = 〈M ∩ S, z〉 × 〈x〉 and |S1| ≥ 5
is an odd number. Thus Theorem 3.6 shows that Cay(〈S1〉, S1) admits a 3-NZF, so
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does Cay(G × H,S1). Since |S \ S1| is even, Cay(G × H,S) admits a 3-NZF, a
contradiction.

If |H ∩ S| ≥ 4, then there exists an element x ∈ S such that O(x) = 2. Since |H| is odd,
we have x 6∈ H ∩S and the Sylow 2-subgroups of G×H are the Sylow 2-subgroups of G
and hence, x ∈ G. Therefore x ∈ CG×H(H ∩ S), the centralizer of H ∩ S in G×H , and
hence x ∈ Z(〈H ∩ S〉 × 〈x〉). So Lemma 2.1 forces Cay(〈H ∩ S〉 × 〈x〉, (H ∩ S)∪ {x})
to admit a 3-NZF, so does Cay(G×H, (H ∩S)∪{x}). But |S \ ((H ∩S)∪{x})| is even,
So Cay(G×H,S) admits a 3-NZF, a contradiction.

Corollary 3.8. If L is a nilpotent group, then for every generalized dihedral group DH ,
the Cayley graph of valency at least 4 on DH × L admits a 3-NZF.

Proof. Let DH be the smallest generalized dihedral group such that the Cayley graph of
valency at least 4 on DH × L does not admit a 3-NZF. If |H| is odd, then the Sylow 2-
subgroups ofDH are cyclic, and hence Corollary 3.7 shows that Cay(DH×L, S) admits a
3-NZF, a contradiction. If |H| is even, thenH contains a central involution t. If t ∈ S, then
Lemma 2.1 shows that the Cayley graph of valency at least 4 on DH × L admits a 3-NZF,
a contradiction. If t 6∈ S, then by our assumption, Cay((DH × L)/〈t〉, S/〈t〉) admits a 3-
NZF. It follows that Cay(DH × L, S) admits a 3-NZF by Lemma 2.2. This is impossible.
These contradictions show that every Cayley graph of valency at least 4 on DH ×L admits
a 3-NZF.

References
[1] B. Alspach, Y. Liu and C. Zhang, Nowhere-zero 4-flows and Cayley graphs on solvable groups,

SIAM J. Discrete Math. 9 (1996), 151–154, doi:10.1137/s0895480193258017.

[2] F. Jaeger, Flows and generalized coloring theorems in graphs, J. Comb. Theory Ser. B 26 (1979),
205–216, doi:10.1016/0095-8956(79)90057-1.

[3] L. Li and X. Li, Nowhere-zero 3-flows in Cayley graphs on generalized dihedral group
and generalized quaternion group, Front. Math. China 10 (2015), 293–302, doi:0.1007/
s11464-014-0378-2.
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Abstract

Let p be an odd prime. A graph is called a bi-p-metacirculant on a metacyclic p-group
H if admits a metacyclic p-group H of automorphisms acting semiregularly on its vertices
with two orbits. A bi-p-metacirculant on a group H is said to be abelian or non-abelian
according to whether or not H is abelian.

By the results of Malnič et al. in 2004 and Feng et al. in 2006, we see that up to iso-
morphism, the Gray graph is the only cubic edge-transitive non-abelian bi-p-metacirculant
on a group of order p3. This motivates us to consider the classification of cubic edge-
transitive bi-p-metacirculants. Previously, we have proved that a cubic edge-transitive non-
abelian bi-p-metacirculant exists if and only if p = 3. In this paper, we give a classifica-
tion of connected edge-transitive non-abelian bi-p-metacirculants of valency p, and con-
sequently, we complete the classification of connected cubic edge-transitive non-abelian
bi-p-metacirculants.

Keywords: Bi-p-metacirculant, edge-transitive, inner-abelian p-group.

Math. Subj. Class.: 05C25, 20B25

1 Introduction
Given a group H , let R, L and S be three subsets of H such that R−1 = R, L−1 = L
and R ∪ L does not contain the identity element of H . The bi-Cayley graph over H with
respect to the triple (R,L, S), denoted by BiCay(H,R,L, S), is the graph having vertex
set the union H0 ∪H1 of two copies of H , and edges of the form {h0, (xh)0}, {h1, (yh)1}
and {h0, (zh)1} with x ∈ R, y ∈ L, z ∈ S and h0 ∈ H0, h1 ∈ H1 representing a given
h ∈ H . It is easy to see that a graph is a bi-Cayley graph over a group H if and only if it
admits H as a semiregular automorphism group with two orbits.
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Let Γ = BiCay(H,R,L, S). For g ∈ H , define a permutation R(g) on the vertices of
Γ by the rule

h
R(g)
i = (hg)i, ∀i ∈ Z2, h ∈ H.

Then R(H) = {R(g) | g ∈ H} is a semiregular subgroup of Aut(Γ) which is isomorphic
to H and has H0 and H1 as its two orbits. When R(H) is normal in Aut(Γ), the bi-Cayley
graph Γ = BiCay(H,R,L, S) is said to be normal (see [24]). When NAut(Γ)(R(H)) is
transitive on the edge set of Γ, we say that Γ is normal edge-transitive (see [7]).

Bi-Cayley graphs are useful in constructing edge-transitive graphs (see [7, 24]). How-
ever, it is difficult in general to decide whether a bi-Cayley graph is edge-transitive. So it
is natural to investigate the edge-transitive bi-Cayley graphs over some given groups. Note
that metacylic groups are widely used in constructing graphs with some kinds of symmetry,
see, for example, [1, 11, 12, 13, 14, 18]. (A group G is called metacyclic if it contains a
cyclic normal subgroup N such that G/N is cyclic.) In this paper, we shall focus on the
bi-Cayley graphs over a metacyclic p-group with p an odd prime. For convenience, a bi-
Cayley graph over a (resp. non-abelian or abelian) metacyclic p-group is simply called a
(resp. non-abelian or abelian) bi-p-metacirculant.

Note that the Gray graph [6], the smallest cubic semisymmetric graph, is a non-abeian
bi-3-metacirculant of order 2·33. Malnič et al. in [8, 17] gave a classification of cubic edge-
transitive graphs of order 2p3 for each prime p. Actually, it is easy to prove that every cubic
edge-transitive graphs of order 2p3 is a bi-Cayley graph over a group of order p3. Rather
than describe the classification in detail, we would simply like to point out one striking
feature: except the Gray graph, there do not exist other cubic edge-transitive non-abelian
bi-p-metacirculants of order 2 · p3 for every odd prime p. This seems to suggest that cubic
edge-transitive non-abelian bi-p-metacirculants are rare. Motivated by this, we are going
to consider the following problem:

Problem 1.1. Classify cubic edge-transitive non-abelian bi-p-metacirculants for every odd
prime p.

In [19], we gave a partial answer to this problem. We first proved that a cubic edge-
transitive non-abelian bi-p-metacirculant exists if and only if p = 3, and then we gave a
classification of cubic edge-transitive bi-Cayley graphs over an inner-abelian metacyclic
p-group for each odd prime p. (A non-abelian group is called an inner-abelian group if
all of its proper subgroups are abelian.) In view of this, to solve Problem 1.1, it suffices
to classify cubic edge-transitive non-abelian bi-3-metacirculants. Naturally, the following
problem arises.

Problem 1.2. Classify edge-transitive non-abelian bi-p-metacirculants of valency p for
every odd prime p.

The following is the main result of this paper which gives a solution of Problem 1.2.

Theorem 1.3. Let p be an odd prime, and let Γ be a connected edge-transitive non-abelian
bi-p-metacirculants of valency p. Then p = 3 and Γ is isomorphic to one of the following
graphs:

(i)

Γr = BiCay(Gr, ∅, ∅, {1, a, a−1b}),

Gr =
〈
a, b | a3r+1

= b3
r

= 1, b−1ab = a1+3r
〉
,
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(ii)

Σr = BiCay(Hr, ∅, ∅, {1, b, b−1a}),

Hr =
〈
a, b | a3r+1

= b3
r+1

= 1, b−1ab = a1+3r
〉
,

where r is a positive integer.

Remark 1.4. The graphs Γr and Σr are actually those graphs what we have found in [19].
By [19], Γr is semisymmetric while Σr is symmetric. To the best of our knowledge, the
graphs Γr form the first known infinite family of cubic semisymmetric graphs of order
twice a power of 3.

From the above theorem and [19, Theorem 1], we may immediately obtain the follow-
ing result which gives a solution of Problem 1.1.

Corollary 1.5. Let p be an odd prime. A connected cubic non-abelian bi-p-metacirculant
is edge-transitive if and only if it is isomorphic to one the graphs given in Theorem 1.3.

Remark 1.6. The classification of cubic edge-transitive bi-Cayley graphs on abelian groups
has been given in [10, 23]. So our result actually completes the classification of all cubic
edge-transitive bi-p-metacirculants for each odd prime p.

2 Preliminaries
2.1 Definitions and notation

Throughout this paper, groups are assumed to be finite, and graphs are assumed to be
finite, connected, simple and undirected. For the group-theoretic and the graph-theoretic
terminology not defined here we refer the reader to [4, 21].

Let G be a permutation group on a set Ω and take α ∈ Ω. The stabilizer Gα of α in
G is the subgroup of G fixing the point α. The group G is said to be semiregular on Ω if
Gα = 1 for every α ∈ Ω and regular if G is transitive and semiregular.

For a positive integer n, denote by Zn the cyclic group of order n and by Z∗n the mul-
tiplicative group of Zn consisting of numbers coprime to n. For a finite group G, the full
automorphism group and the derived subgroup of G will be denoted by Aut(G) and G′,
respectively. Denote by exp(G) the exponent of G. For any x ∈ G, denote by o(x) the
order of x. For two groups M and N , N oM denotes a semidirect product of N by M . A
non-abelian group is called an inner-abelian group if all of its proper subgroups are abelian.

For a graph Γ, we denote by V (Γ) the set of all vertices of Γ, by E(Γ) the set of all
edges of Γ, by A(Γ) the set of all arcs of Γ, and by Aut(Γ) the full automorphism group
of Γ. For u, v ∈ V (Γ), denote by {u, v} the edge incident to u and v in Γ. If a subgroup G
of Aut(Γ) acts transitively on V (Γ), E(Γ) or A(Γ), we say that Γ is G-vertex-transitive,
G-edge-transitive or G-arc-transitive, respectively. In the special case when G = Aut(Γ)
we say that Γ is vertex-transitive, edge-transitive or arc-transitive, respectively. An arc-
transitive graph is also called a symmetric graph. A graph Γ is said to be semisymmetric if
Γ is regular and is edge- but not vertex-transitive.
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2.2 Quotient graph

Let Γ be a connected graph with an edge-transitive groupG of automorphisms and letN be
a normal subgroup of G. The quotient graph ΓN of Γ relative to N is defined as the graph
with vertices the orbits of N on V (Γ) and with two orbits adjacent if there exists an edge
in Γ between the vertices lying in those two orbits. Below we introduce two propositions
of which the first is a result of [15, Theorem 9].

Proposition 2.1. Let p be an odd prime and Γ be a graph of valency p, and letG ≤ Aut(Γ)
be arc-transitive on Γ. Then G is an s-arc-regular subgroup of Aut(Γ) for some integer
s. If N E G has more than two orbits in V (Γ), then N is semiregular on V (Γ), ΓN is a
symmetric graph of valency p with G/N as an s-arc-regular subgroup of automorphisms.

In view of [16, Lemma 3.2], we have the following proposition.

Proposition 2.2. Let p be an odd prime and Γ be a graph of valency p, and letG ≤ Aut(Γ)
be transitive on E(Γ) but intransitive on V (Γ). Then Γ is a bipartite graph with two
partition sets, say V0 and V1. If N E G is intransitive on each of V0 and V1, then N is
semiregular on V (Γ), ΓN is a graph of valency p with G/N as an edge- but not vertex-
transitive group of automorphisms.

2.3 Bi-Cayley graphs

Proposition 2.3 ([23, Lemma 3.1]). Let Γ = BiCay(H,R,L, S) be a connected bi-Cayley
graph over a group H . Then the following hold:

(1) H is generated byR∪ L ∪ S.

(2) Up to graph isomorphism, S can be chosen to contain the identity of H .

(3) For any automorphism α of H , BiCay(H,R,L, S) ∼= BiCay(H,Rα,Lα, Sα).

(4) BiCay(H,R,L, S) ∼= BiCay(H,L,R, S−1).

Let Γ = BiCay(H,R,L, S) be a bi-Cayley graph over a group H . Recall that for each
g ∈ H , R(g) is a permutation on V (Γ) defined by the rule

h
R(g)
i = (hg)i, ∀i ∈ Z2, h, g ∈ H,

and R(H) = {R(g) | g ∈ H} ≤ Aut(Γ). For an automorphism α of H and x, y, g ∈ H ,
define two permutations on V (Γ) = H0 ∪H1 as following:

δα,x,y : h0 7→ (xhα)1, h1 7→ (yhα)0, ∀h ∈ H,
σα,g : h0 7→ (hα)0, h1 7→ (ghα)1, ∀h ∈ H.

Set

I = {δα,x,y | α ∈ Aut(H) s.t. Rα = x−1Lx,Lα = y−1Ry, Sα = y−1S−1x},
F = {σα,g | α ∈ Aut(H) s.t. Rα = R,Lα = g−1Lg, Sα = g−1S}.

Proposition 2.4 ([24, Theorem 3.4]). Let Γ = BiCay(H,R,L, S) be a connected bi-
Cayley graph over the group H . Then NAut(Γ)(R(H)) = R(H) o F if I = ∅ and
NAut(Γ)(R(H)) = R(H)〈F, δα,x,y〉 if I 6= ∅ and δα,x,y ∈ I . Furthermore, for any
δα,x,y ∈ I , we have the following:
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(1) 〈R(H), δα,x,y〉 acts transitively on V (Γ);

(2) if α has order 2 and x = y = 1, then Γ is isomorphic to the Cayley graph Cay(H̄,
R∪ αS), where H̄ = H o 〈α〉.

3 Some basic properties of metacyclic p-groups
In this section, we will give some properties of metacyclic p-groups.

Proposition 3.1. Any metacyclic p-group G (p an odd prime) has the following presenta-
tion:

G =
〈
a, b | ap

r+s+u

= 1, bp
r+s+t

= ap
r+s

, ab = a1+pr
〉
,

where r, s, t, u are non-negative integers with u ≤ r. Different values of the parameters
r, s, t, u with the above conditions give non-isomorphic metacyclic p-groups. Furthermore,
the following hold:

(1) If |G′| = pn, then for any m ≥ n, we have

(xy)p
m

= xp
m

yp
m

, ∀x, y ∈ G.

(2) For any positive integer k and for any x, y ∈ G,

xp
k

= yp
k

⇐⇒ (x−1y)p
k

= 1⇐⇒ (xy−1)p
k

= 1.

Proof. By [22, Theorem 2.1], it suffices to prove the items (1) and (2). Since G′ is cyclic,
(1) follows from [9, Chapter 3, §10, Theorem 10.2 (c) and Theorem 10.8 (g)]. Item (2)
follows from [9, Chapter 3, §10, Theorem 10.2 (c) and Theorem 10.6 (a)].

Lemma 3.2. Let p be an odd prime, and let H be a metacyclic p-group generated by a, b
with the following defining relations:

ap
m

= bp
n

= 1, b−1ab = a1+pr ,

where m,n, r are positive integers such that r < m ≤ n+ r. Then the following hold:

(1) For any i ∈ Zpm , j ∈ Zpn , we have

aibj = bjai(1+pr)j .

(2) For any positive integer k and for any i ∈ Zpm , j ∈ Zpn , we have

(bjai)k = bkjai
∑k−1

s=0 (1+pr)sj .

(3) For any positive integers t, k and any element x of H , if xp
2t

= 1, then

x(1+pt)k = x1+k·pt .

(4) The subgroup of H of order p is one of the following groups:〈
ap

m−1
〉
,
〈
bp

n−1

ai
′pm−1

〉
(i′ ∈ Zp).
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Proof. From [19, Lemma 14 (1) – (2)], we have the items (1) – (2).
For (3), the result is clearly true if k = 1. In what follows, assume k ≥ 2. Since

xp
2t

= 1, we have xp
kt

= 1. Then

x(1+pt)k = x[C0
k·1

k·(pt)0+C1
k·1

k−1·(pt)1+C2
k·1

k−2·(pt)2+···+Ck
k ·1

0·(pt)k]

= xC
0
k·(p

t)0 · xC
1
k·(p

t)1 · xC
2
k·(p

t)2 · · ·xC
k
k ·(p

t)k

= x · (xp
t

)C
1
k · (xp

2t

)C
2
k · · · (xp

kt

)C
k
k

= x · xk·p
t

= x1+k·pt ,

and so (3) holds. (Here for any integers N ≥ l ≥ 0, we denote by ClN the binomial
coefficient, that is, ClN = N !

l!(N−l)! .)
For (4), let Ω1(H) = 〈x ∈ H | o(x) = p〉. Since H is a metacyclic p-group, by [2,

Exercise 85], we have Ω1(H) ∼= Zp × Zp. It implies that H has p+ 1 subgroups of order
p. Furthermore, the subgroup of H of order p is one of the following groups:〈

ap
m−1

〉
,
〈
bp

n−1

ai
′pm−1

〉
(i′ ∈ Zp),

as required.

4 Inner-abelian bi-p-metacirculants of valency p

In this section, we focus on edge-transitive bi-Cayley graphs over inner-abelian metacyclic
p-groups of valency p. For convenience, a bi-Cayley graph over an inner-abelian metacyclic
p-group is simply called an inner-abelian bi-p-metacirculant.

In [19, Theorem 2], we gave a classification of cubic edge-transitive inner-abelian bi-
p-metacirculants.

Proposition 4.1 ([19, Theorem 2]). Let Γ be a connected cubic edge-transitive bi-Cayley
graph over an inner-abelian metacyclic 3-group H . Then H ∼= Gr or Hr, and Γ ∼= Γr
or Σr, where the groups Gr, Hr, and the graphs Γr, Σr are defined as in Theorem 1.3. In
particular, H/H ′ ∼= Z3r × Z3r or Z3r × Z3r+1 .

In this section, we shall prove the following theorem.

Theorem 4.2. Let H be an inner-abelian metacyclic p-group with p an odd prime, and let
Γ be a connected edge-transitive bi-Cayley graph over H of valency p. Then p = 3, and Γ
is isomorphic to one of the graphs given in Theorem 1.3.

4.1 Two technical lemmas

Lemma 4.3. Let p be an odd prime and let Γ be a connected edge-transitive graph of
valency p. If G ≤ Aut(Γ) is transitive on the edges of Γ, then for each v ∈ V (Γ),
|Gv| = pm with (m, p) = 1.

Proof. Since G is transitive on the edges of Γ, for each v ∈ V (Γ), the order of a vertex
stabilizerGv must be divisible by p. Suppose, by way of contradiction, that |Gv| is divisible
by p2. Let G∗v be the subgroup of Gv fixing the neighborhood Γ(v) of v in Γ pointwise.
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Then Gv/G∗v . Sp, forcing that p | |G∗v|. Then G∗v contains an element α of order p.
Note that each orbit of 〈α〉 has length either 1 or p. Since 〈α〉 fixes v and each vertex in
Γ(v), the connectedness of Γ implies that each orbit of 〈α〉 has length 1, and so α = 1, a
contradiction.

Lemma 4.4. Let H be a p-group with p an odd prime, and let Γ = BiCay(H,R,L, S) be
a connected edge-transitive bi-Cayley graph of valency p. Then

(1) Γ is normal edge-transitive, R = L = ∅, and S = {1, h, hhα, . . . , hhα · · ·hαp−2}
for some 1 6= h ∈ H and α ∈ Aut(H) satisfying hhαhα

2 · · ·hαp−1

= 1 and
o(α) | p;

(2) if H has a characteristic subgroup K such that H/K is isomorphic to Zpm × Zpn ,
then |m− n| ≤ 1.

Proof. Let A = Aut(Γ), and let P be a sylow p-subgroup of A such that R(H) ≤ P .
Since Γ is edge-transitive, Lemma 4.3 gives that |A| = |R(H)| ·p ·m, where (p,m) = 1. It
follows that |P | = p|R(H)|, and hence P ≤ NA(R(H)). Furthermore, for any e ∈ E(Γ),
we have |A : Ae| = |E(Γ)| = p|R(H)|, and so |Ae| = m. It follows that Pe = P∩Ae = 1,
and hence |P : Pe| = |P | = p|R(H)| = |E(Γ)|. Thus, P is transitive on the edges of Γ.
Thus, Γ is normal edge-transitive.

Let N = NA(R(H)). Then N is transitive on the edges of Γ. Since R(H) E N ,
the two orbits H0, H1 of R(H) do not contain any edge of Γ, and so R = L = ∅. By
Proposition 2.3, we may assume that 1 ∈ S. Since N is transitive on the edges of Γ
and Γ has valency p, N10 has an element σα,h of order p for some α ∈ Aut(H) and
1 6= h ∈ H . Furthermore, σα,h cyclically permutes the elements in Γ(10). So we have
Γ(10) = {11, h1, (hh

α)1, . . . , (hh
α · · ·hαp−2

)1} and hhαhα
2 · · ·hαp−1

= 1. This implies
that

S = {1, h, hhα, . . . , hhα · · ·hα
p−2

},

and hα
p

= h. Since Γ is connected, one has H = 〈S〉 = 〈hαi | 0 ≤ i ≤ p − 1〉. As
hα

p

= h, αp is a trivial automorphism of H . Consequently, we have o(α) = 1 or p and (1)
is proved.

For (2), without loss of generality, assume that H/K ∼= Zpm × Zpn with m > n,
where K is a characteristic subgroup of H . Let T = 〈R(x) ∈ R(H) | xpn ∈ K〉. Then
T is characteristic in R(H) and R(H)/T ∼= Zpm−n . Propositions 2.1 and 2.2 implies
that the quotient graph ΓT of Γ relative to T is a graph of valency p with N/T as an
edge-transitive group of automorphisms. Clearly, R(H)/T is semiregular on V (ΓT ) with
two orbits and R(H)/T E N/T , so ΓT is a normal edge-transitive bi-Cayley graph over
R(H)/T ∼= Zpm−n of valency p.

So to complete the proof, it suffices to show that if H ∼= Zpm then m ≤ 1. Suppose
to the contrary that H ∼= Zpm with m ≥ 2. Since H = 〈hαi | 0 ≤ i ≤ p − 1〉, we have
H = 〈h〉. Let hα = hλ for some λ ∈ Z∗pm . Then

1 = hhαhα
2

· · ·hα
p−1

= h1+λ+λ2+···+λp−1

,

and then
1 + λ+ λ2 + · · ·+ λp−1 ≡ 0 (mod pm).
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It follows that λp ≡ 1 (mod pm), and hence λ ≡ 1 (mod p). Let λ = kp + 1 for some
integer k. Since m ≥ 2, we have

1 + (kp+ 1) + (kp+ 1)2 + · · ·+ (kp+ 1)p−1 ≡ 0 (mod p2).

It follows that

1 + (kp+ 1) + (2kp+ 1) + · · ·+ ((p− 1)kp+ 1) ≡ 0 (mod p2),

and hence
p+

1

2
p(p− 1)kp ≡ 0 (mod p2).

A contradiction occurs.

4.2 Proof of Thorem 4.2

Throughout this subsection, we shall always let H be an inner-abelian metacyclic p-group
with p an odd prime, and Γ be a connected edge-transitive bi-Cayley graph over H of
valency p.

In view of Lemma 4.4(1) and since H is inner abelian, we may make the following
assumption throughout this subsection.

Assumption 4.5. Γ = BiCay(H, ∅, ∅, S), where S = {1, h, hhα, . . . , hhα · · ·hαp−2} for
some 1 6= h ∈ H and α ∈ Aut(H) satisfying hhαhα

2 · · ·hαp−1

= 1 and o(α) = p.

Proof of Theorem 4.2. Suppose to the contrary that p > 3. Since H is an inner-abelian
metacyclic p-group, by elementary group theory (see also [20] or [3, Lemma 65.2]), we
may assume that

H =
〈
a, b | ap

t+1

= bp
s

= 1, b−1ab = ap
t+1
〉
,

where t ≥ 1, s ≥ 1. Note that H/H ′ = 〈aH ′〉 × 〈bH ′〉 ∼= Zpt × Zps . By Lemma 4.4, we
have H/H ′ = 〈aH ′〉 × 〈bH ′〉 ∼= Zpt × Zpt , Zpt × Zpt+1 or Zpt × Zpt−1 .

If H/H ′ = 〈aH ′〉 × 〈bH ′〉 ∼= Zpt × Zpt−1 , then s = t− 1 and

H =
〈
a, b | ap

t+1

= bp
t−1

= 1, b−1ab = ap
t+1
〉
.

Let T = 〈R(x) | x ∈ H,xpt−1

= 1〉. Then T is characteristic in R(H) and R(H)/T is
isomorphic to Zp2 . However, by the proof of Lemma 4.4, this is impossible.

If H/H ′ = 〈aH ′〉 × 〈bH ′〉 ∼= Zpt × Zpt , then s = t and

H =
〈
a, b | ap

t+1

= bp
t

= 1, b−1ab = ap
t+1
〉
,

where t ≥ 1. We shall show that this is impossible in Lemma 4.6.
If H/H ′ = 〈aH ′〉 × 〈bH ′〉 ∼= Zpt × Zpt+1 , then s = t+ 1 and

H =
〈
a, b | ap

t+1

= bp
t+1

= 1, b−1ab = ap
t+1
〉
,

where t ≥ 1. We shall show that this is impossible in Lemma 4.7.
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Lemma 4.6. If H =
〈
a, b | apt+1

= bp
t

= 1, b−1ab = ap
t+1
〉

(t > 0), then p = 3.

Proof. Suppose to the contrary that p > 3. We first define the following four maps. Let

γ : a 7→ a1+p, b 7→ b, δ : a 7→ a, b 7→ b1+p,

σ : a 7→ a, b 7→ bap, τ : a 7→ ba, b 7→ b.

Let x1 = a1+p, x2 = x3 = a, x4 = ba, y1 = y4 = b, y2 = b1+p and y3 = bap. Since
H is an inner-abelian metacyclic-p group, by Proposition 3.1 and a direct computation,
we have o(xi1) = o(a) = pt+1, o(yi1) = o(b) = pt and it is direct to check that xi1
and yi1 have the same relations as do a and b, where i1 ∈ {1, 2, 3, 4}. Moreover, for any
i1 ∈ {1, 2, 3, 4}, we have 〈xi1 , yi1〉 = H . It follows that each of the above four maps
induces an automorphism of H .

Set P = 〈σ, γ, δ, τ〉. By a direct computation, we have o(γ) = pt, o(δ) = pt−1 and
o(σ) = o(τ) = pt. Furthermore, γδ = δγ, γ−1σγ = σp+1 and δ−1σδ = σ` with
`(p+ 1) ≡ 1 (mod pt). As both γ and δ fixes the subgroup 〈b〉 while σ does not, one has

〈σ, γ, δ〉 = 〈σ〉o (〈γ〉 × 〈δ〉) ∼= Zpt o (Zpt × Zpt−1).

Observing that 〈σ, γ, δ〉 fixes the subgroup 〈a〉 setwise but τ does not, it follows that
〈σ, γ, δ〉 ∩ 〈τ〉 = 1, and hence |P | ≥ p4t−1. In view of [13, Theorem 2.8], Aut(H)
has a normal Sylow p-subgroup of order p4t−1. It follows that P = 〈σ, γ, δ, τ〉 is the
unique Sylow p-subgroup of Aut(H). In particular, we have P = 〈γ〉〈δ〉〈σ〉〈τ〉.

Recall that S = {1, h, hhα, . . . , hhα · · ·hαp−2}. Assume that h = buav for some
u ∈ Zpt and v ∈ Zpt+1 . Since H = 〈S〉, we have o(h) = exp(H). It follows that
(v, p) = 1. Then the map ϕ1 : a 7→ av, b 7→ b induces an automorphism of H . Let
ϕ = (τuϕ1)−1. Then ϕ ∈ Aut(H) and hϕ = a. By Proposition 2.4(3), we have that
Γ ∼= Γ′ = BiCay(H, ∅, ∅, Sϕ). Let β = ϕ−1αϕ. Then σβ,a ∈ Aut(Γ′) cyclically
permutates the elements in Γ′(10). It follows that

Sϕ = {1, a, aaβ , aaβaβ
2

, . . . , aaβaβ
2

· · · aβ
p−2

},

and aaβaβ
2 · · · aβp−1

= 1. Clearly, o(β) = o(α) = p, so β ∈ P . We assume that
β = γiδjσkτ l for some i, k, l ∈ Zpt and j ∈ Zpt−1 .

By Lemma 3.2(2) – (3) and Proposition 3.1(1), we have

β :

{
a 7→ (bla)(1+p)i = b(1+p)ila(1+p)i

b 7→ (b · (bla)pk)(1+p)j = b(1+p)j(1+pkl)a(1+p)jpk
(4.1)

Let f1(H) = {xp | x ∈ H}. Then f1(H) ≤ Z(H) and

β :

{
a 7→ bla · w
b 7→ b · w′

(4.2)

for some w, w′ ∈ f1(H). Since Γ′ is connected, by Proposition 2.3, we have H = 〈Sϕ〉.
By Proposition 3.1(1), it follows that (l, p) = 1.

We shall finish the proof by the following steps.
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Step 1: t > 1.
Suppose to the contrary that t = 1. Then H = 〈a, b | ap2 = bp = 1, b−1ab = a1+p〉.

We shall first show that for any r ≥ 1,

aβ
r

= brla1+ 1
2 r(r−1)klp+irp (4.3)

By Equation (4.1) we have

β :

{
a 7→ bla1+ip

b 7→ bakp

So Equation (4.3) holds when r = 1. Now assume that r > 1 and

aβ
r−1

= b(r−1)la1+ 1
2 (r−1)(r−2)klp+i(r−1)p.

By a direct computation, we have

aβ
r

= (b(r−1)la1+ 1
2 (r−1)(r−2)klp+i(r−1)p)β

= (bakp)(r−1)l(bla1+ip)1+ 1
2 (r−1)(r−2)klp+i(r−1)p

= b(r−1)la(r−1)lkpbla1+ 1
2 [(r−1)2−(r−1)]klp+irp

= b(r−1)l+la1+[ 12 (r−1)2− 1
2 (r−1)+(r−1)]klp+irp

= brla1+ 1
2 r(r−1)klp+irp

By induction, we have Equation (4.3).
Now we show that for any r ≥ 1,

a · aβ · · · aβ
r

= b
1
2 r(r+1)la(r+1)+[ 16 r(r+1)(2r+1)l+ 1

2 r(r+1)i+ 1
6 (r−1)r(r+1)kl]p. (4.4)

By Equation (4.3) and Lemma 3.2(1)&(3), we have

a · aβ = a · bla1+ip = bla(1+p)la1+ip = bla1+lpa1+ip = bla2+(l+i)p.

So Equation 4.4 holds when r = 1. Now assume that r > 1 and

a · aβ · · · aβ
r−1

= b
1
2 (r−1)rlar+[ 16 (r−1)r(2r−1)l+ 1

2 (r−1)ri+ 1
6 (r−2)(r−1)rkl]p.

By a direct computation, we have

aaβaβ
2

· · · aβ
r

= b
1
2 (r−1)rlar+[ 16 (r−1)r(2r−1)l+ 1

2 (r−1)ri+ 1
6 (r−2)(r−1)rkl]p · brla1+ 1

2 r(r−1)klp+irp

= b
1
2 r(r+1)la{r+[ 16 (r−1)r(2r−1)l+ 1

2 (r−1)ri+ 1
6 (r−2)(r−1)rkl]p}·(1+rlp)+1+ 1

2 r(r−1)klp+irp

= b
1
2 r(r+1)lar(1+rlp)+[ 16 (r−1)r(2r−1)l+ 1

2 (r−1)ri+ 1
6 (r−2)(r−1)rkl]p+1+ 1

2 r(r−1)klp+irp

= b
1
2 r(r+1)la(r+1)+[ 16 (r−1)r(2r−1)+r2]lp+[ 12 (r−1)r+r]ip+[ 16 (r−2)(r−1)+ 1

2 r(r−1)]rklp

= b
1
2 r(r+1)la(r+1)+[ 16 r(r+1)(2r+1)l+ 1

2 r(r+1)i+ 1
6 (r−1)r(r+1)kl]p.

By induction, we have Equation (4.4).
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Since p is a prime and p > 3, by Equation (4.4), we have

aaβaβ
2

· · · aβ
p−1

= b
1
2 (p−1)plap+[ 16 (p−1)p(2p−1)l+ 1

2 (p−1)pi+ 1
6 (p−2)(p−1)pkl]p = ap 6= 1,

a contradiction.

Step 2: A final contradiction
Let f2(H) = {xp2 | x ∈ H}. Then f2(H) ≤ Z(H). By Equation (4.1), we have

aβ = b(1+ip)la1+ip ·$,
bβ = b1+jp+pklapk ·$′,

for some $,$′ ∈ f2(H). Let m ≡ il (mod p), n ≡ i (mod p), f ≡ j + kl (mod p)
for some m,n, f ∈ Zp. Then

β :

{
a 7→ bmp+lanp+1 ·$1

b 7→ bfp+1akp ·$′1
(4.5)

for some $1, $
′
1 ∈ f2(H).

We shall first prove the following claim.

Claim. For any r ≥ 2, aβ
r

= bcrp+2ladrp$r for some cr, dr ∈ Zp and $r ∈ f2(H).

Since t > 1, for any positive integer i0, by Lemma 3.2(1)&(3), we have

abi0 = bi0a(1+pt)i0 = bi0a1+i0p
t

= bi0a ·$0, (4.6)

for some $0 ∈ f2(H). Then by Equations (4.5) and (4.6), we have

aβ
2

= (bfp+1akp ·$′1)mp+l(bmp+lanp+1 ·$1)np+1 ·$β
1

= b(2m+fl+nl)p+2la(2n+kl)p ·$2,

for some $2 ∈ f2(H). Take c2, d2 ∈ Zp such that 2m + fl + nl ≡ c2 (mod p) and
2n + kl ≡ d2 (mod p). If r = 2, then Claim is clearly true. Now assume that r > 2 and
Claim holds for any positive integer less than r. Then

aβ
r−1

= bcr−1p+2ladr−1p ·$r−1,

for some cr−1, dr−1 ∈ Zp and $r−1 ∈ f2(H), and then

aβ
r

= (bfp+1akp ·$′1)cr−1p+2l(bmp+lanp+1 ·$1)dr−1p ·$β
r−1

= b(cr−1+2fl+ldr−1)p+2la(2kl+dr−1)p ·$r,

for some $r ∈ f2(H). Take cr, dr ∈ Zp such that cr−1 + 2fl+ ldr−1 ≡ cr (mod p) and
2kl + dr−1 ≡ dr (mod p). By induction, we complete the proof of Claim.

Now by our Claim, we have

aβ
p

= bcpp+2ladpp ·$p = a,

for some cp, dp ∈ Zp and $p ∈ f2(H). It follows that cpp + 2l ≡ 0 (mod p2), a
contradiction. This completes the proof of our lemma.
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Lemma 4.7. If H =
〈
a, b | apt+1

= bp
t+1

= 1, b−1ab = ap
t+1
〉

(t > 0), then p = 3.

Proof. Suppose to the contrary that p > 3. We first define the following four maps. Let

γ : a 7→ a1+p, b 7→ b, δ : a 7→ a, b 7→ b1+p,

σ : a 7→ bpa, b 7→ b, τ : a 7→ a, b 7→ ba.

Let x1 = a1+p, x2 = x4 = a, x3 = bpa, y1 = y3 = b, y2 = b1+p and y4 = ba. Since
H is an inner-abelian metacyclic-p group, by Proposition 3.1 and a direct computation,
we have o(xi1) = o(a) = pt+1, o(yi1) = o(b) = pt and it is direct to check that xi1
and yi1 have the same relations as do a and b, where i1 ∈ {1, 2, 3, 4}. Moreover, for any
i1 ∈ {1, 2, 3, 4}, we have 〈xi1 , yi1〉 = H . It follows that each of the above four maps
induces an automorphism of H .

Set P = 〈σ, γ, δ, τ〉. By a direct computation, we have o(γ) = o(δ) = pt, o(σ) = pt

and o(τ) = pt+1. Moreover, we have γδ = δγ, δ−1σδ = σp+1 and γ−1σγ = σ` with
`(p + 1) ≡ 1 (mod pt+1). As both γ and δ fixes the subgroup 〈a〉 while σ does not, one
has

〈σ, γ, δ〉 = 〈σ〉o (〈γ〉 × 〈δ〉) ∼= Zpt o (Zpt × Zpt).

Observing that 〈σ, γ, δ〉 fixes the subgroup 〈b〉 setwise but τ does not, it follows that
〈σ, γ, δ〉 ∩ 〈τ〉 = 1, and hence |P | ≥ p4t+1. In view of [13, Theorem 2.8], Aut(H) has
a normal Sylow p-subgroup of order p4t+1. It follows that P = 〈σ, γ, δ, τ〉 is the unique
Sylow p-subgroup of Aut(H). In particular, we have P = 〈γ〉〈δ〉〈σ〉〈τ〉.

Recall that S = {1, h, hhα, . . . , hhα · · ·hαp−2} and o(α) = p. Assume that h = buav

for some u ∈ Zpt+1 and v ∈ Zpt+1 . Since H = 〈S〉, we obtain that o(h) = exp(H). It
follows that (u, p) = 1. Then there exists u′ ∈ Z∗pt+1 such that u ≡ u′v (mod pt+1). Let

ϕ = σu
′
(δu)−1(τv)−1. Then ϕ ∈ Aut(H) and hϕ = b. By Proposition 2.4(3), we have

Γ ∼= BiCay(H, ∅, ∅, Sϕ). Let Γ′ = BiCay(H, ∅, ∅, Sϕ) and β = ϕ−1αϕ. Then σβ,b ∈
Aut(Γ′) cyclically permutates the elements in Γ′(10). It follows that bbβbβ

2 · · · bβp−1

= 1
and

Sϕ = {1, b, bbβ , bbβbβ
2

, . . . , bbβbβ
2

· · · bβ
p−2

}.

Since o(β) = o(α) = p, we have β ∈ P . Assume that β = γiδjσkτ l for some i, j, k ∈ Zpt
and l ∈ Zpt+1 . Then by Lemma 3.2(2) – (3) and Proposition 3.1(1), we have

β :

{
a 7→ (bal)(1+p)ikpa(1+p)i = b(1+p)ikpa(1+p)i(1+klp)

b 7→ (bal)(1+p)j = b(1+p)ja(1+p)j l
(4.7)

and then

β :

{
a 7→ a · w
b 7→ bal · w′

(4.8)

for some w,w′ ∈ f1(H). Since Γ′ ∼= Γ is connected, we derive from Proposition 2.3 that
H = 〈Sϕ〉. By Proposition 3.1(1), it follows that (l, p) = 1. We shall finish the proof by
the following steps.
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Step 1: t > 1.
Suppose to the contrary that t = 1. Then H = 〈a, b | ap2 = bp

2

= 1, b−1ab = a1+p〉.
We shall first show that for any r ≥ 1,

bβ
r

= b1+(rj+ 1
2 r(r−1)kl)parl+

1
2 r(r+1)jlp+ 1

2 r(r−1)(i+kl)lp+ 1
6 r(r−1)(r−2)kl2p. (4.9)

By Equation (4.7), we have

β :

{
a 7→ bkpa1+(i+kl)p

b 7→ b1+jpal+jlp.

Thus Equation (4.9) holds when r = 1. Now assume that r > 1 and

bβ
r−1

= b1+((r−1)j+ 1
2 (r−1)(r−2)kl)p

· a(r−1)l+ 1
2 (r−1)rjlp+ 1

2 (r−1)(r−2)(i+kl)lp+ 1
6 (r−1)(r−2)(r−3)kl2p.

By a direct computation, we have

bβ
r

= (b1+jpal+jlp)1+((r−1)j+ 1
2 (r−1)(r−2)kl)p

· (bkpa1+(i+kl)p)(r−1)l+ 1
2 (r−1)rjlp+ 1

2 (r−1)(r−2)(i+kl)lp+ 1
6 (r−1)(r−2)(r−3)kl2p

= b1+(rj+ 1
2 (r−1)(r−2)kl+(r−1)kl)p · al+jlp+[(r−1)lj+ 1

2 (r−1)(r−2)kl2]p

· a(r−1)l(1+(i+kl)p)+ 1
2 (r−1)rjlp+ 1

2 (r−1)(r−2)(i+kl)lp+ 1
6 (r−1)(r−2)(r−3)kl2p

= b1+rjp+[ 12 (r−1)(r−2)+(r−1)]klp

· a[l+(r−1)l]+[1+(r−1)+ 1
2 (r−1)r]jlp+ 1

2 r(r−1)(i+kl)lp+[ 12 + 1
6 (r−3)](r−1)(r−2)kl2p

= b1+(rj+ 1
2 r(r−1)kl)parl+

1
2 r(r+1)jlp+ 1

2 r(r−1)(i+kl)lp+ 1
6 r(r−1)(r−2)kl2p.

By induction, we have Equation (4.9). Then by Equation (4.9), we have

bβ
p

= b1+(pj+ 1
2p(p−1)kl)papl+

1
2p(p+1)jlp+ 1

2p(p−1)(i+kl)lp+ 1
6p(p−1)(p−2)kl2p = bapl 6= b,

a contradiction.

Step 2: A final contradiction.
Let f2(H) = {xp2 | x ∈ H}. Then f2(H) ≤ Z(H). By Equation (4.7), we have

aβ = bkpa(i+kl)p+1 ·$′

bβ = bjp+1ajlp+l ·$

for some $,$′ ∈ f2(H). Let f ≡ i + kl (mod p), n ≡ j (mod p), m ≡ jl (mod p)
for some m,n, f ∈ Zp. Then

β :

{
a 7→ bkpafp+1 ·$′1
b 7→ bnp+1amp+l ·$1

(4.10)

for some $1, $
′
1 ∈ f2(H).

We shall first prove the following claim.



228 Ars Math. Contemp. 16 (2019) 215–235

Claim. For any r ≥ 1, bβ
r

= brnp+
r(r−1)

2 klp+1armp+
r(r−1)

2 (n+f)lp+
r(r−1)(r−2)

6 kl2p+rl ·$r

with $r ∈ f2(H).

If r = 1, then by Equation (4.10), Claim is clearly true. Now assume that r > 1 and
Claim holds for any positive integer less than r. Then

bβ
r−1

= b(r−1)np+
(r−1)(r−2)

2 klp+1

· a(r−1)mp+
(r−1)(r−2)

2 (n+f)lp+
(r−1)(r−2)(r−3)

6 kl2p+(r−1)l ·$r−1,

for some $r−1 ∈ f2(H). Since t > 1, for any positive integer i0, by Lemma 3.2(1)&(3),
we have

abi0 = bi0a(1+pt)i0 = bi0a1+i0p
t

= bi0a ·$0, (4.11)

for some $0 ∈ f2(H). Then by Equations (4.10) and (4.11), we have

bβ
r

= (bnp+1amp+l ·$1)(r−1)np+
(r−1)(r−2)

2 klp+1

· (bkpafp+1 ·$′1)(r−1)mp+
(r−1)(r−2)

2 (n+f)lp+
(r−1)(r−2)(r−3)

6 kl2p+(r−1)l ·$β
r−1

= b(r−1)np+
(r−1)(r−2)

2 klp+np+1+k(r−1)lp ·$r · a(r−1)nlp+
(r−1)(r−2)

2 kl2p

· amp+l+(r−1)mp+
(r−1)(r−2)

2 (n+f)lp+
(r−1)(r−2)(r−3)

6 kl2p+(r−1)l+(r−1)flp

= brnp+
r(r−1)

2 klp+1 · armp+
r(r−1)

2 (n+f)lp+
r(r−1)(r−2)

6 kl2p+rl ·$r.

for some $r ∈ f2(H). By induction, we complete the proof of Claim.

Now by our Claim and o(β) = p, we have

bβ
p

= bnp
2+

(p−1)
2 klp2+1 · amp

2+
(p−1)

2 (n+f)lp2+
(p−1)(p−2)

6 kl2p2+pl ·$p = b

for some $p ∈ f2(H). It follows that pl ≡ 0 (mod p2), a contradiction. This completes
the proof of our lemma.

5 Proof of Theorem 1.3
We first prove a lemma.

Lemma 5.1. Let p be an odd prime, and letH be a metacyclic p-group. If Γ is a connected
edge-transitive bi-Cayley graph over H of valency p, then H is either abelian or inner-
abelian.

Proof. We may assume that H is non-abelian. By Proposition 3.1, the group H has the
following presentation:

H =
〈
a, b | ap

r+s+u

= 1, bp
r+s+t

= ap
r+s

, ab = a1+pr
〉
,

where r, s, t, u are non-negative integers with u ≤ r and r ≥ 1.
Let Γ = BiCay(H,R,L, S) be a connected edge-transitive bi-p-Cayley graph over

H of valency p. Let A = Aut(Γ), and let P be a Sylow p-subgroup of A such that



Y.-L. Qin and J.-X. Zhou: Edge-transitive bi-p-metacirculants of valency p 229

R(H) ≤ P . From the proof of Lemma 4.4(1), we see that P is transitive on the edges of
Γ. Since H ′ = 〈apr 〉 ∼= Zps+u , we have

H/H ′ =

〈
a, b | ap

r

= b
pr+s+t

= 1, ab = a

〉
∼= Zpr × Zpr+s+t ,

where a = aH ′ and b = bH ′. By Lemma 4.4(2), we have s + t = 0 or 1, and so
(s, t) = (0, 0), (1, 0) or (0, 1).

Let n = 2r+2s+u+t. We use induction on n. If n = 1 or 2, thenH is clearly abelian,
as desired. Assume n ≥ 3. Let N be a minimal normal subgroup of P and N ≤ R(H).
SinceH is metacyclic, we haveN ∼= Zp or Zp×Zp. Suppose thatN ∼= Zp×Zp. Note that
R(H)′ ∼= Zps+u . Let Q be the subgroup of R(H)′ of order p. Since Q is characteristic in
R(H)′ andR(H)′ is characteristic inR(H),R(H)EP gives thatQEP . By Lemma 3.2(4),
each subgroup of R(H) of order p is contained in N . It follows that Q < N , contrary to
the minimality of N . Thus N ∼= Zp.

Consider the quotient graph ΓN of Γ corresponding to the orbits of N . Clearly, N is
intransitive on both H0 and H1, the two orbits of R(H) on V (Γ), and by Propositions 2.1
and 2.2, N is semiregular and ΓN is a graph of valency p with P/N as an edge-transitive
group of automorphisms. Clearly, ΓN is a bi-Cayley graph over the group R(H)/N of
order 2 · pn1 with n1 < n. By induction, we have R(H)/N is either abelian or inner-
abelian. If R(H)/N is abelian, then R(H)′ ≤ N ∼= Zp. It follows that R(H)′ = 1 or
R(H)′ ∼= Zp, implying that H ∼= R(H) is abelian or inner-abelian, as required.

In what follows, we always assume that R(H)/N is inner-abelian, and for any element
h ∈ H , we use h to denote hN .

By Theorem 4.2, we have p = 3. Recall that (s, t) = (0, 0), (1, 0) or (0, 1).

Case 1: (s, t) = (0, 0).
In this case, we have

H =
〈
a, b | a3r+u

= 1, b3
r

= a3r

, ab = a1+3r
〉
.

Let x = a and y = ba−1. Since b3
r

= a3r

, by Proposition 3.1(2), we conclude that
y3r

= (ba−1)3r

= 1 and

xy = aba
−1

= (ab)a
−1

= (a1+3r

)a
−1

= a1+3r

= x1+3r

.

Then

R(H) ∼= H =
〈
x, y | x3r+u

= y3r

= 1, xy = x1+3r
〉
.

Recall that N ∼= Z3 and N ≤ R(H). By Lemma 3.2(4), N is one of the following four
groups: 〈x3r+u−1〉, 〈y3r−1〉, 〈y3r−1

x3r+u−1〉, 〈y3r−1

x2·3r+u−1〉.
First suppose that N 6= 〈x3r+u−1〉. Then x has order 3r+u. We shall show that H/N

has the following presentation:

H/N =

〈
x, h | x3r+u

= h
3r−1

= 1, xh = x1+3r

〉
.
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Actually, if N = 〈y3r−1〉, then we may take h = y. If N = 〈y3r−1

x3r+u−1〉, then take
h = yx3u

, and then by Lemma 3.2(2) – (3), we have

(yx3u

)3r−1

= y3r−1

x3u[1+(1+3r)+(1+3r)2+···+(1+3r)3
r−1−1]

= y3r−1

x3u[1+(1+3r)+(1+2·3r)+···+(1+(3r−1−1)·3r)]

= y3r−1

x3u·3r−1

= y3r−1

x3u+r−1

∈ N.

If N = 〈y3r−1

x2·3r+u−1〉, then take h = yx2·3u

, and then by Lemma 3.2(2) – (3), we have

(yx2·3u

)3r−1

= y3r−1

x2·3u[1+(1+3r)+(1+3r)2+···+(1+3r)3
r−1−1]

= y3r−1

x2·3u[1+(1+3r)+(1+2·3r)+···+(1+(3r−1−1)·3r)]

= y3r−1

x2·3u·3r−1

= y3r−1

x2·3u+r−1

∈ N.

Clearly, in each case, we have xh = x1+3r

. So H/N always has the above presentation.
Since R(H)/N is inner-abelian, by [20] or [3, Lemma 65.2], we have u = 1. However,
by Proposition 4.1, there is no cubic edge-transitive bi-Cayley graph over R(H)/N , a
contradiction.

Suppose now that N = 〈x3r+u−1〉. Then

H/N =
〈
x, y | x3r+u−1

= y3r

= 1, xy = x1+3r
〉
,

Since R(H)/N is inner-abelian, by [20] or [3, Lemma 65.2], we have u = 2. Then

H =
〈
x, y | x3r+2

= y3r

= 1, xy = x1+3r
〉
,

where r ≥ 1.
If r = 1, then by MAGMA [5], there is no cubic edge-transitive bi-Cayley graph over

H , a contradiction. If r ≥ 2, then by Lemma 4.4(1), we have R = L = ∅. Assume that
S = {1, g, h}. Since Γ is connected, by Proposition 2.3(1), we have H = 〈S〉 = 〈g, h〉.
It follows that o(g) = o(h) = exp(H) = 3r+2, and so H ′ = 〈x3r 〉 = 〈g3r 〉 = 〈h3r 〉.
Moreover, by Lemma 4.4(1), there exists α ∈ Aut(H) such that gα = g−1h, hα = g−1

and o(α) | 3. Suppose that α is trivial. Then h = g−1, and then H = 〈g〉, a contradiction.
Thus, α has order 3. Assume that (g3r

)α = gλ·3
r

for some λ ∈ Z∗9. Then (h3r

)α = hλ·3
r

.
Since gα = g−1h and hα = g−1, we have gλ·3

r

= g−3r

h3r

and hλ·3
r

= g−3r

. Then

gλ
2·3r

= (gλ·3
r

)λ = (g−3r

h3r

)λ = g−λ·3
r

hλ·3
r

= g−λ·3
r

g−3r

= g(−λ−1)·3r

.

It follows that g(λ2+λ+1)·3r

= 1, and so 9 | λ2 + λ+ 1, a contradiction.

Case 2: (s, t) = (1, 0).
In this case, we have

H =
〈
a, b | a3r+u+1

= 1, b3
r+1

= a3r+1

, ab = a1+3r
〉
.
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Let x = a and y = ba−1. Since b3
r+1

= a3r+1

, by Proposition 3.1(2), we obtain that
y3r+1

= (ba−1)3r+1

= 1 and

xy = aba
−1

= (ab)a
−1

= (a1+3r

)a
−1

= a1+3r

= x1+3r

.

Then
R(H) ∼= H =

〈
x, y | x3r+u+1

= y3r+1

= 1, xy = x1+3r
〉
,

Recall that N ∼= Z3 and N ≤ R(H). By Lemma 3.2(4), N is one of the following four
groups: 〈x3r+u〉, 〈y3r 〉, 〈y3r

x3r+u〉, 〈y3r

x2·3r+u〉.
Suppose first that N 6= 〈x3r+u〉. Then x has order 3r+u+1. We shall show that H/N

has the following presentation:

H/N =
〈
x, h | x3r+u+1

= h
3r

= 1, xh = x1+3r
〉
.

Actually, if N = 〈y3r 〉, then we may take h = y. If N = 〈y3r

x3r+u〉, then take h = yx3u

,
and then by Lemma 3.2(2) – (3), we have

(yx3u

)3r

= y3r

x3u[1+(1+3r)+(1+3r)2+···+(1+3r)3
r−1]

= y3r

x3u[1+(1+3r)+(1+2·3r)+···+(1+(3r−1)·3r)]

= y3r

x3u[3r+
3r·(3r−1)

2 ·3r]

= y3r

x3u+r

∈ N.

If N = 〈y3r

x2·3r+u〉, then take h = yx2·3u

, and then by Lemma 3.2(2) – (3), we have

(yx2·3u

)3r

= y3r

x2·3u[1+(1+3r)+(1+3r)2+···+(1+3r)3
r−1]

= y3r

x2·3u[1+(1+3r)+(1+2·3r)+···+(1+(3r−1)·3r)]

= y3r

x2·3u[3r+
3r·(3r−1)

2 ·3r]

= y3r

x2·3u+r

∈ N.

Clearly, in each case, we have xh = x1+3r

. So H/N always has the above presentation.
Since R(H)/N is inner-abelian, by [20] or [3, Lemma 65.2], we have u = 0. Then

H =
〈
x, y | x3r+1

= y3r+1

= 1, xy = x1+3r
〉
,

where r ≥ 1. By [20] or [3, Lemma 65.2], H is inner-abelian, as required.
Suppose now N = 〈x3r+u〉. Then

R(H)/N =
〈
x, y | x3r+u

= y3r+1

= 1, xy = x1+3r
〉
.

Since R(H)/N is inner-abelian, by [20] or [3, Lemma 65.2], we have u = 1. Then

H =
〈
x, y | x3r+2

= y3r+1

= 1, xy = x1+3r
〉
,
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where r ≥ 1.
If r = 1, then by MAGMA [5], there is no cubic edge-transitive bi-Cayley graph over

H , a contradiction. If r ≥ 2, then by Lemma 4.4(1), we have R = L = ∅. Assume that
S = {1, g, h}. Since Γ is connected, by Proposition 2.3(1), we have H = 〈S〉 = 〈g, h〉. It
follows that o(g) = o(h) = exp(H) = 3r+2. By Lemma 4.4(1), there exists α ∈ Aut(H)
such that gα = g−1h, hα = g−1 and o(α) | 3. Suppose that α is trivial. Then h = g−1,
and then H = 〈g〉, a contradiction. Thus, α has order 3. Note that

Ωr(H) =
〈
z3r

| z ∈ H
〉

=
〈
x3r
〉
×
〈
y3r
〉
∼= Z9 × Z3

and g3r

, h3r ∈ Ωr(H).
If 〈g3r 〉 = 〈h3r 〉, then we may assume that (g3r

)α = gλ·3
r

for some λ ∈ Z∗9. Then
(h3r

)α = hλ·3
r

. Since gα = g−1h and hα = g−1, we have gλ·3
r

= g−3r

h3r

and
hλ·3

r

= g−3r

. Then

gλ
2·3r

= (gλ·3
r

)λ = (g−3r

h3r

)λ = g−λ·3
r

hλ·3
r

= g−λ·3
r

g−3r

= g(−λ−1)·3r

.

It follows that g(λ2+λ+1)·3r

= 1, and so 9 | λ2 + λ+ 1, a contradiction.
Suppose 〈g3r 〉 6= 〈h3r 〉. Then Ωr(H) = 〈g3r

, h3r 〉 and H ′ = 〈x3r 〉 ∼= Z9. Assume
that x3r

= gi·3
r

hj·3
r

for some i, j ∈ Z9. Then either (i, 3) = 1 or (j, 3) = 1. Since
H ′ = 〈x3r 〉, we have 〈x3r 〉α = 〈x3r 〉. So (gi·3

r

hj·3
r

)α = (gi·3
r

hj·3
r

)k for some k ∈ Z9.
Then

gik·3
r

hjk·3
r

= (gi·3
r

hj·3
r

)α = (gα)i·3
r

(hα)j·3
r

= g−i·3
r

hi·3
r

g−j·3
r

= g−(i+j)·3r

hi·3
r

.

It follows that −(i + j) ≡ ik (mod 9) and i ≡ jk (mod 9). Then −(jk + j) ≡ jk2

(mod 9), and so j(1+k+k2) ≡ 0 (mod 9), forcing that 3 | j. Furthermore, since i ≡ jk
(mod 9), we have 3 | i, a contradiction.

Case 3: (s, t) = (0, 1).
In this case, we have

H =
〈
a, b | a3r+u

= 1, b3
r+1

= a3r

, ab = a1+3r
〉
.

Let x = b, y = b3a−1. Since ab = a1+3r

, we have b−1aba−1 = a3r

, and then

aba−1 = ba3r

= bb3
r+1

= b1+3r+1

.

Since b3
r+1

= a3r

, by Proposition 3.1(2), we have

x3r+u+1

= b3
r+u+1

= a3r+u

= 1, y3r

= (b3a−1)3r

= 1,

xy = bb
3a−1

= (b)a
−1

= aba−1 = b1+3r+1

= x1+3r+1

.

Then
R(H) ∼= H =

〈
x, y | x3r+u+1

= y3r

= 1, xy = x1+3r+1
〉
.

Recall that N ∼= Z3 and N ≤ R(H). By Lemma 3.2(4), N is one of the following four
groups: 〈x3r+u〉, 〈y3r−1〉, 〈y3r−1

x3r+u〉, 〈y3r−1

x2·3r+u〉.
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Suppose first that N 6= 〈x3r+u〉. Then x has order 3r+u+1. We shall show that H/N
has the following presentation:

H/N =

〈
x, h | x3r+u+1

= h
3r−1

= 1, xh = x1+3r+1

〉
.

Actually, if N = 〈y3r−1〉, then we may take h = y. If N = 〈y3r−1

x3r+u〉, then take
h = yx3u+1

, and then by Lemma 3.2(2) – (3), we have

(yx3u+1

)3r−1

= y3r−1

x3u+1[1+(1+3r+1)+(1+3r+1)2+···+(1+3r+1)3
r−1−1]

= y3r−1

x3u+1[1+(1+3r+1)+(1+2·3r+1)+···+(1+(3r−1−1)·3r+1)]

= y3r−1

x3u+1[3r−1+
3r−1·(3r−1−1)

2 ·3r+1]

= y3r−1

x3u+r

∈ N.

If N = 〈y3r−1

x2·3r+u〉, then take h = yx2·3u+1

, and then by Lemma 3.2(2) – (3), we have

(yx2·3u+1

)3r−1

= y3r−1

x2·3u+1[1+(1+3r+1)+(1+3r+1)2+···+(1+3r+1)3
r−1−1]

= y3r−1

x2·3u+1[1+(1+3r+1)+(1+2·3r+1)+···+(1+(3r−1−1)·3r+1)]

= y3r−1

x2·3u+1[3r−1+
3r−1·(3r−1−1)

2 ·3r+1]

= y3r−1

x2·3u+r

∈ N.

Clearly, in each case, we have xh = x1+3r

. So H/N always has the above presentation.
Since R(H)/N is inner-abelian, by [20] or [3, Lemma 65.2], we have u = 1. However,
by Proposition 4.1, there is no cubic edge-transitive bi-Cayley graph over R(H)/N , a
contradiction.

Suppose now that N = 〈x3r+u〉. Then

R(H)/N =
〈
x, y | x3r+u

= y3r

= 1, xy = x1+3r+1
〉
.

Since R(H)/N is inner-abelian, by [20] or [3, Lemma 65.2], we have u = 2. However,
by Proposition 4.1, there is no cubic edge-transitive bi-Cayley graph over R(H)/N , a
contradiction.

Now we are ready to finish the proof of Theorem 1.3.

Proof of Theorem 1.3. By Lemma 5.1, if H is non-abelian, then H is inner-abelian. By
Theorem 4.2, we have p = 3, and then by Proposition 4.1, Γ is isomorphic to either Γr or
Σr, as desired.
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[18] D. Marušič and P. Šparl, On quartic half-arc-transitive metacirculants, J. Algebraic Combin. 28
(2008), 365–395, doi:10.1007/s10801-007-0107-y.

[19] Y.-L. Qin and J.-X. Zhou, Cubic edge-transitive bi-p-metacirculant, Electron. J. Combin.
25 (2018), #P3.28, http://www.combinatorics.org/ojs/index.php/eljc/
article/view/v25i3p28.
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Abstract

Given a transitive permutation group of degree n, we denote by eT (G) the expected
number of elements of G which have to be drawn at random, with replacement, before a
set of generators of a transitive subgroup of G is found. We compare eT (Sym(n)) and
eT (Alt(n)).

Keywords: Transitive groups, generation, expectation.

Math. Subj. Class.: 20B30, 20P05

1 Introduction
Let n ∈ N and suppose that we are in the following situation. There are two boxes, one is
blue and one is red. The balls in the blue box correspond to the elements of Sym(n), the
balls in the red box correspond to the elements of Alt(n). We choose one of the boxes, and
then we extract balls from the chosen box, with replacement, until a transitive permutation
group of degree n is generated. In order to minimize the number of extractions, is it better
to choose the red box or the blue one? We are going to prove that the answer depends on
the parity of n. If n is even the best choice is the blue box, if n is odd the red one.

In order to formulate and discuss this problem in an appropriate way, we need to
introduce some definitions. Let G be a transitive permutation group of degree n and
x = (xm)m∈N be a sequence of independent, uniformly distributed G-valued random vari-
ables. We may define a random variable τG by setting

τG = min{t ≥ 1 | 〈x1, . . . , xt〉 is a transitive subgroup of Sym(n)} ∈ [1,+∞].

E-mail addresses: lucchini@math.unipd.it (Andrea Lucchini), moscatie@math.unipd.it (Mariapia
Moscatiello)
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We denote with eT (G) =
∑
t≥1 tP (τG = t) the expectation of the random variable τG.

Thus eT (G) is the expected number of elements of G which have to be drawn at random,
with replacement, before a set of generators of a transitive subgroup of G is found.

The case when G = Sym(n) has been studied in [2, Section 5]. Denote by Πn the set
of partitions of n, i.e. nondecreasing sequences of natural numbers whose sum is n. Given
ω = (n1, . . . , nk) ∈ Πn with

n1 = · · · = nk1 > nk1+1 = · · · = nk1+k2 > · · · > nk1+···+kr−1+1 = · · · = nk1+···+kr

define

µ(ω) = (−1)k−1(k − 1)!,

ι(ω) =
n!

n1!n2! · · ·nk!
,

ν(ω) = k1!k2! · · · kr!.

It turns out (see [2, Theorem 9]) that for every n ≥ 2,

eT (Sym(n)) = −
∑
ω∈Π∗n

µ(ω)ι(ω)2

ν(ω)(ι(ω)− 1)
,

where Π∗n is the set of partitions of n into at least two subsets. The aim of this paper is to
consider the case G = Alt(n). Our main result is the following.

Theorem 1.1. For every natural number n ≥ 3

eT (Sym(n))− eT (Alt(n)) =
(−1)n+1n!(n− 1)!

(n!− 1)(n!− 2)
.

So the difference eT (Sym(n)) − eT (Alt(n)) tends to zero when n tends to infinity,
but it is positive if n is odd and negative otherwise. To explain this behaviour notice that,
if G ≤ Sym(n), then P (τG = 1) concides with the probability PT (G, 1) that one ran-
domly chosen element g in G generates a transitive subgroup of Sym(n), i.e. that g is
an n-cycle: in particular PT (Sym(n), 1) = 1/n, PT (Alt(n), 1) = 2/n if n is odd and
PT (Alt(n), 1) = 0 if n is even.

In [2, Section 5], it is proved that limn→∞ eT (Sym(n)) = 2 and

2 = eT (Sym(2)) ≤ eT (Sym(n)) ≤ eT (Sym(4)) =
7982

3795
∼ 2.1033.

A similar result can be obtained in the alternating case.

Theorem 1.2. Assume n ≥ 3.

1. If n is odd, then 3
2 = eT (Alt(3)) ≤ eT (Alt(n)) < 2.

2. If n is even, then 2 < eT (Alt(n)) ≤ eT (Alt(4)) = 394
165 ∼ 2.3879.

Moreover limn→∞ eT (Alt(n)) = 2.
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2 Proof of Theorem 1.1
Let Λ = (X,≤) be a finite poset. Recall that the Möbius function µΛ on the poset Λ is the
unique function µΛ : X ×X → Z, satisfying µ(x, y) = 0 unless x ≤ y and the recursion
formula ∑

x≤y≤z

µΛ(y, z) =

{
1 if x = z,

0 otherwise.

Let G be a transitive subgroup of Sym(n). We denote with PT (G, t) the probability that
t randomly chosen elements of G generate a transitive subgroup of Sym(n). Notice that
τG > t if and only if 〈x1, . . . , xt〉 is not a transitive subgroup of G, so we have

P (τG > t) = 1− PT (G, t).

We get that

eT (G) =
∑
t≥1

tP (τG = t) =
∑
t≥1

∑
m≥t

P (τG = m)


=
∑
t≥1

P (τG ≥ t) =
∑
t≥0

P (τG > t) =
∑
t≥0

(1− PT (G, t)).

(2.1)

Consider the poset XG of the intransitive subgroups of G, let IG be the set of subgroups
of G than can be obtained as intersection of maximal elements of the the poset XG, and let
JG = IG ∪ {G}. From [1, Section 2] we have that

PT (G, t) =
∑

H∈LT (G)

µT ,G(H,G)

|G : H|t
=
∑
H∈JG

µT ,G(H,G)

|G : H|t
,

where µT ,G denotes the Möbius function on the lattice LT (G) = XG ∪ {G}. So in order
to compute the function PT (G, t) we need information about the subgroups in JG. Let Pn
be the poset of partitions of {1, . . . , n}, ordered by refinement. The maximum 1̂ of Pn is
{{1, . . . , n}} (the partition into only one part), while the minimum 0̂ is {{1}, {2}, . . . , {n}}
(the partition into n parts of size 1). The orbit lattice of G is defined as

Pn(G) = {σ ∈ Pn | the orbits of some H ≤ G are the parts of σ}.

If σ = {Ω1, . . . ,Ωk} ∈ Pn, then we define

G(σ) = (Sym(Ω1)× · · · × Sym(Ωk)) ∩G.

If σ ∈ Pn(G), then G(σ) is the maximal element in the lattice of those subgroups of G
whose orbits are precisely the parts of σ. Notice that H ∈ JG if and only if there exists
σ ∈ Pn(G) with H = G(σ); moreover µT ,G(G(σ), G) = µPn(G)(σ, 1̂) so

PT (G, t) =
∑

σ∈Pn(G)

µPn(G)(σ, 1̂)

|G : G(σ)|t
. (2.2)

We want now to use (2.2) in order to compute PT (Sym(n), t) − PT (Alt(n), t). Let P2,n

be the subset of Pn consisting of the partitions of {1, . . . , n} into n−1 parts (one of size 2,
the others of size 1) and let P∗2,n = P2,n ∪ {0̂}. The following two lemmas are immediate
but crucial in our computation.
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Lemma 2.1. Pn(Sym(n)) = Pn and Pn(Alt(n)) = Pn \ P2,n.

Lemma 2.2. If σ ∈ Pn \ P∗2,n, then

1. µPn(Sym(n))(σ, 1̂) = µPn(Alt(n))(σ, 1̂) = µPn(σ, 1̂);

2. |Sym(n) : Sym(n)(σ)| = |Alt(n) : Alt(n)(σ)|.

Lemma 2.3. We have

1. µPn(Sym(n))(0̂, 1̂) = (−1)n−1(n− 1)!;

2. µPn(Alt(n))(0̂, 1̂) = (−1)n−1(n− 1)! + (−1)n−2n!
2 .

Proof. We use the following known result (see for example [3, p. 128]):

µPn
({Ω1, . . . ,Ωk}, 1̂) = (−1)k−1(k − 1)!. (2.3)

This immediately implies µPn(Sym(n))(0̂, 1̂) = µPn(0̂, 1̂) = (−1)n−1(n− 1)!. Moreover

µPn(Alt(n))(0̂, 1̂) = −
∑

σ∈Pn(Alt(n))\{0̂}

µPn(Alt(n))(σ, 1̂)

= −
∑

σ∈Pn\P∗2,n

µPn
(σ, 1̂)

= −
∑

σ∈Pn\{0̂}

µPn
(σ, 1̂) +

∑
σ∈P2,n

µPn
(σ, 1̂)

= µPn
(0̂, 1̂) +

∑
σ∈P2,n

µPn
(σ, 1̂)

= (−1)n−1(n− 1)! +

(
n

n− 2

)
(−1)n−2(n− 2)!

= (−1)n−1(n− 1)! +
(−1)n−2n!

2
.

Theorem 2.4. For every natural number n ≥ 2

PT (Sym(n), t)− PT (Alt(n), t) =
(−1)n+1(n− 1)!(2t − 1)

(n!)t
.

Proof. For every t ∈ N (and using (2.3) and Lemma 2.3) let

η1(n, t) =
∑

σ∈P2,n

µPn(Sym(n))(σ, 1̂)

|Sym(n) : Sym(n)(σ)|t

=

(
n

2

)
(−1)n−2(n− 2)!2t

(n!)t
=

(−1)n−2(n!)2t

2(n!)t
,

η2(n, t) =
µPn(Sym(n))(0̂, 1̂)

|Sym(n) : Sym(n)(0̂)|t
=

(−1)n−1(n− 1)!

(n!)t
,

η3(n, t) =
µPn(Alt(n))(0̂, 1̂)

|Alt(n) : Alt(n)(0̂)|t
=

(
(−1)n−1(n− 1)! +

(−1)n−2n!

2

)(
2

n!

)t
.
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From (2.2), Lemma 2.1 and Lemma 2.2, we deduce that

PT (Sym(n), t) =
∑

σ∈Pn(Sym(n))

µPn(Sym(n))(σ, 1̂)

|Sym(n) : Sym(n)(σ)|t

=
∑

σ∈Pn(Alt(n))

µPn(Alt(n))(σ, 1̂)

|Alt(n) : Alt(n)(σ)|t

+
∑

σ∈P2,n(Sym(n))

µPn
(σ, 1̂)

|Sym(n) : Sym(n)(σ)|t

+
µPn(Sym(n))(0̂, 1̂)

|Sym(n) : Sym(n)(0̂)|t
−

µPn(Alt(n))(0̂, 1̂)

|Alt(n) : Alt(n)(0̂)|t

= PT (Alt(n), t) + η1(n, t) + η2(n, t)− η3(n, t)

= PT (Alt(n), t) +
(−1)n(n− 1)!(2t − 1)

(n!)t
.

Proof of Theorem 1.1. Using equation (2.1) we obtain that

eT (Sym(n))− eT (Alt(n)) =
∑
t≥0

(PT (Alt(n), t)− PT (Sym(n), t))

=
∑
t≥0

(−1)n+1(n− 1)!(2t − 1)

(n!)t

= (−1)n+1(n− 1)!

∑
t≥0

(
2

n!

)t
−
∑
t≥0

(
1

n!

)t
= (−1)n+1(n− 1)!

(
n!

n!− 2
− n!

n!− 1

)
=

(−1)n+1n!(n− 1)!

(n!− 1)(n!− 2)
.

3 Examples
In this section we want to verify Theorem 1.1 in the particular case when n ∈ {3, 4} using
some direct, elementary arguments to compute eT (Sym(n)) and eT (Alt(n)).

First assume n = 3. Notice that τAlt(3) is a geometric random variable with parameter
2
3 , so eT (Alt(3)) = 3

2 . To generate a transitive subgroup of Sym(3) first of all we have
to search for a nontrivial element of Sym(3). The numbers of trials needed to obtain a
nontrivial element x of Sym(3) is a geometric random variable of parameter 5

6 : its expec-
tation is equal to E0 = 6

5 . If this element has order 3, we have already obtained a transitive
subgroup. However, with probability p1 = 3

5 , the nontrivial element x is a transposition: in
this case in order to generate a transitive subgroup we need to find an element y /∈ 〈x〉 and
the number of trials needed to find y /∈ 〈x〉 is a geometric random variable with parameter
2
3 and expectation E1 = 3

2 . Definitely

eT (Sym(3)) = E0 + p1E1 =
6

5
+

3

5
· 3

2
=

21

10
.
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In particular

eT (Sym(3))− eT (Alt(3)) =
21

10
− 3

2
=

3

5
,

according with Theorem 1.1.
Now assume n = 4. The transitive subgroups of Alt(4) are the noncyclic subgroups.

Thus the subgroup 〈x1, . . . , xt〉 of Alt(4) is transitive if and only if there exist 1 ≤ i <
j ≤ t such that xi 6= 1 and xj /∈ 〈xi〉. The numbers of trials needed to obtain a nontrivial
element x of Alt(4) is a geometric random variable of parameter 11

12 and expectation E0 =
12
11 . With probability p1 = 3

11 the nontrivial element x has order 2: in this case the number
of trials needed to find an element y /∈ 〈x〉 is a geometric random variable of parameter
10
12 and expectation E1 = 12

10 . On the other hand, with probability p2 = 8
11 the nontrivial

element x has order 3: in this second case the number of trials needed to find an element
y /∈ 〈x〉 is a geometric random variable of parameter 9

12 and expectation E2 = 12
9 . Thus

eT (Alt(4)) = E0 + p1E1 + p2E2 =
394

165
.

The case of Sym(4) is more complicated. To generate a transitive subgroup of Sym(4) first
of all we have to search for a nontrivial element of Sym(4). The numbers of trials needed
to obtain a nontrivial element x of Sym(4) is a geometric random variable of parameter
23
24 : its expectation is equal to E0 = 24

23 . If x is a 4-cycle, then we have already generated a
transitive subgroup. With probability p1 = 3

23 , x is a product of two disjoint transposition:
in this case to generate a transitive subgroup it is sufficient to find an element y /∈ 〈x〉
and the number of trials needed to find such an element is a geometric random variable
of parameter 20

24 and expectation E1 = 24
20 . With probability p2 = 8

23 , x is a 3-cycle: to
generate a transitive subgroup we need an elements y which does not normalizes 〈x〉: the
number of trials needed to find such an element is a geometric random variable of parameter
18
24 and expectation E2 = 24

18 . Finally, with probability p3 = 6
23 , x is a transposition. To

find an element y /∈ 〈x〉 we need E3 = 24
22 trials. If y is a 4-cycle or a 3-cycle with

| supp(y) ∩ supp(x)| = 1 or a product of two disjoint transpositions (a, b) (c, d) with
x /∈ {(a, b), (c, d)}, then we have already generated a transitive subgroup. With probability
q1 = 2

22 , 〈x, y〉 is an intransitive subgroup of order 4: to generate a transitive subgroup we
need an elements z /∈ 〈x, y〉. The number of trials needed to find such an element is a
geometric random variable of parameter 20

24 and expectation E∗1 = 24
20 . With probability

q2 = 8
22 , 〈x, y〉 ∼= Sym(3) and to generate a transitive subgroup we need other E∗2 = 24

18
trials. Definitely

eT (Sym(4)) = E0 + p1E1 + p2E2 + p3(E3 + q1E
∗
1 + q2E

∗
2 )

=
24

23
+

3

23
· 24

20
+

8

23
· 24

18
+

6

23

(
24

22
+

2

22
· 24

20
+

8

22
· 24

18

)
=

7982

3795
.

In particular

eT (Sym(4))− eT (Alt(4)) =
7982

3795
− 394

165
= − 72

253
,

according with Theorem 1.1.
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4 Proof of Theorem 1.2
Lemma 4.1. Let ε = 0 if n is even, ε = 1 if n is odd. Then

eT (Alt(n)) ≤ 2− 2ε

n
+

1

n− 1
+

2

n(n− 1)− 2
+

3n

n(n− 1)(n− 2)− 6
.

Proof. Since an element of Alt(n) generates a transitive subgroup if and only if it is a
cycle of length n, we have that PT (Alt(n), 1) = 2ε/n. Let now t ≥ 2 and let x1, . . . , xt ∈
Alt(n) and Y = 〈x1, . . . , xt〉 ≤ Alt(n). If Y is contained in an intransitive maximal
subgroup, then Y is contained in a subgroup conjugate to Sym(k)× Sym(n− k) for some
1 ≤ k ≤ bn−1

2 c. Let k ∈ {1, . . . , n−1}. The probability that Y is contained in a subgroup
conjugate to Sym(k)× Sym(n− k) is bounded by

(
n
k

)1−t
. So

1− PT (Alt(n), t) ≤
∑

1≤k≤bn−1
2 c

(
n

k

)1−t

.

Notice that ∑
3≤k≤bn−1

2 c

(
n

k

)1−t

≤ n

2

(
n

3

)1−t

.

Hence

eT (Alt(n)) =
∑
t≥0

(1− PT (Alt(n), t))

= (1− PT (Alt(n), 0)) + (1− PT (Alt(n), 1)) +
∑
t≥2

(1− PT (Alt(n), t))

≤ 2− 2ε

n
+
∑
t≥2

(
n1−t +

(
n

2

)1−t

+
n

2

(
n

3

)1−t
)

= 2− 2ε

n
+

1

n− 1
+

1(
n
2

)
− 1

+
n

2

1(
n
3

)
− 1

= 2− 2ε

n
+

1

n− 1
+

2

n(n− 1)− 2
+

3n

n(n− 1)(n− 2)− 6
.

Proof of Theorem 1.2. Let

f(n) =
(−1)n+1n!(n− 1)!

(n!− 1)(n!− 2)
.

In [2, Section 5] it has been proved that limn→∞ eT (Sym(n)) = 2. This implies

lim
n→∞

eT (Alt(n)) = lim
n→∞

(eT (Sym(n))− f(n)) = lim
n→∞

eT (Sym(n))− lim
n→∞

f(n) = 2.

Moreover, again by [2, Section 5], if n ≥ 2, then

2 ≤ eT (Sym(n)) ≤ eT (Sym(4)) ∼ 2.1033. (4.1)
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The values of eT (Alt(n)) and eT (Sym(n)) when n ∈ {3, 4} have been discussed in the
previous section. So we may assume n ≥ 5. Notice that |f(n)| is a decreasing function
and that f(n) < 0 if n is even, f(n) > 0 otherwise.

Assume that n is even:

eT (Alt(n)) = eT (Sym(n))− f(n) ≥ 2− f(n) > 2,

eT (Alt(n)) = eT (Sym(n))− f(n) ≤ eT (Sym(4))− f(4) = eT (Alt(4)).

Assume that n is odd: it follows immediately from Lemma 4.1, that eT (Alt(n)) < 2 if
n ≥ 9. Moreover

eT (Alt(5)) =
2205085

1170324
∼ 1.8842,

eT (Alt(7)) =
1493015628619946854486

779316363245447358045
∼ 1.9158.

Finally

eT (Alt(n)) = eT (Sym(n))− f(n) ≥ 2− f(5) ≥ 2− 1440

7021
>

3

2
= eT (Alt(3)).
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Abstract

Fibonacci cubes are special subgraphs of the hypercube graphs. Their domination num-
bers and total domination numbers are obtained for some small dimensions by integer linear
programming. For larger dimensions upper and lower bounds on these numbers are given.
In this paper, we present the up-down degree polynomials for Fibonacci cubes containing
the degree information of all vertices in more detail. Using these polynomials we define op-
timization problems whose solutions give better lower bounds on the domination numbers
and total domination numbers of Fibonacci cubes. Furthermore, we present better upper
bounds on these numbers.

Keywords: Fibonacci cubes, domination number, total domination number, integer linear program-
ming.

Math. Subj. Class.: 05C69, 68R10, 11B39

1 Introduction
Let G = (V (G), E(G)) be a graph with vertex set V (G) and edge set E(G). D ⊆ V (G)
is a dominating set of G if every vertex in V (G) either belongs to D or is adjacent to some
vertex in D. The domination number γ(G) is defined as the minimum cardinality of a
dominating set of the graph G. Similarly, D ⊆ V (G) is a total dominating set if every
vertex in V (G) is adjacent to some vertex in D and the total domination number γt(G)
is defined as the minimum cardinality of a total dominating set of G. Note that the total
domination number is defined for isolate-free graphs and it is not defined for the graphs that
contain isolated vertices. The domination number of the Fibonacci cubes Γn is first given
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in [14] and [2]. These results are extended in [8] by using integer linear programming for
some cases. Total domination number of Γn is considered in [1], in which an upper bound
and a lower bound on γt(Γn) are obtained. The exact values of γ(Γn) and γt(Γn) are also
considered by using integer programming in [1]. The upper bound on γt(Γn) given in [1]
is improved in [15]. We summarize these results in Section 2. The aim of this work is to
improve some of the results given in [1] and [15].

The hypercube Qn of dimension n ≥ 1 is the graph with vertex set V (Qn) = {0, 1}n,
in which two vertices are adjacent if they differ in one coordinate. For convenience Q0 =
K1. All the vertices of Qn are labeled by the binary strings of length n. The Fibonacci
cubes Γn are special subgraphs of Qn and they were introduced by Hsu [7] as a model
of interconnection networks. In literature, many interesting properties of the Fibonacci
cubes have been investigated, see survey [9] for details. In recent years results on disjoint
hypercubes in Γn are presented in [5, 13, 16] and the cube enumerator polynomial of Γn is
considered in [10, 11, 17] and many combinatorial results are given. The domination-type
invariants of Γn are considered in [1, 2, 8, 14, 15] and some numerical results and bounds
are presented.

It is known that Fibonacci strings of length n are the binary strings of length n that
contain no consecutive ones. For this reason we can write

V (Γn) = {b1b2 · · · bn | bi ∈ {0, 1}, 1 ≤ i ≤ n, and bi · bi+1 = 0 for 1 ≤ i < n} and
E(Γn) = {(u, v) | u, v ∈ V (Γn), dH(u, v) = 1},

where dH(u, v) denotes the Hamming distance between u and v, that is, the number of
different coordinates in u and v. The number of vertices of the Fibonacci cubes Γn is Fn+2,
where Fn are the Fibonacci numbers defined as F0 = 0, F1 = 1 and Fn = Fn−1+Fn−2 for
n ≥ 2. For n ≥ 2 we will use the following formulation for the fundamental decomposition
of Γn (see, [9]):

Γn = 0Γn−1 + 10Γn−2. (1.1)

Here note that 0Γn−1 is the subgraph of Γn induced by the vertices that start with 0 and
10Γn−2 is the subgraph of Γn induced by the vertices that start with 10. Furthermore,
0Γn−1 has a subgraph isomorphic to 00Γn−2, and there is a matching between 00Γn−2

and 10Γn−2 (see Figure 1).

Figure 1: Fundamental decompositions of the Fibonacci cube Γn, n ≥ 3.

In this paper, we present upper bounds on γ(Γn) and γt(Γn). Furthermore, we in-
troduce the up-down degree polynomials for Γn containing the degree information of all
vertices V (Γn) in more detail. Using these polynomials we define optimization problems
whose solutions give lower bound on γ(Γn) and γt(Γn).
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2 Known results and new upper bounds on γ(Γn) and γt(Γn)

In this section, first we summarize some known results on the domination number and the
total domination number of Fibonacci cubes and then we present new uppper bounds for
these numbers. We start with Figure 2 and Figure 3 showing a dominating set and a total
dominating set for small dimensional Γn’s.

Figure 2: Γ0, . . . ,Γ5 and their dominating sets.

Figure 3: Γ1, . . . ,Γ5 and their total dominating sets.

We collect the known values of γ(Γn) and γt(Γn) in Table 1. The values of γ(Γn) for
n ≤ 8 are obtained in [14]. The other values of γ(Γn) are obtained by integer program-
ming. For n = 9 and n = 10 they are obtained in [8] and for n = 11 and n = 12 they
are obtained in [1]. Similarly, all the values of γt(Γn) given in Table 1 are obtained by
computer using integer programming in [1].
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Table 1: Known values of γ(Γn) and γt(Γn).

n 1 2 3 4 5 6 7 8 9 10 11 12 13

|V (Γn)| 2 3 5 8 13 21 34 55 89 144 233 377 610

γ(Γn) 1 1 2 3 4 5 8 12 17 25 39 54 – 61

γt(Γn) 2 2 2 3 5 7 10 13 20 30 44 65 97 – 101

Now we describe the integer linear programming used in [8] and [1]. Suppose each
vertex v ∈ V (Γn) is associated with a binary variable xv . Let N(v) be the set of vertices
adjacent to v and N [v] = N(v) ∪ {v}. The problems of determining γ(Γn) and γt(Γn)
can be expressed as a problem of minimizing the objective function∑

v∈V (Γn)

xv (2.1)

subject to the condition that for every v ∈ V (Γn) we have∑
a∈N [v]

xa ≥ 1 (for domination number),

∑
a∈N(v)

xa ≥ 1 (for total domination number).

The value of the objective function is then γ(Γn) and γt(Γn) respectively. Note that this
problem has Fn+2 variables and Fn+2 constraints. In [1], it is stated that γ(Γ12) and
γt(Γ13) were not computed in real time using the above optimization problem. They got
the estimates

54 ≤ γ(Γ12) ≤ 61 and 97 ≤ γt(Γ13) ≤ 101.

Here, the main difficulty is the order of Γn which equals to the number of variables and the
number of constraints.

By using the degree information of the vertices in Γn the following lower bound on
γ(Γn) is presented in [14].

Theorem 2.1 ([14]). If n ≥ 9, then

γ(Γn) ≥
⌈
Fn+2 − 2

n− 2

⌉
.

By using a similar technique the following lower bound on γt(Γn) is obtained in [1].

Theorem 2.2 ([1]). If n ≥ 9, then

γt(Γn) ≥
⌈
Fn+2 − 11

n− 3

⌉
− 1.

In Section 3 we propose an optimization problem having less number of variables and
constraints to estimate lower bounds on γ(Γn) and γt(Γn). Our results improve the lower
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bounds given in Theorem 2.1 and Theorem 2.2 and we present some numerical values in
Table 2 and Table 3.

By using the exact values in Table 1 and the fundamental decomposition (1.1) of Γn,
the following upper bound on γt(Γn) is obtained in [1].

Theorem 2.3 ([1]). If n ≥ 11, then γt(Γn) ≤ 21Fn−8 + 2Fn−10.

In [1], using the computer result γt(Γ13) ≤ 101 the upper bound in Theorem 2.3 im-
proved to

γt(Γn) ≤ 601Fn−1 − 371Fn, n ≥ 12.

These two upper bounds further improved in [15] by using the values of γ(Γn) and the
fundamental decomposition (1.1) of Γn more than once.

Theorem 2.4 ([15]). If n ≥ 15, then

γ(Γn) ≤ γt(Γn) ≤ 3γ(Γn−3) + 2γ(Γn−4)

≤ 116Fn − 187Fn−1 = 21Fn−8 − (2Fn−10 + Fn−12) .

Furthermore, γt(Γ14) ≤ 166 .

We implemented the same integer linear programming problem (2.1) using CPLEX in
NEOS Server [3, 4, 6] for n = 13 and obtain the estimates (takes approximately 2 hours)

78 ≤ γ(Γ13) ≤ 93.

Using this result with γ(Γ12) ≤ 61 we obtain the following bound on the domination
number of Γn.

Theorem 2.5. If n ≥ 12, then γ(Γn) ≤ 21Fn−8 − (2Fn−10 + 8Fn−12).

Proof. The proof mimics the proof of [1, Theorem 2.1]. By the fundamental decomposition
(1.1) of Γn we have γ(Γn) ≤ γ(Γn−1) + γ(Γn−2). We know that γ(Γ12) ≤ 61 and
γ(Γ13) ≤ 93. For n ≥ 12 define the sequence (bn) with bn = bn−1 + bn−2 where
b12 = 61 and b13 = 93. Then by induction we have bn = 21Fn−8− 2Fn−10− 8Fn−12 for
any n ≥ 12. We complete the proof since γ(Γn) ≤ bn for n ≥ 12.

Combining the results in Theorem 2.5 and Theorem 2.4 we get the following result
which improves Theorem 2.3 and Theorem 2.4.

Theorem 2.6. If n ≥ 16, then

γt(Γn) ≤ 21Fn−8 − (2Fn−10 + 8Fn−12) .

3 Up-down degree enumerator polynomial
In this section we present the up-down degree enumerator polynomial for Γn. It contains
the degree information of all vertices V (Γn) in more detail. Using this polynomial we
write optimization problems whose solutions are lower bounds on γ(Γn) and γt(Γn).

For each fixed v ∈ V (Γn) we write a monomial xuyd where d = w(v) is the Hamming
weight of v and u is deg(v)− d (that is, deg(v) = u+ d). Recall that, by the definition of
Γn, (v, v′) ∈ E(Γn) if and only if dH(v, v′) = 1. Therefore, the number of neighbors of v
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whose weight is one more than the weight of v (say up neighbors of v, w(v′) = w(v) + 1)
is u and the number of neighbors of v whose weight is one less than the weight of v (say
down neighbors of v, w(v′) = w(v)− 1) is d. For this reason we call the polynomial

Pn(x, y) =
∑

v∈V (Γn)

xdeg(v)−w(v)yw(v) =
∑

v∈V (Γn)

xuyd

as the up-down degree enumerator polynomial of Γn. By using the fundamental decom-
position (1.1) of Γn we obtain the following recursive relation which will be useful to
calculate Pn(x, y).

Theorem 3.1. Let Pn(x, y) be the up-down degree enumerator polynomial of Γn. Then
for n ≥ 3 we have

Pn(x, y) = xPn−1(x, y) + yPn−2(x, y) + yPn−3(x, y)− xyPn−3(x, y),

where
P0(x, y) = 1, P1(x, y) = x+ y and P2(x, y) = x2 + 2y.

Proof. P0, P1 and P2 are clear from Figure 2. Assume that n ≥ 3. We know that the up-
down degree enumerator polynomials of Γn−1, Γn−2 and Γn−3 are Pn−1(x, y), Pn−2(x, y)
and Pn−3(x, y) respectively. By (1.1) we have

Γn = 0Γn−1 + 10Γn−2 (3.1)
= (00Γn−2 + 010Γn−3) + 10Γn−2 (3.2)

and there is a matching between 00Γn−2 and 10Γn−2 (see also Figure 1). From this de-
composition we have the following three different cases:

1. Assume that v ∈ 10Γn−2. These vertices are the ones in Γn−2 whose weights
d = w(v) increase by one in Γn. Furthermore, their degrees increase by one due to
the matching between 00Γn−2 and 10Γn−2, which means that u = deg(v)−w(v) re-
mains the same in Γn. Therefore, these vertices contribute yPn−2(x, y) to Pn(x, y).

2. Assume that v ∈ 010Γn−3. These vertices are the ones in Γn−3 whose weights
d = w(v) increase by one in Γn and their degrees increase by one due to the matching
between 010Γn−3 and 000Γn−3 ⊂ 00Γn−2, which means that u = deg(v)−w(v) re-
mains the same in Γn. Therefore, these vertices contribute yPn−3(x, y) to Pn(x, y).

3. Assume that v ∈ 00Γn−2. These vertices are the ones in 0Γn−1 that are not in
010Γn−3. In Γn−1 the up-down degree enumerator polynomial of these vertices
becomes Pn−1(x, y) − yPn−3(x, y). The weights d = w(v) of all such vertices
remain the same in Γn but their degrees increase by one due to the matching between
00Γn−2 and 10Γn−2, that is, u = deg(v)− w(v) increase by one in Γn. Therefore,
these vertices contribute x(Pn−1(x, y)− yPn−3(x, y)) to Pn(x, y).

By adding all of the above contributions we get the desired result.

Now we describe an optimization problem using the up-down degree enumerator poly-
nomial Pn(x, y). Let DT be a total dominating set of Γn. Then by the definition of Fi-
bonacci cubes for every vertex v ∈ V (Γn) with weight w(v) then there must exist a vertex
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vD ∈ N(v) ∩ DT with w(vD) = w(v) ∓ 1. Furthermore, assume that for any fixed ver-
tex vD ∈ DT its corresponding monomial be xuyd in the Pn(x, y). This means that vD
dominates u distinct vertices v ∈ V (Γn) with weight w(v) = w(vD) + 1 and d distinct
vertices v ∈ V (Γn) with weight w(v) = w(vD) − 1. Note that for all vD ∈ DT some of
the dominated vertices may coincide. Now assume that

Pn(x, y) =
∑

v∈V (Γn)

xuyd =
∑

cudx
uyd. (3.3)

For each pair (u, d) in Pn(x, y) we associate an integer variable zud which counts the num-
ber of vertices in DT with weight d and degree u+ d, that is, the number of vertices in DT

having d down neighbors and u up neighbors. Clearly, we have the bounds 0 ≤ zud ≤ cud .
Our aim is to minimize |DT |, that is, our objective function is to minimize∑

u,d

zud .

Then by the above observation to dominate all the vertices having a fixed weight d such
that 1 ≤ d ≤ dn2 e − 1 we must have

rd :
∑
u

(
u · zud−1 + (d+ 1) · zud+1

)
≥
∑
u

cud

since any vertex with weight d− 1 having u up neighbors can dominate u distinct vertices
with weight d and any vertex with weight d + 1 (all have d + 1 down neighbors) can
dominate d+ 1 distinct vertices with weight d. By the same argument, for d = 0 we must
have

r0 :
∑
u

zu1 ≥
∑
u

cu0 = 1

and for d = dn2 e we must have

rdn2 e :
∑
u

u · zudn2 e−1 ≥
∑
u

cudn2 e
=

{
1 if n is odd,
n
2 + 1 if n is even.

Now subject to these constraints r0, . . . , rdn2 e the value of the objective function will be a
lower bound on γt(Γn). Similarly, to find a lower bound on γ(Γn) we need to modify all
of the constraints rd, 0 ≤ d ≤ dn2 e. By the definition of the dominating set, for each fixed
d we need to add all of the variables zud to the left side of the constraint rd.

Remark 3.2. We remark that using [12, Theorem 4.6] we can easily obtain the coefficients
cud in (3.3). By the definition of the up-down degree enumerator polynomial we know that
cud is the number of vertices in Γn whose number of up neighbors is u and weight is d. That
is, cud equals to the number of vertices of Γn having degree u+ d and weight d. Therefore,
[12, Theorem 4.6] gives

cud =

(
d+ 1

n− 2d− u+ 1

)(
n− 2d

u

)
.
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Remark 3.3. We know that the number of vertices of Γn with weight d is equal to the
right hand side of the above constraints rd. By definition of Γn this number is equal to the
number of Fibonacci strings of length n and weight d. Therefore we have

∑
u

cud =

(
n− d+ 1

d

)
.

Remark 3.4. To find the number of variables zud we need to find the number of monomials
in Pn(x, y). Assume that n is even. Then by the structure of the vertices in Fibonacci
cubes (it can also be seen from the structure of Fibonacci strings) n − 3d ≤ u ≤ n − 2d.
Therefore the number of variables zud becomes

bn3 c∑
d=0

(d+ 1) +

n
2∑

d=bn3 c+1

(n− 2d+ 1)

which is equal to

s2 − 2sr +
3r(r + 1)

2
+ 1

where r = bn3 c and s = n/2. Similarly, if n is odd we obtain that the number of variables
zud is

s2 − s(2r + 1) +
r(3r + 5)

2
+ 2

where r = bn3 c and s = dn2 e.

Now we illustrate our optimization problem for n = 14. We have the following poly-
nomial by Theorem 3.1.

P14(x, y) = 8y7 +

7y6x2 + 42y6x+ 35y6 +

6y5x4 + 60y5x3 + 120y5x2 + 60y5x+ 6y5 +

5y4x6 + 60y4x5 + 150y4x4 + 100y4x3 + 15y4x2 +

4y3x8 + 48y3x7 + 112y3x6 + 56y3x5 +

3y2x10 + 30y2x9 + 45y2x8 +

2yx12 + 12yx11 +

x14

and this polynomial corresponds to the following optimization problem:

Objective function:

min : z14
0 + z12

1 + z11
1 + z10

2 + z9
2 + z8

2 + z8
3 + z7

3 + z6
3 + z5

3 +

z6
4 + z5

4 + z4
4 + z3

4 + z2
4 + z4

5 + z3
5 + z2

5 + z1
5 + z0

5 + z2
6 + z1

6 + z0
6 + z0

7
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Constraints for γt(Γ14):

r7 : 2z2
6 + z1

6 ≥ 8

r6 : 4z4
5 + 3z3

5 + 2z2
5 + z1

5 + 7z0
7 ≥ 84

r5 : 6z6
4 + 5z5

4 + 4z4
4 + 3z3

4 + 2z2
4 + 6z2

6 + 6z1
6 + 6z0

6 ≥ 252

r4 : 8z8
3 + 7z7

3 + 6z6
3 + 5z5

3 + 5z4
5 + 5z3

5 + 5z2
5 + 5z1

5 + 5z0
5 ≥ 330

r3 : 10z10
2 + 9z9

2 + 8z8
2 + 4z6

4 + 4z5
4 + 4z4

4 + 4z3
4 + 4z2

4 ≥ 220

r2 : 12z12
1 + 11z11

1 + 3z8
3 + 3z7

3 + 3z6
3 + 3z5

3 ≥ 78

r1 : 14z14
0 + 2z10

2 + 2z9
2 + 2z8

2 ≥ 14

r0 : z12
1 + z11

1 ≥ 1

Constraints for γ(Γ14):

r7 : 2z2
6 + z1

6 + z0
7 ≥ 8

r6 : 4z4
5 + 3z3

5 + 2z2
5 + z1

5 + z2
6 + z1

6 + z0
6 + 7z0

7 ≥ 84

r5 : 6z6
4 + 5z5

4 + 4z4
4 + 3z3

4 + 2z2
4 + z4

5 + z3
5 +

z2
5 + z1

5 + z0
5 + 6z2

6 + 6z1
6 + 6z0

6 ≥ 252

r4 : 8z8
3 + 7z7

3 + 6z6
3 + 5z5

3 + z6
4 + z5

4 + z4
4 + z3

4 +

z2
4 + 5z4

5 + 5z3
5 + 5z2

5 + 5z1
5 + 5z0

5 ≥ 330

r3 : 10z10
2 + 9z9

2 + 8z8
2 + z8

3 + z7
3 + z6

3 +

z5
3 + 4z6

4 + 4z5
4 + 4z4

4 + 4z3
4 + 4z2

4 ≥ 220

r2 : 12z12
1 + 11z11

1 + z10
2 + z9

2 + z8
2 + 3z8

3 + 3z7
3 + 3z6

3 + 3z5
3 ≥ 78

r1 : 14z14
0 + z12

1 + z11
1 + 2z10

2 + 2z9
2 + 2z8

2 ≥ 14

r0 : z14
0 + z12

1 + z11
1 ≥ 1

Bounds:

z14
0 ≤ 1 z12

1 ≤ 2 z11
1 ≤ 12 z10

2 ≤ 3 z9
2 ≤ 30

z8
2 ≤ 45 z8

3 ≤ 4 z7
3 ≤ 48 z6

3 ≤ 112 z5
3 ≤ 56

z6
4 ≤ 5 z5

4 ≤ 60 z4
4 ≤ 150 z3

4 ≤ 100 z2
4 ≤ 15

z4
5 ≤ 6 z3

5 ≤ 60 z2
5 ≤ 120 z1

5 ≤ 60 z0
5 ≤ 6

z2
6 ≤ 7 z1

6 ≤ 42 z0
6 ≤ 35 z0

7 ≤ 8

The value of the objective function gives a lower bound on γ(Γ14) and γt(Γ14) respec-
tively. Note that the above problem have only 24 variables and 8 constraints (instead of
having 987 variables and 987 constraints, see Section 2). In general using the up-down de-
gree enumerator polynomial Pn(x, y) of Γn in Theorem 3.1 we can write an optimization
problem having less number of variables zud (see Remark 3.4) and dn2 e+ 1 constraints rd.
The solutions of these problem give lower bounds on γ(Γn) and γt(Γn). One can easily
see that the number of variables and the number of constraints are very smaller than the
ones in the optimization problem described in Section 2.
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For illustration we implemented the above integer linear programming problem using
CPLEX in NEOS Server [3, 4, 6] for 13 < n ≤ 26 and immediately obtain the lower
bounds presented in Table 2 and Table 3. Note that for n = 26, the number of variables
in our optimization problem is 70 by Remark 3.4 and it is F28 = 317811 for the general
optimization problem (2.1). In addition, the upper bounds in these tables are obtained by
Theorem 2.5 for n ≥ 14 and Theorem 2.6 for n ≥ 16. Note that the first bounds in
both tables are obtained in [1] and the upper bounds on γt(Γ14) and γt(Γ15) comes from
Theorem 2.4.

Table 2: Current best bounds on γ(Γn), 12 ≤ n ≤ 26.

n γ(Γn) n γ(Γn) n γ(Γn)

12 54 – 61 17 344 – 648 22 3060 – 7189

13 78 – 93 18 528 – 1049 23 4748 – 11632

14 98 – 154 19 819 – 1697 24 7381 – 18821

15 148 – 247 20 1270 – 2746 25 11472 – 30453

16 224 – 401 21 1970 – 4443 26 17912 – 49274

Table 3: Current best bounds on γt(Γn), 13 ≤ n ≤ 26.

n γ(Γn) n γ(Γn) n γ(Γn)

13 97 – 101 18 578 – 1049 23 5075 – 11632

14 110 – 166 19 890 – 1697 24 7865 – 18821

15 164 – 261 20 1374 – 2746 25 12191 – 30453

16 246 – 401 21 2121 – 4443 26 19033 – 49274

17 376 – 648 22 3281 – 7189

Remark 3.5. For n = 12, Theorem 2.1 gives γ(Γ12) ≥ 38 and Theorem 2.2 gives
γt(Γ12) ≥ 40. The values of the objective function in our optimization problems hav-
ing 19 variables and 7 constraints give lower bounds γ(Γ12) ≥ 44 and γt(Γ12) ≥ 50.

For the case n = 13, Theorem 2.1 gives γ(Γ13) ≥ 56 and Theorem 2.2 gives
γt(Γ13) ≥ 59. The values of the objective function in our optimization problems hav-
ing 22 variables and 8 constraints give lower bounds γ(Γ13) ≥ 65 and γt(Γ13) ≥ 75.
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[9] S. Klavžar, Structure of Fibonacci cubes: a survey, J. Comb. Optim. 25 (2013), 505–522, doi:
10.1007/s10878-011-9433-z.
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Abstract

In this paper we study intersections of quadrics, components of the hypersurface in the
Grassmannian Gr(3,Cn) introduced by S. Sawada, S. Settepanella and S. Yamagata in
2017. This lead to an alternative statement and proof of Pappus’s Theorem retrieving Pap-
pus’s and Hesse configurations of lines as special points in the complex projective Grass-
mannian. This new connection is obtained through a third purely combinatorial object, the
intersection lattice of Discriminantal arrangement.

Keywords: Discriminantal arrangements, intersection lattice, Grassmannian, Pappus’s Theorem.
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1 Introduction
Pappus’s hexagon Theorem, proved by Pappus of Alexandria in the fourth century A.D.,
began a long development in algebraic geometry.

In its changing expressions one can see reflected the changing concerns of the
field, from synthetic geometry to projective plane curves to Riemann surfaces
to the modern development of schemes and duality.

(D. Eisenbud, M. Green and J. Harris [4])

There are several knowns proofs of Pappus’s Theorem including its generalizations such
as Cayley Bacharach Theorem (see Chapter 1 of [9] for a collection of proofs of Pappus’s
Theorem and [4] for proofs and conjectures in higher dimension).

In this paper, by mean of recent results in [6] and [10], we connect Pappus’s hexagon
configuration to intersections of well defined quadrics in the Grassmannian providing a
new statement and proof of Pappus’s Theorem as an original result on dependency condi-
tions for defining polynomials of those quadrics. This result enlightens a new connection
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between special configurations of points (lines) in the projective plane and hypersurfaces
in the projective Grassmannian Gr(3,Cn). This connection is made through a third com-
binatorial object, the intersection lattice of the Discriminantal arrangement. Introduced by
Manin and Schechtman in 1989, it is an arrangement of hyperplanes generalizing classical
braid arrangement (cf. [7, p. 209]). Fixed a generic arrangement A = {H0

1 , . . . ,H
0
n} in

Ck, the Discriminantal arrangement B(n, k,A), n, k ∈ N for k ≥ 2 (k = 1 corresponds to
Braid arrangement), consists of parallel translates Ht1

1 , . . . ,H
tn
n , (t1, . . . , tn) ∈ Cn, of A

which fail to form a generic arrangement in Ck. The combinatorics of B(n, k,A) is known
in the case of very generic arrangements, i.e. A belongs to an open Zariski set Z in the
space of generic arrangements H0

i , i = 1, . . . , n (see [7], [1] and [2]), but still almost un-
known for A 6∈ Z . In 2016, Libgober and Settepanella (cf. [6]) gave a sufficient geometric
condition for an arrangementA not to be very generic, i.e.A 6∈ Z . In particular in the case
k = 3, their result shows that multiplicity 3 codimension 2 intersections of hyperplanes
in B(n, 3,A) appears if and only if collinearity conditions for points at infinity of lines,
intersections of certain planes in A, are satisfied (Theorem 3.8 in [6]). More recently (see
[10]) authors applied this result to show that points in a specific degree 2 hypersurface in
the Grassmannian Gr(3,Cn) correspond to generic arrangements of n hyperplanes in C3

with associated discriminantal arrangement having intersections of multiplicity 3 in codi-
mension 2 (Theorem 5.4 in [10]). In this paper we look at Pappus’s configuration (see
Figure 1) as a generic arrangement of 6 lines in P2 which intersection points satisfy certain
collinearity conditions (see Figure 2). This allows us to apply results on [6] and [10] to
restate and re-prove Pappus’s Theorem.

More in details, letA be a generic arrangement in C3 andA∞ the arrangement of lines
in H∞ ' P2 directions at infinity of planes in A. The space of generic arrangements of n
lines in (P2)n is Zariski open set U in the space of all arrangements of n lines in (P2)n. On
the other hand in Gr(3,Cn) there is open set U ′ consisting of 3-spaces intersecting each
coordinate hyperplane transversally (i.e. having dimension of intersection equal 2). One
has also one set Ũ in Hom(C3,Cn) consisting of embeddings with image transversal to
coordinate hyperplanes and Ũ/GL(3) = U ′ and Ũ/(C∗)n = U . Hence generic arrange-
ments in C3 can be regarded as points in Gr(3,Cn). Let {s1 < · · · < s6} ⊂ {1, . . . , n}
be a set of indices of a generic arrangement A = {H0

1 , . . . ,H
0
n} in C3, αi the normal

vectors of H0
i ’s and βijl = det(αi, αj , αl). For any permutation σ ∈ S6 denote by

[σ] = {{i1, i2}, {i3, i4}, {i5, i6}}, ij = sσ(j), and by Qσ the quadric in Gr(3,Cn) of
equation βi1i3i4βi2i5i6 − βi2i3i4βi1i5i6 = 0. The following theorem, equivalent to the
Pappus’s hexagon Theorem, holds.

Theorem 5.3 (Pappus’s Theorem). For any disjoint classes [σ1] and [σ2], there exists a
unique class [σ3] disjoint from [σ1] and [σ2] such that {Qσ1

, Qσ2
,Qσ3

} is a Pappus con-
figuration, i.e.

Qσi1
∩Qσi2

=

3⋂
i=1

Qσi

for any {i1, i2} ⊂ [3].

In the rest of the paper, we retrieve the Hesse configuration of lines studying inter-
sections of six quadrics of the form Qσ for opportunely chosen [σ]. This lead to a better
understanding of differences in the combinatorics of Discriminantal arrangement in the
complex and real case. Indeed it turns out that this difference is connected with existence
of the Hesse arrangement (see [8]) in P2(C), but not in P2(R).
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From above results it seems very likely that a deeper understanding of combinatorics of
Discriminantal arrangements arising from non very generic arrangements of hyperplanes
in Ck (i.e. A /∈ Z), could lead to new connections between higher dimensional special
configurations of hyperplanes (points) in the projective space and Grassmannian. Vice
versa, known results in algebraic geometry could help in understanding the combinatorics
of Discriminantal arrangements in the non very generic case. Moreover we conjecture
that regularity in the geometry of Discriminantal arrangement could lead to results on hy-
perplanes arrangements with high multiplicity intersections, e.g., in the case k = 3, line
arrangements in P2 with high number of triple points (see Remark 6.6). This will be object
of further studies.

The content of the paper is the following. In Section 2 we recall definition of Discrim-
inantal arrangement from [7], basic notions on Grassmannian, and definitions and results
from [10]. In Section 3 we provide an example of the case of 6 hyperplanes in C3. In
Section 4 we define and study Pappus hypersurface. Section 5 contains Pappus’s theorem
in Gr(3,Cn) and its proof. In the last section we study intersections of higher numbers of
quadrics and Hesse configuration.

2 Preliminaries
2.1 Discriminantal arrangement

LetH0
i , i = 1, . . . , n be a generic arrangement in Ck, k < n i.e. a collection of hyperplanes

such that codim
⋂
i∈K,|K|=pH

0
i = p. Space of parallel translates (H0

1 , . . . ,H
0
n) (or simply

when dependence on H0
i is clear or not essential) is the space of n-tuples H1, . . . ,Hn such

that either Hi ∩ H0
i = ∅ or Hi = H0

i for any i = 1, . . . , n. One can identify with n-
dimensional affine space Cn in such a way that (H0

1 , . . . ,H
0
n) corresponds to the origin. In

particular, an ordering of hyperplanes in A determines the coordinate system in (see [6]).
We will use the compactification of Ck viewing it as Pk(C)\H∞ endowed with collec-

tion of hyperplanes H̄0
i which are projecive closures of affine hyperplanes H0

i . Condition
of genericity is equivalent to

⋃
i H̄

0
i being a normal crossing divisor in Pk(C).

Given a generic arrangementA in Ck formed by hyperplanesHi, i = 1, . . . , n the trace
at infinity, denoted by A∞, is the arrangement formed by hyperplanes H∞,i = H̄0

i ∩H∞
in the space H∞ ' Pk−1(C). The trace A∞ of an arrangement A determines the space of
parallel translates S (as a subspace in the space of n-tuples of hyperplanes in Pk).

Fixed a generic arrangementA, consider the closed subset of S formed by those collec-
tions which fail to form a generic arrangement. This subset of S is a union of hyperplanes
DL ⊂ S (see [7]). Each hyperplane DL corresponds to a subset L = {i1, . . . , ik+1} ⊂
[n] := {1, . . . , n} and it consists of n-tuples of translates of hyperplanes H0

1 , . . . ,H
0
n in

which translates of H0
i1
, . . . ,H0

ik+1
fail to form a general position arrangement. The ar-

rangement B(n, k,A) of hyperplanes DL is called Discriminantal arrangement and has
been introduced by Manin and Schechtman in [7]. Notice that B(n, k,A) depends on the
trace at infinity A∞ hence it is sometimes more properly denoted by B(n, k,A∞).

2.2 Good 3s-partitions

Given s ≥ 2 and n ≥ 3s, a good 3s-partition (see [10]) is a set T = {L1, L2, L3}, with
Li subsets of [n] such that |Li| = 2s, |Li ∩ Lj | = s (i 6= j), L1 ∩ L2 ∩ L3 = ∅ (in
particular |

⋃
Li| = 3s), i.e. L1 = {i1, . . . , i2s}, L2 = {i1, . . . , is, i2s+1, . . . , i3s}, L3 =
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{is+1, . . . , i3s}.
Notice that given a generic arrangement A in C2s−1, subsets Li define hyperplanes

DLi in the Discriminantal arrangement B(n, 2s − 1,A∞). In this paper we are mainly
interested in the case s = 2 corresponding to generic arrangements in C3.

2.3 Matrices A(A∞) and AT(A∞)

Let αi = (ai1, . . . , aik) be the normal vectors of hyperplanesHi, 1 ≤ i ≤ n, in the generic
arrangement A in Ck. Normal here is intended with respect to the usual dot product

(a1, . . . , ak) · (v1, . . . , vk) =
∑
i

aivi.

Then the normal vectors to hyperplanes DL, L = {s1 < · · · < sk+1} ⊂ [n] in S ' Cn are
nonzero vectors of the form

αL =

k+1∑
i=1

(−1)i det(αs1 , . . . , α̂si , . . . , αsk+1
)esi , (2.1)

where {ej}1≤j≤n is the standard basis of Cn (cf. [2]).
Let Pk+1([n]) = {L ⊂ [n] | |L| = k+ 1} be the set of cardinality k+ 1 subsets of [n].

Following [10] we denote by

A(A∞) = (αL)L∈Pk+1([n])

the matrix having in each row the entries of vectors αL normal to hyperplanes DL and by
AT(A∞) the submatrix of A(A∞) with rows αL, L ∈ T, T ⊂ Pk+1([n]). In this paper we
are mainly interested in the matrix AT(A∞) in the case of T good 6-partition.

2.4 Grassmannian Gr(k,Cn)

Let Gr(k,Cn) be the Grassmannian of k-dimensional subspaces of Cn and

γ : Gr(k,Cn)→ P(

k∧
Cn)

〈v1, . . . , vk〉 7→ [v1 ∧ · · · ∧ vk],

the Plücker embedding. Then [x] ∈ P(
∧k Cn) is in γ(Gr(k,Cn)) if and only if the map

ϕx : Cn →
k+1∧

Cn

v 7→ x ∧ v

has kernel of dimension k, i.e. kerϕx = 〈v1, . . . , vk〉. If e1, . . . , en is a basis of Cn then
eI = ei1 ∧ · · · ∧ eik , I = {i1, . . . , ik} ⊂ [n], i1 < · · · < ik, is a basis for

∧k Cn and
x ∈

∧k Cn can be written uniquely as

x =
∑
I⊆[n]
|I|=k

βIeI =
∑

1≤i1<···<ik≤n

βi1...ik(ei1 ∧ · · · ∧ eik)
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where homogeneous coordinates βI are the Plücker coordinates on P(
∧k Cn) ' P(nk)−1(C)

associated to the ordered basis e1, . . . , en of Cn. With this choice of basis for Cn the matrix
Mx associated to ϕx is a

(
n
k+1

)
×nmatrix with rows indexed by subsets I = {i1, . . . , ik} ⊂

[n] and entries

bij =

{
(−1)lβI\{j} if j = il ∈ I,
0 otherwise.

Plücker relations, i.e. conditions for dim(kerϕx) = k, are vanishing conditions of all
(n−k+1)× (n−k+1) minors ofMx. It is well known (see for instance [5]) that Plücker
relations are degree 2 relations and they can also be written as

k∑
l=0

(−1)lβp1...pk−1qlβq0...q̂l...qk = 0 (2.2)

for any 2k-tuple (p1, . . . , pk−1, q0, . . . , qk).

Remark 2.1. Notice that vectors αL in the equation (2.1) normal to hyperplanes DL cor-
respond to rows indexed by L in the Plücker matrix Mx, that is

A(A∞) = Mx,

up to permutation of rows. Notice that, in particular, det(αs1 , . . . , α̂si , . . . , αsk+1
) is the

Plücker coordinate βI , I = {s1, s2, . . . , sk+1} \ {si}.

2.5 Relation between intersections of lines in A∞ and quadrics in Gr(3,Cn)

Let A = {H0
1 , . . . ,H

0
n} be a generic arrangement in C3. If there exist L1, L2, L3 ⊂ [n]

subsets of indices of cardinality 4, such that codimension of DL1
∩DL2

∩DL3
is 2 thenA

is non very generic arrangement (see [2]).
Let T = {L1, L2, L3} be a good 6-partition of indices {s1, . . . , s6} ⊂ [n]. In [6],

authors proved that the codimension of DL1
∩DL2

∩DL3
is 2 if and only if points⋂

t∈L1∩L2
H∞,t,

⋂
t∈L1∩L3

H∞,t and
⋂
t∈L2∩L3

H∞,t

are collinear in H∞ ([6, Lemma 3.1]).
Since αLi is vector normal to DLi , the codimension of DL1 ∩DL2 ∩DL3 is 2 if and

only if rankAT(A∞) = 2, i.e. all 3× 3 minors of AT(A∞) vanish. In [10] authors proved
the following Lemma.

Lemma 2.2 ([10, Lemma 5.3]). Let A be an arrangement of n hyperplanes in C3 and

σ.T = {{i1, i2, i3, i4}, {i1, i2, i5, i6}, {i3, i4, i5, i6}}

a good 6-partition of indices s1 < · · · < s6 ∈ [n] such that ij = sσ(j), σ permutation in
S6. Then rankAσ.T(A∞) = 2 if and only if A is a point in the quadric of Grassmannian
Gr(3,Cn) of equation

βi1i3i4βi2i5i6 − βi2i3i4βi1i5i6 = 0. (2.3)
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As consequence of above results, we obtain correspondence between points

x =
∑
I⊂[n]
|I|=3

βIeI , βI 6= 0,

in the quadric of equation (2.3) and generic arrangements of n hyperplanes A in C3 such
that H∞,i1 ∩H∞,i2 , H∞,i3 ∩H∞,i4 and H∞,i5 ∩H∞,i6 are collinear in H∞. Notice that
condition βI 6= 0 is direct consequence of A being generic arrangement.

3 Motivating example of Pappus’s Theorem for quadrics in Gr(3,Cn)

In classical projective geometry the following theorem is known as Pappus’s theorem or
Pappus’s hexagon theorem.

Theorem 3.1 (Pappus). On a projective plane, consider two lines l1 and l2, and a couple
of triple points A,B,C and A′, B′, C ′ which are on l1 and l2 respectively. Let X,Y, Z be
points of AB′ ∩A′B, AC ′ ∩A′C and BC ′ ∩B′C respectively. Then there exists a line l3
passing through the three points X,Y, Z (see Figure 1).

Figure 1: Original Pappus’s Theorem.

This theorem was originally stated by Pappus of Alexandria around 290–350 A.D.
In this section, we restate this classical theorem in terms of quadrics in the Grassman-

nian. Indeed the six lines AB′, A′B, BC ′, B′C, AC ′, A′C ∈ P2(C) correspond to lines in
the trace at infinityA∞ of a generic arrangementA in C3 and lines l1, l2 and l3 correspond
to collinearity conditions for intersection points of lines in A∞.

Consider a generic arrangement A = {H1, . . . ,H6} of 6 hyperplanes in C3, A∞ its
trace at infinity and T = {L1, L2, L3} the good 6-partition defined by L1 = {1, 2, 3, 4},
L2 = {1, 2, 5, 6}, L3 = {3, 4, 5, 6}. By Lemma 2.2 we get that the triple points⋂

i∈L1∩L2
H̄i ∩H∞,

⋂
i∈L1∩L3

H̄i ∩H∞,
⋂
i∈L2∩L3

H̄i ∩H∞
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are collinear if and only if A is a point of the quadric

Q1 : β134β256 − β234β156 = 0

in Gr(3,C6).
Analogously if

T′ = {L′1, L′2, L′3}, L′1 = {4, 6, 2, 5}, L′2 = {4, 6, 1, 3}, L′3 = {2, 5, 1, 3}

and

T′′ = {L′′1 , L′′2 , L′′3}, L′′1 = {2, 4, 1, 6}, L′′2 = {2, 4, 3, 5}, L′′3 = {1, 6, 3, 5}

are different good 6-partitions then triple points⋂
i∈L′1∩L′2

H̄i ∩H∞,
⋂
i∈L′1∩L′3

H̄i ∩H∞,
⋂
i∈L′2∩L′3

H̄ti
i ∩H∞

and ⋂
i∈L′′1∩L′′2

H̄i ∩H∞,
⋂
i∈L′′1∩L′′3

H̄i ∩H∞,
⋂
i∈L′′2∩L′′3

H̄i ∩H∞
are collinear if and only if A is, respectively, a point of quadrics

Q2 : β425β613 − β625β413 = 0 and
Q3 : β216β435 − β416β235 = 0.

With above remarks and notations we can restate Pappus’s Theorem as follows (see Fig-
ure 2).

Theorem 3.2 (Pappus’s Theorem). Let A = {H1, . . . ,H6} be a generic arrangement
of hyperplanes in C3. If A is a point of two of three quadrics Q1,Q2 and Q3 in the
Grassmannian Gr(3,C6), then A is also a point of the third. In other words

Qi1 ∩Qi2 =

3⋂
i=1

Qi, {i1, i2} ⊂ [3].

We develop this argument in the following sections providing in Theorem 5.3 a general
statement on quadrics in the Grassmannian which implies Pappus hexagon Theorem in the
projective plane.

4 Pappus Variety
In this section, we consider a generic arrangement {H1, . . . ,Hn} in C3 (n ≥ 6). Let’s
introduce basic notations that we will use in the rest of the paper.

Notation. Let {s1, . . . , s6} be a subset of indices {1, . . . , n} and T = {L1, L2, L3} be the
good 6-partition given by

L1 = {s1, s2, s3, s4}, L2 = {s1, s2, s5, s6} and L3 = {s3, s4, s5, s6}.

Then for any permutation σ ∈ S6 we denote by σ.T = {σ.L1, σ.L2, σ.L3} the good 6-
partition given by subsets

σ.L1 = {i1, i2, i3, i4}, σ.L2 = {i1, i2, i5, i6} and σ.L3 = {i3, i4, i5, i6}

with ij = sσ(j). Accordingly, we denote by Qσ the quadric in Gr(3,Cn) of equation

Qσ : βi1i3i4βi2i5i6 − βi2i3i4βi1i5i6 = 0.
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Figure 2: Trace at infinity of A ∈
⋂3
i=1 Qi. In the figure ij denotes H∞,i ∩H∞,j .

The following lemma holds.

Lemma 4.1. Let σ, σ′ ∈ S6 be distinct permutations, then Qσ = Qσ′ if and only if there
exists τ ∈ S3 such that σ.Li ∩ σ.Lj = σ′.Lτ(i) ∩ σ′.Lτ(j) (1 ≤ i < j ≤ 3).

Proof. By definition of good 6-partition we have that

L1 = (L1 ∩ L2) ∪ (L1 ∩ L3),

L2 = (L2 ∩ L1) ∪ (L2 ∩ L3),

L3 = (L3 ∩ L1) ∪ (L3 ∩ L2).

Then there exists τ ∈ S3 such that σ and σ′ satisfy σ.Li ∩ σ.Lj = σ′.Lτ(i) ∩ σ′.Lτ(j)
(1 ≤ i < j ≤ 3) if and only if σ.Ll = σ′.Lτ(l) for l = 1, 2, 3, that is Aσ′.T(A∞) is
obtained by permuting rows of Aσ.T(A∞). It follows that rankAσ.T(A∞) = 2 if and only
if rankAσ′.T(A∞) = 2 and hence by Lemma 2.2 this is equivalent to Qσ ∩ Ns1,...,s6 =
Qσ′ ∩Ns1,...,s6 , where

Ns1,...,s6 = {x =
∑
I⊆[n]
|I|=3

βIeI | βI 6= 0 for any I ⊂ {s1, . . . , s6}}.

Since Ns1,...,s6 is dense open set in γ(Gr(3,Cn)), Qσ ∩ Ns1,...,s6 = Qσ′ ∩ Ns1,...,s6
if and only if Qσ = Qσ′ . Vice versa if Qσ ∩ Ns1,...,s6 = Qσ′ ∩ Ns1,...,s6 , then any
generic arrangement A corresponding to a point in Qσ ∩ Ns1,...,s6 corresponds to a point
in Qσ′ ∩ Ns1,...,s6 , that is rankAσ.T(A∞) = 2 if and only if rankAσ′.T(A∞) = 2. It
follows that Aσ.T(A∞) and Aσ′.T(A∞) are submatrices of A(A∞) defined by the same
three rows, i.e. σ.Ll = σ′.Lτ(l) for l = 1, 2, 3.

Definition 4.2. For any 6 fixed indices T = {s1, . . . , s6} ⊂ [n] the Pappus Variety is the
hypersurface in Gr(3,Cn) given by

PT =
⋃
σ∈S6

Qσ.
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Notice that all the content of this section and the following section is based on the
choice of six indices {s1 < · · · < s6} ⊂ [n]. This is related to result in Theorem 3.8 in
[6] and, consequently, Lemma 5.3 in [10] (Lemma 2.2 in this paper). Indeed Theorem 3.8
in [6] states that in order to study special configurations of n lines in P2, that is non very
generic arrangements of n lines in P2, it is sufficient to study subsets of six lines out of
n. On the other hand since Pappus Variety can be defined inside Gr(3,Cn), we decided
to keep the discussion more general picking six indices {s1 < · · · < s6} ⊂ [n] instead of
simply study the case Gr(3,C6) (see also Remark 6.7).

For σ, σ′ ∈ S6 we define the equivalence relation σ.T ∼ σ′.T corresponding to Qσ =
Qσ′ as following:

σ.T ∼ σ′.T⇔ ∃ τ ∈ S3 such that σ.Li ∩ σ.Lj = σ′.Lτ(i) ∩ σ′.Lτ(j) (1 ≤ i < j ≤ 3).

We denote by [σ] the equivalence class containing σ.T and by Qσ the corresponding quadric
(notice that σ in the notation Qσ can be any representative of [σ]). By Lemma 4.1 [σ] only
depends on couples Li ∩ Lj hence for each class [σ] we can choice a representative

σ̃.T0 =
{
{j1, j2, j3, j4}, {j1, j2, j5, j6}, {j3, j4, j5, j6}

}
such that j1 < j2, j3 < j4, j5 < j6 and j1 < j3 < j5 and we can equivalently define

[σ] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
.

Since the number of choices of [σ] is (6
2)(

4
2)(

2
2)

3! = 15, Pappus Variety is composed by 15
quadrics. Finally remark that

[σ] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
and

[σ′] =
{
{j′1, j′2}, {j′3, j′4}, {j′5, j′6}

}
are disjoint , i.e. [σ] ∩ [σ′] = ∅, if and only if {j2l−1, j2l} 6= {j′2l′−1, j′2l′} for any
1 ≤ l, l′ ≤ 3.

Definition 4.3 (Pappus configuration). Let [σ1], [σ2] and [σ3] be disjoint classes, a Pappus
configuration is a set {Qσ1 ,Qσ2 ,Qσ3} of quadrics in Gr(3,Cn) such that

Qσi1
∩Qσi2

=

3⋂
i=1

Qσi

for any {i1, i2} ⊂ [3].

Quadrics Qσ1
,Qσ2

,Qσ3
are said to be in Pappus configuration if {Qσ1

,Qσ2
,Qσ3

} is a
Pappus configuration.

Remark 4.4. Fixed a class of good 6-partition [σ] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
, we

shall count the number of disjoint classes.
First let’s count the number of classes [σ′] =

{
{j′1, j′2}, {j′3, j′4}, {j′5, j′6}

}
not disjoint

and distinct from [σ]. Since [σ] and [σ′] are distinct, only one couple {j′l , j′l+1} is contained
in [σ]. Without lost of generality we can assume {jl, jl+1} = {j′1, j′2} (l is either 1, 3 or 5)
then pairs {j′3, j′4} and {j′5, j′6} are not in the same set, i.e. we have two possibilities:

{j′3, j′5} and {j′4, j′6} ∈ [σ],
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or
{j′3, j′6} and {j′4, j′5} ∈ [σ].

Hence there are 2 · 3 + 1 = 7 not disjoint classes from [σ] and, since the number of all
classes is 15, we get that any fixed [σ] admits exactly 15− 7 = 8 disjoint classes.

5 Pappus’s Theorem
In this section we restate Pappus’s Theorem for quadrics in Gr(3,Cn) by using notation
introduced in the previous section. For a fixed class [σ] =

{
{j1, j2}, {j3, j4}, {j5, j6}

}
let’s denote by G[σ] the free group generated by permutations of elements in each subset of
[σ], that is

G[σ] =
〈
(j2l−1 j2l) ∈ S6 | l = 1, 2, 3

〉
,

and, for any class, [σ′] let’s define the set

orbitG[σ]
([σ′]) =

{
τ [σ′] | τ ∈ G[σ]

}
where τ acts naturally as permutation of entries of each set in [σ′].

Remark 5.1. The action of G[σ] on class [σ′] disjoint from [σ] is faithful. Indeed let
τ, τ ′ ∈ G[σ] be such that τ [σ′] = τ ′[σ′] then τ−1τ ′[σ′] = [σ′], i.e. τ−1τ ′ ∈ G[σ′]. Thus we
get τ−1τ ′ ∈ G[σ] ∩G[σ′]. Since [σ] and [σ′] are disjoint, G[σ] ∩G[σ′] = {e}, i.e., τ = τ ′.
Remark that | orbitG[σ]

([σ′])| = |G[σ]| = 8 and τ [σ] = [σ] for any τ ∈ G[σ].

Lemma 5.2. Let [σ] and [σ′] be disjoint classes, then

orbitG[σ]
([σ′]) =

{
[σ′′] | [σ] ∩ [σ′′] = ∅

}
.

Proof. First we prove that orbitG[σ]
([σ′]) ⊂

{
[σ′′] | [σ] ∩ [σ′′] = ∅

}
. Let

[σ] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
and

[σ′] =
{
{j′1, j′2}, {j′3, j′4}, {j′5, j′6}

}
be disjoint, then |{j2l−1, j2l} ∩ {j′2m−1, j′2m}| ≤ 1. Since τ ∈ G[σ] permutes only j2l−1
and j2l then τ [σ′]∩[σ] = ∅, that is τ [σ′] is disjoint from [σ], i.e. τ [σ′] ∈

{
[σ′′] | [σ]∩[σ′′] =

∅
}

. Since G[σ] is faithful, | orbitG[σ]
([σ′])| = 8 and, by calculations in the Remark 4.4,

|
{

[σ′′] | [σ]∩ [σ′′] = ∅
}
| = 8, it follows that orbitG[σ]

([σ′]) =
{

[σ′′] | [σ]∩ [σ′′] = ∅
}

.

The following theorem holds.

Theorem 5.3 (Pappus’s Theorem). For any disjoint classes [σ] and [σ′], there exists a
unique class [σ′′] disjoint from [σ] and [σ′] such that {Qσ , Qσ′ ,Qσ′′} is a Pappus configu-
ration.

Remark 5.4. Let [σ1] and [σ2], [σi] = {{j1,i, j2,i}, {j3,i, j4,i}, {j5,i, j6,i}}, i = 1, 2 be
classes of indices in {1, . . . , 6}. Recall the following facts (see Section 2 and Lemma 2.2):

i) If
x =

∑
I⊆[6]
|I|=3

βIeI , βI 6= 0
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is a point in Qσi then any arrangement A ∈ C3 such that A(A∞) = Mx is an
arrangement of 6 planes in general position in C3 with lines in A∞ such that points

H∞,j1,i ∩H∞,j2,i , H∞,j3,i ∩H∞,j4,i and H∞,j5,i ∩H∞,j6,i

are collinear.

ii) Vice versa if A is an arrangement of 6 lines in general position in C3 with the inter-
section points

H∞,j1,i ∩H∞,j2,i , H∞,j3,i ∩H∞,j4,i and H∞,j5,i ∩H∞,j6,i

collinear, then any point
x =

∑
I⊆[6]
|I|=3

βIeI

such that Mx = A(A∞) verifies βI 6= 0 and x ∈ Qσi .

From ii) it follows that if A∞ is an arrangement of 6 lines in general position in P2 such
that

H∞,j1,i ∩H∞,j2,i , H∞,j3,i ∩H∞,j4,i and H∞,j5,i ∩H∞,j6,i
are collinear for i = 1, 2, then any point

x =
∑
I⊆[6]
|I|=3

βIeI

such thatMx = A(A∞) belongs to Qσ1
∩Qσ2

. Moreover [σ1] and [σ2] are disjoint classes.
By Theorem 5.3 there exists a third class

[σ3] = {{j1,3, j2,3}, {j3,3, j4,3}, {j5,3, j6,3}

such that {Qσ1
, Qσ2

,Qσ3
} is a Pappus configuration. Then x ∈

⋂
1≤i≤3 Qσi which im-

plies, by i) that also

H∞,j1,3 ∩H∞,j2,3 , H∞,j3,3 ∩H∞,j4,3 and H∞,j5,3 ∩H∞,j6,3

have to be collinear. That is Theorem 5.3 implies Pappus hexagon Theorem in the plane
(see Figure 2).

Notice that Theorem 5.3 is slightly more general than Pappus hexagon Theorem since
it also applies to the case in which some βI = 0.

Proof of Theorem 5.3. Following example in Section 3, for any class

[ω1] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
let’s consider disjoint classes

[ω2] =
{
{j1, j3}, {j2, j5}, {j4, j6}

}
and

[ω3] =
{
{j1, j6}, {j2, j4}, {j3, j5}

}
.
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The corresponding quadrics have equations:

Qω1
: βj1j3j4βj2j5j6 − βj2j3j4βj1j5j6 = 0,

Qω2
: βj4j2j5βj6j1j3 − βj6j2j5βj4j1j3 = 0,

Qω3
: βj5j1j6βj3j2j4 − βj3j1j6βj5j2j4 = 0.

By definition of βijk, equations of Qω2
and Qω3

can equivalently be written as

Qω2
: βj2j4j5βj1j3j6 + βj2j5j6βj1j3j4 = 0,

Qω3
: βj1j5j6βj2j3j4 + βj1j3j6βj2j4j5 = 0.

If we denote left side of defining equations of Qωi by Pωi then

Pω2 − Pω1 = Pω3 ,

that is zeros of any two polynomials Pωi1 , Pωi2 are zeros of Pωi3 , {i1, i2, i3} = {1, 2, 3}.
We get

Qωi1
∩Qωi2

=

3⋂
i=1

Qωi

for any {i1, i2} ⊂ [3], i.e. Qω1 ,Qω2 and Qω3 are in Pappus configuration.
By Lemma 5.2, since [ω1] ∩ [ω2] = ∅, the set of disjoint classes from [ω1] is given by{

[σ0] | [ω1] ∩ [σ0] = ∅
}

=
{
τ0[ω2] | τ0 ∈ G[ω1]

}
.

Then if [σ′] is disjoint from [ω1], there exists a unique element τ ∈ G[ω1] such that
[σ′] = τ [ω2]. That is, for a generic class [ω1], any disjoint couple ([ω1], [σ′]) is of the
form ([ω1], τ [ω2]) = (τ [ω1], τ [ω2]) and we have

Qω1
= Qτω1

: βτ(j1)τ(j3)τ(j4)βτ(j2)τ(j5)τ(j6) − βτ(j2)τ(j3)τ(j4)βτ(j1)τ(j5)τ(j6) = 0,

Qσ′ = Qτω2
: βτ(j4)τ(j2)τ(j5)βτ(j6)τ(j1)τ(j3) − βτ(j6)τ(j2)τ(j5)βτ(j4)τ(j1)τ(j3) = 0.

By antisymmetric property of indices of βijk, if we denote by Pω1
and Pσ′ the left side of

above equations, i.e.

Pω1 = βτ(j1)τ(j3)τ(j4)βτ(j2)τ(j5)τ(j6) − βτ(j2)τ(j3)τ(j4)βτ(j1)τ(j5)τ(j6),
Pσ′ = βτ(j4)τ(j2)τ(j5)βτ(j6)τ(j1)τ(j3) − βτ(j6)τ(j2)τ(j5)βτ(j4)τ(j1)τ(j3)

then

Pσ′′ := Pσ′ − Pω1
= βτ(j5)τ(j1)τ(j6)βτ(j3)τ(j2)τ(j4) − βτ(j3)τ(j1)τ(j6)βτ(j5)τ(j2)τ(j4)

is the defining polynomial of Qτω3
. That is [σ′′] is uniquely determined by disjoint couple

([ω1], [σ′]).

From proof of Theorem 5.3 we get that for any class

[ω1] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
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if we denote

[ω2] =
{
{j1, j3}, {j2, j5}, {j4, j6}

}
and

[ω3] =
{
{j1, j6}, {j2, j4}, {j3, j5}

}
,

then all Pappus configurations are of the form {Qτω1
,Qτω2

,Qτω3
}, τ ∈ G[ω1] and the

following Corollary holds.
Notice that the proof of Theorem 5.3 only uses equations of quadrics Qσ and hence

provides alternative proof to Pappus hexagon Theorem. In particular it is also alternative
to classical proof based on Grassmann-Plücker relations. Indeed the latter proof uses the
fact that points in Pappus configurations verify the Grassmann-Plücker relations while, in
our cases, quadrics Qσ are proper quadrics in the Grassmannian, i.e. equations of quadrics
Qσ are not Grassmann-Plücker relations.

Corollary 5.5. The number of Pappus configurations {Qσ,Qσ′ ,Qσ′′} in Gr(3,C6) is 20.

Proof. By Remark 4.4 the number of [σ] is 15 and by Lemma 5.2 each fixed class [σ] admits
8 disjoint classes. By Theorem 5.3 if [σ] and [σ′] are fixed, [σ′′] is uniquely determined,
thus the number of the sets

{
[σ], [σ′], [σ′′]

}
is 15× 8/3! = 20.

Corollary 5.5 establishes that for any given 6 lines in P2 there are 20 possible com-
binations of their intersections that give rise to a Pappus’s configuration like the one in
Figure 2.

6 Intersections of quadrics
In this section we study intersections of quadrics in Gr(3,Cn). In particular we are inter-
ested in the intersection of sets

Q◦σ = Qσ ∩
{
x =

∑
I⊂[n]
|I|=3

βIeI | βI 6= 0 for any I ⊂ {s1, . . . , s6}
}

of points in quadrics Qσ that correspond to arrangements of lines in P2(C) with subar-
rangement {Hs1 , . . . ,Hs6} generic. The following lemma holds.

Lemma 6.1. If [σ1], [σ2], [σ3] are distinct and pairwise not disjoint classes then

Q◦σ1
∩Q◦σ2

∩Q◦σ3
= ∅.

Proof. If [σ1], [σ2], [σ3] are not disjoint then either

(1) |[σ1] ∩ [σ2] ∩ [σ3]| = 1 or

(2) |[σi1 ] ∩ [σi2 ]| = 1 (1 ≤ i1 < i2 ≤ 3) and [σ1] ∩ [σ2] ∩ [σ3] = ∅.

(1) Assume [σ1] ∩ [σ2] ∩ [σ3] = {i1, i2}. Let [σ1] =
{
{i1, i2}, {i3, i4}, {i5, i6}

}
,

[σ2] =
{
{i1, i2}, {i3, i5}, {i4, i6}}, and [σ3] =

{
{i1, i2}, {i3, i6}, {i4, i5}

}
then we obtain

the following quadrics

Qσ1
: βi1i3i4βi2i5i6 − βi2i3i4βi1i5i6 = 0,

Qσ2
: βi1i3i5βi2i4i6 − βi2i3i5βi1i4i6 = 0,

Qσ3
: βi1i3i6βi2i4i5 − βi2i3i6βi1i4i5 = 0.
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Any point x ∈ Q◦σ1
∩ Q◦σ2

belongs to Gr(3,Cn), that is x satisfies Plücker relations in
(2.2). In particular x ∈ Pl1 ∩ Pl2 where Pl1 and Pl2 are the quadrics:

Pl1 : βi1i3i2βi4i5i6 − βi1i3i4βi2i5i6 + βi1i3i5βi2i4i6 − βi1i3i6βi2i4i5 = 0,

Pl2 : βi2i3i1βi4i5i6 − βi2i3i4βi1i5i6 + βi2i3i5βi1i4i6 − βi2i3i6βi1i4i5 = 0.

Notice that Pl1 and Pl2 can be obtained from equations in (2.2) considering the 6-tuples
(p1, p2, q0, q1, q2, q3) = (i1, i3, i2, i4, i5, i6) and (i2, i3, i1, i4, i5, i6) respectively. We get

Qσ2
−Qσ1

− Pl1 + Pl2 : βi1i3i6βi2i4i5 − βi2i3i6βi1i4i5 + 2(βi1i2i3βi4i5i6) = 0.

Since βi1i2i3 6= 0 and βi4i5i6 6= 0 then βi1i2i3βi4i5i6 6= 0 and hence

βi1i3i6βi2i4i5 − βi2i3i6βi1i4i5 6= 0,

that is x 6∈ Q◦σ3
.

(2) Assume [σ1]∩ [σ2] = {i1, i2}, [σ1]∩ [σ3] = {i3, i4} and [σ2]∩ [σ3] = {i5, i6} and
name P1 = {i1, i2}, P2 = {i3, i4}, P3 = {i5, i6}. To any point x ∈ Q◦σ1

∩ Q◦σ2
∩ Q◦σ3

corresponds the existence of an arrangement with a generic sub-arrangement indexed by
{i1, . . . , i6} which trace at infinity {H∞,i1 , . . . ,H∞,i6} satisfyies collinearity conditions
as in Figure 3. That is there exist couples P4 ∈ [σ1], P5 ∈ [σ2] and P6 ∈ [σ3] that cor-
respond, respectively, to intersection points p4, p5 and p6 of lines in {H∞,i1 , . . . ,H∞,i6}
(see Figure 3).

Figure 3: Case (2) trace at infinity of A ∈
⋂3
i=1 Q◦σi , {i, j} corresponds to H∞,i ∩H∞,j .

By definition of P1, P2 and P3 we have

P3 = {i5, i6} ∈
(
{i1, . . . , i6} \ P1

)
∩
(
{i1, . . . , i6} \ P2

)
.

On the other hand, if P4 is different from P1 and P2 in Q◦σ1
then P4 =

(
{i1, . . . , i6}\P1

)
∩(

{i1, . . . , i6} \ P2

)
. Thus we get P3 = P4 and, similarly, P5 = P2 and P6 = P1, that is

Q◦σ1
= Q◦σ2

= Q◦σ3
which contradict hypothesis.
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Lemma 6.2. For any three pairwise disjoint classes [σ1], [σ2], [σ3], either {Qσ1 ,Qσ2 ,Qσ3}
is a Pappus configuration or

3⋂
i=1

Q◦σi = ∅.

Proof. By Pappus’s Theorem, for any two disjoint classes [σi], [σj ], there exists [σij ] such
that {Qσi ,Qσj ,Qσij} is Pappus configuration. If [σij ] = [σk] for some k ∈ [3], then
{Qσ1

,Qσ2
,Qσ3

} is a Pappus configuration. Thus assume all [σij ] 6= [σk] for any k =
1, 2, 3. Moreover [σ12], [σ13], [σ23] are distinct since if [σij ] = [σik] then [σj ] = [σk].

If [σ12] ∩ [σ13] 6= ∅, [σ12] ∩ [σ23] 6= ∅ and [σ13] ∩ [σ23] 6= ∅, then⋂
1≤l1<l2≤3

Q◦σl1l2
= ∅

by Lemma 6.1 and

3⋂
i=1

Q◦σi = (

3⋂
i=1

Q◦σi) ∩ (
⋂

1≤l1<l2≤3

Q◦σl1l2
) = ∅.

Otherwise assume [σ12] ∩ [σ13] = ∅, we get a new Pappus configuration. Since the
number of disjoint classes is finite, iterating the process, we will eventually get 3 classes
[σl1 ], [σl2 ], [σl3 ] pairwise not disjoint and

3⋂
i=1

Q◦σi = (

3⋂
i=1

Q◦σi) ∩Q◦σl1
∩Q◦σl2

∩Q◦σl3
= ∅.

Lemma 6.3. If [σ1], [σ2], [σ3] are distinct classes such that [σ1] ∩ [σ2] 6= ∅ and
[σi] ∩ [σ3] = ∅ for i = 1, 2, then

3⋂
i=1

Q◦σi = ∅.

Proof. Since [σ1], [σ3] and [σ2], [σ3] are disjoint, there exist [σ4] and [σ5] such that
{Qσ1 ,Qσ3 ,Qσ4} and {Qσ2 ,Qσ3 ,Qσ5} are Pappus configurations and

[σ1] ∩ [σ5] 6= ∅, [σ2] ∩ [σ4] 6= ∅, [σ4] ∩ [σ5] 6= ∅.

Indeed if one of them is empty, we obtain 3 disjoint classes not in Pappus configuration and
by Lemma 6.2, it follows

3⋂
i=1

Q◦σi =

5⋂
i=1

Q◦σi = ∅.

Since [σ1] ∩ [σ2] 6= ∅, we can assume {i1, i2} = [σ1] ∩ [σ2] and we can set

[σ1] =
{
{i1, i2}, {i3, i4}, {i5, i6}

}
,

[σ2] =
{
{i1, i2}, {i′3, i′4}, {i′5, i′6}

}
,

[σ3] =
{
{j1, j2}, {j3, j4}, {j5, j6}

}
.
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To any point

x ∈
3⋂
i=1

Q◦σi 6= ∅

corresponds an arrangement A with generic subarrangement {Hi1 , . . . ,Hi6} with trace at
infinity {H∞,i1 , . . . ,H∞,i6} intersecting as in Figures 4 and 5 (up to rename). It follows

Figure 4: Each j, j′ is j1 or j2.

that {j4, j6} ∈ [σ4] and since {j3, j5} = {i1, i2} ∈ [σ1] and [σ1]∩ [σ4] = ∅ (see Figure 4),
there are two possibilities:

[σ4] =
{
{j4, j6}, {j1, j3}, {j2, j5}

}
or

[σ4] =
{
{j4, j6}, {j1, j5}, {j2, j3}

}
.

Analogously (see Figure 5) class [σ5] is of the form

[σ5] =
{
{j4, j6}, {j1, j3}, {j2, j5}

}
or

[σ5] =
{
{j4, j6}, {j1, j5}, {j2, j3}

}
.

Since [σ1] ∩ [σ5] 6= ∅ and [σ5] 63 {j3, j5} = {i1, i2}, we deduce that {j4, j6} = {i3, i4}
or {i5, i6}, which is not possible by [σ1] ∩ [σ4] = ∅. Hence

3⋂
i=1

Q◦σi = ∅.
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Figure 5: Each j, j′ is j1 or j2.

Figure 6: Hesse arrangement with H∞i1 , . . . ,H∞i6 and
⋂6
i=1 Q◦σi 6= ∅.
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Notice that the Hesse arrangement in P2(C) (see Figure 6) can be regarded as a generic
arrangement of 6 lines which intersection points satisfy 6 collinearity conditions.

Definition 6.4 (Hesse configuration). Let [σi], 1 ≤ i ≤ 6 be distinct classes, we call Hesse
configuration a set {Qσ1

, . . . ,Qσ6
} of quadrics in Gr(3,Cn) such that there exist disjoint

sets I, J ⊂ [6], |I| = |J | = 3 such that {Qσi}i∈I , {Qσj}j∈J are Pappus configurations
and [σi] ∩ [σj ] 6= ∅ for any i ∈ I , j ∈ J .

With above notations, the following classification Theorem holds.

Theorem 6.5. For any choice of indices {s1, . . . , s6} ⊂ [n] sets Q◦σ , σ ∈ S6, in the
Grassmannian Gr(3,Cn) intersect as follows.

(1) For any disjoint classes [σ1] and [σ2], there exist [σ3], . . . , [σ6] such that
{Qσ1

, . . . ,Qσ6
} is an Hesse configuration for I = {1, 2, 3}, J = {4, 5, 6} and

2⋂
i=1

Q◦σi =

3⋂
i=1

Q◦σi )
4⋂
i=1

Q◦σi )
6⋂
i=1

Q◦σi ) ∅.

(2) For any not disjoint classes [σ1] and [σ2], there exist [σ3], . . . , [σ6] such that
{Qσ1 , . . . ,Qσ6} is an Hesse configuration for I = {1, 3, 4}, J = {2, 5, 6} and

2⋂
i=1

Q◦σi )
3⋂
i=1

Q◦σi =

4⋂
i=1

Q◦σi )
6⋂
i=1

Q◦σi ) ∅.

All other intersections are empty.

Remark 6.6. Notice that, since Hesse configuration only exists in the complex case, in
Gr(3,Cn) we can find 6 quadrics {Qσ1

, . . . ,Qσ6
} such that

6⋂
i=1

Q◦σi ) ∅,

while in Gr(3,Rn), ⋂
j∈J⊂[6]
|J|>4

Q◦σj = ∅.

It follows that in the real case, for any choice of indices {s1, . . . , s6} ⊂ [n], we have at
most 4 collinearity conditions (see Figure 7) corresponding to 15 hyperplanes in the Dis-
criminantal arrangement with 4 multiplicity 3 intersections in codimension 2 (see Figure 8).
While in the complex case Hesse configuration (see Figure 6) gives rise to a Discriminantal
arrangement containing 15 hyperplanes intersecting in 6 multiplicity 3 spaces in codimen-
sion 2.

This remark allows a better understanding of differences in the combinatorics of Dis-
criminantal arrangement in the real and complex cases. Indeed the existence of a discrimi-
nantal arrangement of 15 hyperplanes intersecting in 6 multiplicity 3 spaces in codimension
2 in C but not in R implies that there exist combinatorics of Discriminantal arrangements
that cannot be realised in any field. This is especially interesting since in the case known
until now, i.e. in the case of very generic arrangements A, the combinatorics of Discrimi-
nantal arrangement B(n, k,A) is independent from the field (see [1]).
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Figure 7: Generic arrangement A in R3 containing 6 lines satisfying 4 collinearity condi-
tions.

Figure 8: Codimension 2 intersections of 15 hyperplanes in B(n, 3,A∞) indexed in
{s1, . . . , s6} ⊂ [n] with 4 multiplicity 3 points N corresponding to intersections⋂3
i=1Dσ.Li ,

⋂3
i=1Dσ′.Li ,

⋂3
i=1Dσ′′.Li and

⋂3
i=1Dσ′′′.Li , σ, σ

′, σ′′, σ′′′ as in Figure 7.
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Remark 6.7. Finally Theorem 6.5 implies that the maximum number of intersections of
multiplicity 3 in codimension 2 in the complex case is strictly higher than the one in the
real case. This agrees with results on maximum number of triple points in an arrangement
of lines in P2 (see [3] for a discussion on line arrangements with maximal number of triple
points over arbitrary fields). Those observations suggest that special configurations of lines
in the projective plane intersecting in a big number of triple points could be understood
by studying Discriminantal arrangements with maximum number of multiplicity 3 inter-
sections in codimension 2. Indeed each multiplicity 3 intersection in codimension 2 of
B(n, 3,A∞) corresponds to a collinearity condition for lines in A∞ which is equivalent
to the possibility to add a line that gives rise to “higher” number of triple points. It seems
hence interesting to study exact number of intersections of type (1) and (2) in Theorem 6.5
in the Grassmannian Gr(3,Cn). This will be object of further studies.
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9th PhD Summer School in Discrete Mathematics
Rogla, Slovenia, June 30 – July 6, 2019

http://conferences.famnit.upr.si/e/rogla2019
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PhD Summer School in Discrete Mathematics is aimed at bringing PhD students to sev-
eral open problems in the active research areas. Main part of the PhD Summer School in
Discrete Mathematics are two minicourses:

Minicourse 1: Combinatorial limits and their applications in extremal combinatorics
Daniel Kráľ (Masaryk University, Czech Republik and University of Warwick, UK)

Minicourse 2: Coxeter groups
Alice Devillers (The University of Western Australia, Perth, Australia)

In addition to the two mini-courses, several invited talks will be given during the summer
school. Confirmed invited speakers are:
• Vida Dujmović (University of Ottawa, Canada)
• Miguel Angel Pizaña (Universidad Autónoma Metropolitana-Iztapalapa, Mexico)
• Jeroen Schillewaert (University of Auckland, New Zealand)
• Klara Stokes (Maynooth University, Ireland)

Students will have opportunity to present their results in 15-minutes talks, and a 3-member
committee will decide the winner of the Best Students Talk award. The winner will get a
certificate and free participation at the 10th PhD Summer School in Discrete Mathematics.

Students can also apply for financial support, which includes half board accommodation
and the exemption from conference fee payment. Students that would like to apply for
financial support need to indicate it in the registration form and send their motivation letter
and short CV (in English). Deadline for the financial support application is February 28,
2019.

Scientific Committee: Ademir Hujdurović, Klavdija Kutnar, Aleksander Malnič, Dragan
Marušič, Štefko Miklavič, Primož Šparl.

Organizing Committee: Boštjan Frelih, Ademir Hujdurović, Boštjan Kuzman, Rok Požar.

Further information: https://conferences.famnit.upr.si/e/rogla2019/

Organized by:
• University of Primorska, IAM and University of Primorska, FAMNIT, and
• Slovenian Discrete and Applied Mathematics Society
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in collaboration with:
• Centre for Discrete Mathematics, UL PeF.

Sponsors:
• EMS – European Mathematical Society,
• ARRS – Slovenian Research Agency,
• MIZS – Ministry of Education, Science and Sport.
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9th Slovenian International Conference
on Graph Theory (Bled ’19)

Bled, Slovenia, June 23 – 29, 2019

https://conferences.matheo.si/e/bled19

Bled ’19 is the 9th edition of the quadrennial Slovenian Graph Theory Conference, which
has become one of the largest – and for several areas of graph theory, the premier – graph
theory conference series, and is attended by leading researchers in graph theory, as well
as many postdocs and talented Ph.D. students. In addition to the keynote speakers named
below, the conference will consist of minisymposia from specific fields, ranging across al-
gebraic, algorithmic, geometric, topological, and other aspects of graph theory, a general
session and poster session. A special session will be organized to celebrate the 70th birth-
day of our friend, colleague, and one of the founders of Slovenian Graph Theory, Tomaž
Pisanski.

List of Keynote Speakers:
• Noga Alon (Tel Aviv University, Israel)
• Marco Buratti (University of Perugia, Italy)
• Gareth Jones (University of Southampton, UK)
• Gábor Korchmáros (University of Basilicata, Italy)
• Daniel Kráľ (Warwick University, UK and Masaryk University, Czech Republic)
• Daniela Kühn (University of Birmingham, UK)
• Sergei Lando (National Research University Higher School of Economics, Russia)
• János Pach (EPFL, Lausanne and Rényi Institute, Hungary)
• Cheryl E. Praeger (University of Western Australia, Australia)
• Zsolt Tuza (University of Pannonia, Hungary)
• Xuding Zhu (Zhejiang Normal University, China)

Scientific Committee: Sandi Klavžar, Dragan Marušič, Bojan Mohar (chair), Tomaž
Pisanski.

Further information: https://conferences.matheo.si/e/bled19
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The 31st International Conference on Formal Power
Series and Algebraic Combinatorics (FPSAC 2019)

Ljubljana, Slovenia, July 1 – July 5, 2019

http://fpsac2019.fmf.uni-lj.si/

The International Conference on Formal Power Series and Algebraic Combinatorics is a
major annual combinatorial conference that is organized in a different city every year. The
31st edition of FPSAC will take place in Ljubljana, Slovenia. Topics include all aspects of
combinatorics and their relations with other parts of mathematics, physics, computer sci-
ence, and biology. The conference will include invited lectures, contributed presentations,
poster sessions, and software demonstrations. There will be no parallel sessions.

List of Keynote Speakers:
• Andrej Bauer (University of Ljubljana & IMFM, Slovenia)
• Alin Bostan (Inria, France)
• Sandra Di Rocco (KTH, Royal Institute of Technology, Sweden)
• Eric Katz (The Ohio State University, United States)
• Caroline Klivans (Brown University, United States)
• Nataša Pržulj (University College London, United Kingdom)
• Vic Reiner (University of Minnesota, United States)
• Stephan Wagner (Stellenbosch University, South Africa)
• Chuánmı́ng Zōng (Tianjin University, People’s Republic of China)

Program Committee Chairs: Sara Billey, Marko Petkovšek, Günter Ziegler.

Organizing Committee Chair: Matjaž Konvalinka.

Further information: http://fpsac2019.fmf.uni-lj.si/

Organized by:
• UL FMF – University of Ljubljana, Faculty of Mathematics and Physics
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in collaboration with:
• UM FNM – University of Maribor, Faculty of Natural Sciences and Mathematics,
• UP FAMNIT – University of Primorska, Faculty of Mathematics, Natural Sciences

and Information Technologies,
• IMFM – Institute of Mathematics, Physics and Mechanics, Ljubljana, and
• SDAMS – Slovenian Discrete and Applied Mathematics Society,

and is sponsored by a variety of organizations and companies, including the National
Science Foundation.
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Maps ∩ Configurations ∩ Polytopes ∩ Molecules ⊆ Graphs:
The mathematics of Tomaž Pisanski on the occasion of his

70th birthday

Ljubljana, Slovenia, May 23 – 25, 2019

https://conferences.matheo.si/e/mcpm

It is our great pleasure to announce this con-

Tomaž Pisanski

ference in Discrete Mathematics, dedicated to
our dear colleague Tomaž Pisanski in celebra-
tion of his mathematics and the occasion of his
70th birthday.

Tomaž Pisanski, known as Tomo to his
friends, works in several areas of discrete and
computational mathematics. Combinatorial con-
figurations, abstract polytopes, maps on surfaces
and chemical graph theory are just a few areas
of his broad research interests. Tomo is the au-
thor or coauthor of over 160 original scientific
papers. Together with Brigitte Servatius he au-
thored the book Configurations from a Graph-
ical Viewpoint, which was published in 2013
by Birkhäuser. Tomo’s scientific work has been
cited over 3400 times according to Google
Scholar. In 2008, together with Dragan Marušič,
he cofounded Ars Mathematica Contemporanea, the first international mathematical jour-
nal to be published in Slovenia. Many mathematicians refer to Tomo as “the father of
Slovenian discrete mathematics”. The Mathematics Genealogy Project lists 16 of his PhD
students and 79 academic descendants.

The invited speakers listed below are world-class mathematicians who work in areas
of mathematics that are close to Tomo’s research interests. In addition to invited talks,
participants will have the opportunity to deliver short, 15-minute presentations.

Venue: The conference will take place at UL FMF in Ljubljana, Slovenia.

Invited Speakers:
• Vladimir Batagelj (University of Ljubljana and University of Primorska, Slovenia)
• Gunnar Brinkmann (Ghent University, Belgium)
• Patrick W. Fowler (The University of Sheffield, United Kingdom)
• Gábor Gévay (University of Szeged, Hungary)
• Wilfried Imrich (Montanuniversität Leoben, Austria)
• Asia Ivić Weiss (York University, Canada)
• Sandi Klavžar (University of Ljubljana and University of Maribor, Slovenia)
• Dimitri Leemans (Université Libre de Bruxelles, Belgium)
• Dragan Marušič (University of Primorska, Slovenia)
• Alexander D. Mednykh (Sobolev Institute of Mathematics and Novosibirsk State

University, Russian Federation)
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• Bojan Mohar (Simon Fraser University, Canada, and IMFM, Slovenia)
• Daniel Pellicer Covarrubias (National Autonomous University of Mexico, Mexico)
• Egon Schulte (Northeastern University, United States)
• Brigitte Servatius (Worcester Polytechnic Institute, United States)
• Martin Škoviera (Comenius University in Bratislava, Slovakia)
• Thomas W. Tucker (Colgate University, United States)
• Steve Wilson (Northern Arizona University, United States)

Scientific Committee: Klavdija Kutnar, Primož Potočnik, Arjana Žitnik.

Organising Committee: Nino Bašić, Marko Boben, Boris Horvat, Jurij Kovič, Alen
Orbanić, Arjana Žitnik.

Further information: https://conferences.matheo.si/e/mcpm

Organised by:
• UL FMF – University of Ljubljana, Faculty of Mathematics and Physics

in collaboration with:
• UP FAMNIT – University of Primorska, Faculty of Mathematics, Natural Sciences

and Information Technologies
• UP IAM – University of Primorska, Andrej Marušič Institute
• SDAMS – Slovenian Discrete and Applied Mathematics Society
• IMFM – Institute of Mathematics, Physics, and Mechanics
• Abelium d.o.o.

Inštitut za matematiko, fiziko in mehaniko
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