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A B S T R A C T	   A R T I C L E   I N F O	

Under	a	capacity	constrained multi‐product	manufacturing	system,	the	prod‐
ucts	 are	 usually	 prepared	 and	 produced	 in	 lots.	 As	 a	 lot‐sizing	 strategy	 is	
critical	for	effective	production	and	high	productivity,	this	encourages	practi‐
cal	and	research	interest	in	the	strategic	batch	sizing	decision	for	a	minimum	
procedure	time	in	an	order‐to‐delivery	(OTD)	operating	environment.	While	
the	lot‐sizing	plan	can	be	formed	by	studying	the	manufacturing	parameters	
of	 the	 established	 bottleneck	 procedure,	 for	 a	 multi‐stage	 manufacturing	
system,	the	bottleneck	is	not	fixed	and	fluctuates	with	the	production	rate	or	
batch	size.	This	paper	proposes	a	lot‐sizing	strategy	to	determine	the	optimal	
lot‐size	 for	 each	 class	 of	 products	 taking	bottleneck	drifting	 into	 considera‐
tion.	A	queuing	network	analyser	(QNA)	method	is	employed	to	deal	with	the
non‐linear	mixed	integer	programming	model	targeting	at	the	total	flow	time	
minimization	of	the	system.	A	practical	case	is	presented	and	solved	using	the	
proposed	method,	 and	 the	 results	 are	 validated	with	 Flexsim,	 a	 simulation	
model.	

©	2017	PEI,	University	of	Maribor.	All	rights	reserved.	
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1. Introduction 

In	the	modern	manufacturing	era,	enterprises	are	increasingly	focusing	on	optimizing	the	total	
flow	time	under	an	order‐to‐delivery	(OTD)	environment	[1].	With	the	proliferation	in	product	
variety,	many	products	are	usually	processed	and	produced	in	the	same	production	system	with	
a	view	to	 improving	the	production	efficiency	and	reducing	cost.	 In	 the	multi‐product	produc‐
tion	system,	the	productivity	and	lead	time	of	the	manufacturing	workshop	is	directly	affected	
by	the	batch	size	of	the	product	[2,	3].	With	mass	production,	the	productivity	can	be	increased	
albeit	with	a	 longer	 lead	time	for	the	 lot	production;	with	low‐volume	production,	the	effect	 is	
reversed.	In	the	literature,	this	phenomenon	of	large	lot	sizes	will	cause	long	lead	times	known	
as	the	batching	effect.	As	the	lot	size	decreases	(the	jobshop	context),	the	lead	time	will	also	de‐
crease,	but	once	a	minimal	lot	size	is	reached	a	further	reduction	in	lot	size	will	cause	high	traffic	
intensities	resulting	in	longer	lead	times,	called	the	saturation	effect	[4].	Therefore,	to	meet	the	
shortest	delivery	 lead	time	possible,	 it	 is	often	necessary	to	determine	the	right	 type	and	pro‐
duce	products	in	an	appropriate	quantity.	

There	 are	 many	 models,	 in	 the	 literature,	 focusing	 on	 the	 complex	 relationship	 between	
batch,	lead	time,	and	work‐in‐process	(WIP)	[5‐7].	Karmarkar	[5]	had	studied	the	influences	of	
batch	(lot‐size)	on	manufacturing	lead	times,	and	reported	that	the	best	lot	sizes,	high	capacity	
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utilization	exact	a	high	price	in	lead	time	and	WIP.	The	relationship	between	batch	size	and	lead‐
time	variability	was	investigated	by	Kuik	and	Tielemans	[6],	who	concluded	that	a	minimization	
of	the	average	queue	delay	or	the	average	time	in	system	performance	measure,	would	not	re‐
sult	in	minimum	lead‐time	variability.	Vaughan	[7]	developed	a	comprehensive	process	lot	siz‐
ing/order	point	model,	and	found	that	it	was	more	efficient	to	adjust	the	safety	stock	and	lead	
time	 than	 to	change	 the	 shortage	penalty	parameter	solely	 through	adjusting	 the	safety	stock.	
Recently,	some	scholars	argued	that	the	lead	time	and	productivity	levels	of	the	production	sys‐
tem	were	determined	by	the	bottleneck	equipment,	and	the	optimal	processing	of	a	single	batch	
was	studied	and	analysed	[8‐12].	Koo	and	Koh	[8]	proposed	a	batch	decision	optimization	model	
that	included	a	variety	of	product	lines	with	the	same	preparation	time	by	targeting	maximum	
profit	as	 the	objective.	Similarly,	an	extended	model	 for	optimizing	the	 lot	size	 in	various	pro‐
duction	lines	with	different	process	and	preparation	times	was	formulated	[9].	Liu	[13]	analysed	
the	possibility	of	resources	becoming	the	bottleneck	through	the	bottleneck	drift	index,	and	cal‐
culated	 the	 optimal	 lot	 size	 and	 lead	 time	 of	 the	 bottleneck	 resource	 targeting	 the	 non‐value	
added	time	and	the	difference	in	the	manufacturing	unit	processing	rate	minimum	as	the	opti‐
mization	goal.	However,	they	did	not	consider	the	bottleneck	drifting	caused	by	lot	sizes.	

In	reality,	in	a	relatively	balanced	production	system	with	a	large	variety	of	products,	the	fluc‐
tuation	of	the	product	portfolio	and	the	lot	sizes	can	alter	the	load	level	of	the	resources,	which	
might	lead	to	bottleneck	drifting.	As	a	result,	the	lot	size	and	lead	time	found	in	previous	studies	
may	not	be	optimal.	Adacher	and	Cassandras	[4]	studied	the	optimal	lot	sizing	problem	with	the	
example	of	two	products	and	two	processing	operations,	using	the	substitution	method	and	the	
random	comparison	algorithm.	Glock	[14]	solved	the	optimal	lot	size	problem	for	a	multi‐stage	
manufacturing	system	by	studying	the	relationship	between	the	quantity	and	the	total	cost.	Amy	
[15]	proposed	a	mixed	nonlinear	 integer	programming	model	 to	solve	 the	 lot‐sizing	optimiza‐
tion	problem	with	multiple	suppliers	in	multiple	periods	considering	quantity	discounts,	and	a	
Genetic	 Algorithm	 (GA)	 is	 developed	 to	minimize	 the	 total	 related	 cost.	 Therefore,	 this	 paper	
investigates	the	lot‐sizing	problem	with	bottleneck	drifting.	As	the	lot‐sizing	decision	making	is	
related	to	productivity,	which	influences	the	efficient	output	of	the	manufacturing	system	[1],	this	
paper	seeks	to	examine	the	lot‐sizing	problem	for	different	experimental	productivity	scenarios.		

In	this	paper,	we	apply	QNA	(queuing	network	analysis)	[16]	to	establish	a	lot‐size	optimiza‐
tion	model	on	a	multi	process	production	system,	to	decide	the	optimal	lot	sizes	in	the	produc‐
tion	of	multiple	products.	The	objective	of	the	batch	optimization	model	is	to	produce	products	
with	the	shortest	lead	time	according	to	the	demand.	QNA	is	an	accurate	queuing	network	analy‐
sis	model	 developed	 by	 Bell	 Laboratories	 in	 the	US	 [16].	 QNA	 is	 used	 to	 analyze	 the	 queuing	
network	by	estimating	the	distribution	and	variation	coefficient	of	each	arrival	process	and	each	
service	time.	QNA	is	suitable	for	solving	complex	queuing	network	problems,	given	its	low	com‐
putational	 complexity.	Given	 the	 relationship	between	 the	processes	of	 a	multi	 operation	 sys‐
tem,	we	apply	the	QNA	method	to	determine	the	waiting	time	of	the	tandem	process	queue,	with	
the	 total	 process	 time	 as	 the	 shortest	 objective	 function,	 such	 that	 the	 changes	 caused	by	 the	
bottleneck	of	the	product	batch	will	not	affect	the	optimization	objective.	

The	next	section	presents	the	studied	problem	and	the	assumptions	thereof.	In	Section	3,	the	
non‐linear	programing	model	considering	bottleneck	drifting	is	formulated	and	a	four‐step	algo‐
rithm	is	designed	by	a	traversal	operation	and	implemented	to	deal	with	the	lot‐sizing	optimiza‐
tion	model.	A	practical	case	is	presented	in	Section	4	to	validate	the	proposed	model.	Lastly,	we	
conclude	with	some	remarks.	

2. Problem description and assumptions 

As	 shown	 in	Fig.	 1,	 the	production	 line	 is	 a	 system	with	many	work	procedures.	Each	 service	
station	 represents	 a	 processing	 or	 assembly	 operation.	 All	 kinds	 of	 products	 enter	 and	 leave	
independently	with	 a	minimum	 unit.	 Each	 batch	 of	 products	 follows	 a	 first‐come‐first‐served	
(FCFS)	queuing	strategy.		
	 The	assumptions	are	as	follows:	
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 The	equipment	utilization	rate	is	less	than	1,	and	productivity	cannot	exceed	the	produc‐
tion	capacity;		

 Each	service	station	shows	the	same	product	capacity	for	the	same	products;	
 The	proportion	of	each	product	is	known,	and	each	class	of	products	has	a	fixed	manufac‐

turing	procedure.		
 The	processing	times	of	various	products	are	different	and	independent;	
 Each	lot	of	products	arrives	as	a	Poisson	process;	
 The	preparation	time	before	lot‐size	production,	and	the	preparation	time	of	each	product	

is	different	and	independent.	

	
	 	 Fig.	1	Production	system	with	multi‐stage	procedures	 	

The	parameters	are	denoted	and	described	as	follows:	

Notation	 Interpretation	
F	 Total	processing	time,	units/period
	തܨ Average	processing time	in	process	j,	units/period
	ഥݓ Average	queuing	time	on	equipment	j,	units/period
 ݏ̅ Average	processing	time	on	equipment j ,	units/period
ݔ   Productivity	of	product	item i, (i = 1,2,3,...,m);	ܺ ൌ ∑ ݔ
 ݍ Lot	size	of	product	item	i
 ݎ Proportion	of	product	item i,	ሺ∑ ݎ ൌ 1 ሻ
   Processing	time	on	equipment	j of	product	item	i
߬   Setup	time	on	equipment	j of	product	item	i
 ݏ Total	time	required	for	product	item	i	(ݏ ൌ ݍ  ߬)
ߤ 	 Service	rate	of	a	certain	batch	item	i ߤ) ൌ (ݏ/1
ߩ 	 Logistics	intensity	of	equipment	j
 ߣ Average	number	of	arrivals of	product i per	time	unit	(arrival	rate)	
	ݏܿ Variation	coefficient	of	processing	time	on	equipment	j
ܿ ܽ 	 Variation	coefficient	of	product	inter‐arrival	time	on	equipment	j	
ܿ ݀ 	 Variation	coefficient	of	product	inter‐left	time	on	equipment	j	

3. Model and algorithm  

The	non‐linear	mixed	integer	programming	(MIP)	model	is	formulated	and	constructed	by	min‐
imizing	the	total	flow	time	with	the	QNA	technique.	The	algorithm	procedures	through	the	tra‐
versal	operation	are	designed	and	implemented	in	this	section.	

3.1 Objective function 

The	 optimization	 objective	 of	 the	 described	 problem	 is	 targeted	 as	 the	 total	 production	 time	
minimization	considering	production	capacity	and	other	common	constraints.	The	model	is	for‐
mulated	as	follows.	

	 min ܨ ൌܨത



ୀଵ

ൌሺݓഥ  ሻݏ̅



ୀଵ

	 (1)

s.	t. ሺݔ  ݍ/߬ݔ



ୀଵ

ሻ ൏ 1	 (2)
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	 ݑ ൌ ݑ


, ݅ ൌ 1,2, … ,݉	 (3)

	 ݑ ൌ 	ݔ (4)

	 ݒ ൌ ݑ


, ݅ ൌ 1,2, … ,݉	 (5)

	 ݒ ൌ ݍ/߬ݔ (6)

	 ݍ  పഥݍ ܼ߳ାݍ	, (7)

	 ,ݔ ݍ  0	 (8)

where	parameters	u	and	v	are	the	processing	utilization	rate	and	setup	utilization	rate	respec‐
tively.	Eq.	1	is	the	objective	function	for	the	total	production	time	minimization.	Eqs.	2	to	8	are	
the	relevant	constraints	on	productivity,	order,	and	practical	production.		

3.2 Estimation of service time 

In	the	production	system,	the	arrival	of	a	variety	of	products	can	be	regarded	as	a	Poisson	pro‐
cess.	It	is	reasonable	to	simulate	the	multi‐process	production	system	with	the	tandem	queuing	
model,	 where	ܨത	denotes	 the	mean	 flow	 time	 of	 a	 product	 in	 processing	 j,	 which	 includes	 the	
waiting	and	processing	times.	The	mean	processing	time	of	a	unit	product	in	process	j	is	found	
from	Eq.	9.	

	 ݏ̅ ൌ ݎ

൫ݍ  ߬൯	 (9)

In	a	serial	queuing	system,	the	arrival	processes	are	determined	by	the	output	of	the	previous	
process	 in	addition	to	 the	 first	process.	 In	 this	paper,	 the	QNA	method	 is	used	to	estimate	 the	
arrival	process	variation	coefficient	of	each	node,	which	is	regarded	as	an	update	process.	There‐
fore,	the	queuing	time	in	a	steady	state	can	be	obtained	[17].	Suresh	and	Whitt	(1990)	proposed	
the	estimation	method	for	the	arrival	process	variation	coefficient,	and	improved	the	accuracy	of	
the	estimation	of	the	queuing	time	when	the	traffic	intensity	is	0.9	[18].	The	improved	coefficient	
of	the	arrival	process	is	presented	in	Eq.	10.	

	 ܿ ݀
ଶ ൌ ቀ1 െ ߩ

ଶ൫1 െ ାଵߩ
ଵ ൯ቁ ܿ ܽ

ଶ  ߩ
ଶ൫1 െ ାଵߩ

ଵ ൯ܿݏ
ଶ	

(10)
	 ܿ ܽ

ଶ ൌ ܿ ݀ିଵ
ଶ 	

The	queuing	time	by	the	QNA	technique	is	estimated	from	Eq.	11	and	Eq.	12.	

			If	caj
2<	1	 	

ഥݓ ൌ
ሺܿݏ̅ ܽ

ଶ  ݏܿ
ଶሻ∑ ሺݔ  ߬/ݍሻ

2ሾ1 െ ∑ ሺݔ  ሻݍ/߬ݔ ሿ
exp ቊെ

2ൣ1 െ ∑ ሺݔ  ߬/ݍሻ ൧൫1 െ ܿ ܽ
ଶ൯

3∑ ሺݔ  ߬/ݍሻ ൫ܿ ܽ
ଶ  ݏܿ

ଶ൯
ቋ	 (11)

			If	ܿ ܽ
ଶ  1	 	

ഥݓ ൌ
ሺܿݏ̅ ܽ

ଶ  ݏܿ
ଶሻ

2ሺ1 െ ሻ
ൌ
ሺܿݏ̅ ܽ

ଶ  ݏܿ
ଶሻ∑ ሺݔ  ߬/ݍሻ

2ሾ1 െ ∑ ሺݔ  ሻݍ/߬ݔ ሿ
	 (12)

3.3 Productivity analysis 

As	the	proportion	of	products	ݎ	is	known,	the	productivity	ݔ	of	an	item	i	can	be	found	from	the	
total	productivity	X.	The	capacity	constraints	are	illustrated	in	Eq.	13.	From	the	upper	bound	on	
the	lot‐size	of	each	class	of	products	ݍపഥ ,	we	deduce	the	upper	bound	of	X	as	shown	in	Eq.	14.	
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	 ܺ ሺݎ  ሻݍ/߬ݎ


൏ 1	 (13)

	 തܺ ൌ ඌ1/ ሺݎ  ሻݍ/߬ݎ


ඐ	 (14)

where	ۂܺہ	is	the	largest	integer	less	than	or	equal	to	X.	

3.4 Algorithm 

To	establish	the	optimized	lot‐sizing	of	each	kind	of	product	with	different	productivity	 levels,	
we	targeted	the	total	production	time	as	the	objective	function	and	formulated	a	non‐linear	MIP	
model.	To	determine	the	optimal	lot	size,	we	introduce	the	algorithm	for	dealing	with	this	issue.	
First,	the	upper	bound	on	productivity	is	analysed	based	on	the	previous	section.	Then,	the	op‐
timal	solution	is	searched	by	a	traversal	operation.	Fig.	2	shows	the	steps	of	the	algorithm.	As	Fig.	
2	shows,	there	are	four	steps	in	the	proposed	algorithm.	

* *, 0F q
i

   

* ,  i iq q calculate X

(0 ),   i iX X X q q  

Calculate F

*F F

* *,  i iq q F F 

1iq 

Yes

Yes

End

( 1,2,..., )

1

 

         i i

for i k k m

q q

 
 

No

No

	

Four	stages	
	
Satege	1:	Initialization.	Initialize	
objective	value	setting:	
∗ܨ ൌ ∞, ݍ

∗ ൌ 0.	We	obtain	the	
upper	bound	of	total	productivity	
തܺ	for	different	kinds	of	products	
by	Eq.	14.	
	
Stage	2:	Total	production	time	ܨ	
(including	processing	and	
waiting)	computed	by	Eqs.	9	to	12.	
	
Stage 3: If	ܨ ൏ ݍ	then	,∗ܨ

∗ ൌ 	If	.ݍ
ܨ  ݅	for	then	,∗ܨ ൌ ݇	ሺ݇ ൌ
1,2, … ,݉ሻ, ݍ ൌ ݍ െ 1,	and	return	
to	stage	2.	
 
Stage	4:	If	ݍ ൌ 1,	stop.	The	best	
lot‐sizing	solution	is	ݍ

∗,	and	the	
minimum	total	production	time	is	
denoted	as	ܨ∗.	If	ݍ ് 1,	then	
return	to	stage	3.	

Fig.	2	Two‐step	optimization	algorithm	for	multi‐stage	production	system	

4. Case study and simulation comparison 

4.1 Case solutions 

We	consider	a	production	system	with	five	main	procedures,	and	four	classes	of	products	need	
to	be	processed	(Fig.	3).	The	information	on	the	different	parameters	are	presented	in	Table	1	
such	as	processing	time,	upper	bound	of	each	class	of	products	and	product	ratio.	Suppose	the	
arrival	times	of	all	products	are	regarded	as	Poisson,	then	ܿܽଵ ൌ 1, ݏܿ	

ଶ ൌ 0.5.	The	best	solution	
of	the	lot‐sizing	for	each	class	of	products	is	calculated	using	the	proposed	algorithm	procedure.		
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Fig.	3	Serial	production	system	with	five	procedures	

Table	1	Parameter	values	of	four	products	in	serial	manufacturing	system	

Parameters	 Product	1	 Product	2	 Product	3	 Product	4	

Waiting	time	

߬ଵ	 0.018	 0.012	 0.015	 0.01	
߬ଶ	 0.01	 0.02	 0.02	 0.01	
߬ଷ	 0.02	 0.01	 0.02	 0.01	
߬ସ	 0.015	 0.005	 0.015	 0.01	
߬ହ	 0.012	 0.012	 0.015	 0.01	

Processing	time	

	ଵ 0.008	 0.01	 0.006	 0.006	
	ଶ 0.008	 0.01	 0.006	 0.006	
	ଷ 0.01	 0.008	 0.005	 0.005	
	ସ 0.01	 0.01	 0.006	 0.005	
	ହ 0.01	 0.009	 0.005	 0.006	

Product	ratio	 	ݎ 0.3	 0.2	 0.1	 0.4	
Upper	bound	 పഥݍ 	 30	 30	 50	 50	

	
From	the	algorithm,	we	obtain	the	best	lot	sizes	under	different	productivity	conditions.	For	

instance,	with	a	productivity	of	90	%,	the	best	solution	of	the	four	products	is	7,	6,	10	and	7	units	
respectively,	and	with	minimum	total	production	time	of	1.230	units.	The	fifth	procedure	is	the	
bottleneck	with	 the	highest	utilization	 rates	of	84.02	%,	as	 shown	by	Table	2.	The	 results	are	
illustrated	in	Table	2	for	the	various	productivity	situations.	

From	Table	2,	the	best	lot‐sizing	solution	for	each	class	of	products	obtained	from	our	algo‐
rithm	suggests	the	following	findings:		

 As	the	productivity	rate	declines,	the	best	lot‐size	for	each	class	of	products	and	the	total	
production	time	decrease.		

 In	a	relatively	balanced	manufacturing	system,	with	a	variation	in	lot‐sizing,	the	bottleneck	
of	the	manufacturing	system	drifts	as	we	imagined.		

 As	the	productivity	rate	declines,	the	utilization	rate	of	the	machine	fluctuates	slightly,	ra‐
ther	 than	declining.	The	reason	 for	 the	utilization	rate	 increases	 is	 that	 the	waiting	 time	
has	been	increased	with	the	much	more	preparation	operations.	

	

Table	2	Results	for	different	productivity	situations	
Produc‐
tivity	
(%)	

Utilization	rate	of	the	machine	(%)	 Total	time	
(days)	

Lot	size	(piece)	

Machine	1	Machine	2	Machine	3	Machine	4 Machine	5 Prod	1	 Prod	2	 Prod	3	 Prod	4	

90	 83.64	 83.40	 81.56	 82.18	 84.02	 1.230	 7	 6	 10	 7	
89	 82.85	 82.67	 80.85	 81.41	 83.24	 1.173	 7	 6	 9	 7	
88	 81.92	 81.74	 79.94	 80.50	 82.30	 1.121	 7	 6	 9	 7	
87	 82.11	 81.43	 80.27	 80.52	 82.11	 1.073	 6	 6	 9	 7	
86	 81.35	 80.74	 79.59	 79.77	 81.35	 1.028	 6	 6	 8	 7	
85	 81.89	 81.74	 80.04	 79.94	 81.89	 0.983	 6	 5	 8	 6	
84	 80.93	 80.78	 79.10	 79.00	 80.93	 0.941	 6	 5	 8	 6	
83	 79.96	 79.82	 78.16	 78.05	 79.96	 0.903	 6	 5	 8	 6	
82	 79.22	 79.15	 77.51	 77.33	 79.22	 0.869	 6	 5	 7	 6	
81	 79.71	 78.99	 78.18	 77.61	 79.23	 0.835	 5	 5	 7	 6	
80	 79.79	 79.09	 78.29	 77.71	 79.31	 0.803	 5	 5	 7	 5	
79	 78.80	 78.10	 77.31	 76.74	 78.32	 0.772	 5	 5	 7	 5	
78	 78.74	 78.67	 77.11	 76.16	 78.27	 0.743	 5	 4	 7	 5	
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4.2 Simulation verification 

A	simulation	test	is	implemented	to	validate	the	effectiveness	and	validity	of	the	proposed	model.	
When	 the	 variation	 coefficient	 of	 the	 processing	 time	 is	ܿݏ

ଶ  1,	we	 supposed	 the	 processing	
time	 complies	with	 the	ܪଶ	distribution.	When	ܿݏ

ଶ ൌ 1,	we	 obtain	 the	 exponential	 distribution.	
When	ܿݏ

ଶ  1,	the	processing	time	can	be	treated	as	an	Erlang	distribution	[18].	The	manufac‐
turing	process	is	simulated	by	the	Flexsim	software	with	the	original	data	information	in	Table	1,	
and	the	simulation	is	run	for	ten	thousand	days	(10	times).	Fig.	4	compares	the	simulated	total	
production	time	and	the	proposed	model.		

From	Fig.	4,	 the	deviation	result	between	 the	simulation	model	and	programming	model	 is	
about	12%.	From	Wu’s	research	[19],	when	ܿݏଶ ൏ 1,	the	estimation	variation	of	waiting	time	for	
multi‐stage	 queuing	 system	 by	 the	QNA	 method	 is	 6.3%.	 As	 there	 are	 five	 procedures	 in	 the	
manufacturing	system,	the	variation	of	the	serial	system	is	much	more	than	the	single	machine	
(6.3%)	due	to	the	deviation	accumulation.	As	the	waiting	time	estimation	method	focuses	on	a	
single	machine,	 the	 accuracy	 of	 the	 estimation	 of	waiting	 time	 directly	 influences	 the	 perfor‐
mance	of	the	programming	model.	As	for	the	multi‐stage	serial	manufacturing	system	with	lim‐
ited	procedures,	the	best	solution	accuracy	of	the	proposed	model	is	satisfactory	and	tolerable	
based	on	the	above	comparison	analysis.	

	
Fig.	4	Comparison	of	total	time	for	simulation	model	and	programming	model	

5. Conclusion 

In	 this	paper,	 the	non‐linear	MIP	model	by	 the	QNA	method	 is	proposed	 to	deal	with	 the	 lot‐
sizing	problem	 for	 a	multi‐stage	manufacturing	 system	with	multiple	 classes	 of	 products.	Not	
only	can	the	model	be	applied	into	a	lot‐sizing	optimization	problem	of	a	manufacturing	system	
with	fixed	bottlenecks,	but	also	this	model	is	applicable	to	a	sensitive	production	system	whose	
bottleneck	fluctuates	with	the	variation	of	the	product	combination	and	lot‐sizing.	The	model	is	
validated	against	a	simulation	model	run	by	the	Flexsim	software,	and	it	demonstrates	excellent	
performance.	However,	from	the	comparison	results,	the	model	shows	tolerable	variation,	which	
stimulates	us	to	improve	the	accuracy	of	the	model	by	revising	the	waiting	time	parameters.	In	
future,	the	lot‐sizing	decision	making	problem	which	jointly	considers	bottleneck	drift	and	un‐
predictable	events	(machine	malfunction	or	failure,	and	stochastic	occurrences)	can	be	studied.	
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A B S T R A C T	   A R T I C L E   I N F O	

Grinding	burn	is	one	of	the	well‐known	problems	in	grinding	processes.	The	
phenomenon	 of	 burns	 causes	 permanent	 damage	 to	 the	 ground	 surface.	
Therefore,	 there	 is	 a	 need	 of	monitoring	 the	 grinding	 processes	 in	 order	 to	
prevent	 surface	 damage	 of	 a	 workpiece.	 This	 paper	 presents	 a	 method	 of	
diagnosing	grinding	wheel	wear	with	the	use	of	acoustic	emission	signal	gen‐
erated	during	grinding.	The	method	aims	to	detect	the	occurrence	of	burn	in	
the	surface	layer	of	ground	workpieces,	and,	thus,	to	replace	costly	and	trou‐
blesome	 surface	 layer	 control	 methods	 performed	 after	 grinding.	 Experi‐
mental	research	of	 the	grinding	process	together	with	the	control	of	surface	
layer	condition	was	conducted	by	means	of	the	nital	etching	method.	A	band	
analysis	 of	 acoustic	 emission	 signal	was	 completed	 and	 the	 influence	 of	 the	
grinding	burns	phenomenon	on	the	signal	amplitude	in	the	range	of	low	fre‐
quencies	was	presented.	A	boundary	value	of	 the	AE	 describing	 the	appear‐
ance	 of	 grinding	 burns	 was	 determined.	 Moreover,	 RMS	 value	 of	 acoustic	
emission	signal	was	analysed,	and	the	influence	of	grinding	wheel	wear	on	the	
signal	variations	was	determined.	A	new	parameter	was	proposed	in	order	to	
determine	 the	 end	 of	 grinding	wheel	 life‐time.	 A	 boundary	 value	 of	 this	AE
parameter,	which	 indicates	 the	excessive	wear	of	grinding	wheel	was	deter‐
mined.	
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1. Introduction 

Grinding	is	classified	as	after‐machining	and,	therefore,	it	is	usually	the	last	step	of	a	technologi‐
cal	process.	Therefore,	grinding	and	 its	result	determine	 final	parameters	of	 the	manufactured	
parts,	which	have	a	direct	influence	on	their	operational	properties	[1].	A	very	important	aspect	
is	 ensuring	 the	 correct	grinding	process,	namely	acquiring	 the	assumed	quality	parameters	of	
the	manufactured	products,	which	include,	among	others,	the	condition	of	the	surface	layer	after	
machining	 [2].	 Currently,	 in	 industrial	 production	 the	 control	 of	 surface	 layer	 damage	 of	 the	
ground	 surfaces	 is	 done	 by	 means	 of	 many	 control	 methods,	 often	 very	 time‐consuming	 or	
harmful	for	the	natural	environment	[3,	4].	Additionally,	the	use	of	such	methods	as	fluorescent,	
magnetic	or	nital	etching	ones	requires	high	qualifications	from	the	employees.	These	measure‐
ments	are	done	after	machining,	thus,	approving	or	rejecting	the	results	of	machining.		

One	type	of	surface	layer	damage	that	completely	excludes	a	workpiece	from	usage	are	grind‐
ing	burns.	The	term	grinding	burn	refers	usually	to	the	altered	structure	of	the	ground	surface	
layer	 of	 a	workpiece,	 generated	 in	 a	 result	 of	 external,	 thermal	 influence	 of	 contact	 area	 of	 a	
grinding	wheel	with	 a	workpiece	 [5‐7].	 Irrespectively	 from	 the	 kind	 of	 the	 resultant	 grinding	
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burn	 it	negatively	 influences	usage	properties	of	 the	external	 layer,	 causing	 first	and	 foremost	
lowering	of	the	fatigue	strength.	The	grinding	burns	should	be	detected	during	the	grinding	pro‐
cess	so	as	not	to	accept	a	thermally	damaged	product	to	usage	[8].	
Performing	control	during	the	grinding	process	enables	correction	of	its	parameters	and	possi‐
ble	prevention	of	defects	during	grinding	[9,	10].	Therefore,	the	search	for	such	control	methods	
is	an	extremely	important	task	[11,	12].	In	many	papers,	an	attempt	was	made	to	supervise	the	
machining	process	(the	surface	layer),	that	comprised	in	the	measurement	and	proper	analysis	
of	acoustic	emission	signal	(AE)	generated	during	grinding	[13‐17].	Much	experimental	research	
was	done	in	the	area	of	controlling	the	generation	of	grinding	burns	during	the	grinding	process,	
but	in	none	of	the	studies	comprehensive	solution	to	the	problem	was	presented.		

An	AE	signal	was	subjected	to	various	processing	methods	in	order	to	isolate	its	parameters	
that	would	 indicate	 its	relation	to	 the	burns.	 In	 the	 last	years,	a	 lot	of	research	of	 the	acoustic	
emission	in	the	grinding	was	made.	For	example	Dotto,	Aguiar	and	others	developed	a	method	
for	grinding	burns	detection	with	the	application	of	acoustic	emission	and	spindle	motor	power	
as	 signals	 [5,	 6],	 and	 the	 efficiency	 of	 this	method	 amounted	 to	 82	%.	 In	 2006	Dotto,	 Aguiar,	
Serni	and	Bianchi	presented	a	method	for	detecting	grinding	burns	that	was	based	on	detailed	
analysis	of	AE	static	parameters	in	categories	of	time	and	frequency	[15],	such	as:	effective	RMS	
value,	 skewness,	 kurtosis,	 autocorrelation	 as	 well	 as	 CFAR	 parameters	 (Constant	 False	 Alarm	
Rate),	MVD	 (Mean	 Value	Dispersion	 Statistic)	 and	 ROP	 (Ratio	 of	 Power).	 Similar	 studies	 were	
done	by	Wang,	Willett,	Aguiar	and	Webster.	They	came	to	similar	conclusions,	but	they,	howev‐
er,	 chose	CFAR	 and	MVD	 parameters	and	 the	ones	best	 correlating	with	grinding	burns.	Addi‐
tionally,	they	proposed	an	artificial	neural	network	as	the	tool	for	assessing	grinding	burn	occur‐
rence	[18].	Qiang	Liu,	Xun	Chen	and	Nabil	Gindy,	on	the	other	hand,	did	studies	in	which	analysis	
was	done	with	regard	to	signal	distribution	in	the	category	of	time	[19,	20].	Jae‐Seob	Kwak	and	
Ji‐Bok	Song	performed	studies	of	shafts	grinding	process	with	the	registration	of	acoustic	emis‐
sion	signal	[21]	and	proposed	recording	AE	signal	parameters,	such	as:	standard	deviation,	RMS	
peak	value,	FFT	peak	value	and	exceeding	the	threshold	value.	These	parameters	were	assumed	
as	input	values	to	the	neural	network.		

Analysing	the	existing	works	it	should	be	stated	that	whereas	a	burn	is	distinguished	by	an	
increase	in	the	amplitude	of	the	AE	signal	in	the	range	of	selected	frequencies	[18,	22‐25].	Up	to	
now,	however,	the	problem	of	on‐line	detection	of	occurring	grinding	burns	has	not	been	com‐
prehensively	solved,	and	the	acquired	results	were	often	contradictory.	

2. Materials and methods 

2.1 Experimental details 

The	test	stand,	 that	was	created	to	conduct	experimental	studies,	was	built	on	the	basis	of	 the	
Geibel&Hotz	FS	640Z	CNC	grinder,	which	can	be	seen	in	Fig.	1,	together	with	test	equipment.		
	

	
Fig.	1	The	view	of	the	test	stand	
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The	 grinder	 was	 equipped	 with	 the	 Kistler	 acoustic	 emission	 measurement	 system,	 type	
8152B2,	with	charge	amplifier	and	RMS	converter,	type	5125B1.	In	the	conducted	research	the	
value	of	acoustic	emission	signal	amplitude	was	registered.	 It	was	measured	by	 the	AE	 sensor	
and	filtered	by	a	band‐pass	filter	that	formed	a	part	of	the	5125B1	converter	of	the	Kistler	com‐
pany,	and	then	it	was	recorded	by	means	of	a	12‐bit	A/D	Acquitek	measurement	card,	with	sam‐
pling	 frequency	of	2	MHz	(the	sampling	 frequency	was	selected	with	consideration	of	Nyquist	
criterion	 of	 sensor	 operation	 frequency	 and	 the	 range	 of	 filtering).	 All	 the	measurement	 data	
were	recorded	in	computer	memory	in	the	binary	form,	and	then	the	data	were	converted	in	the	
MATLAB	programme	to	the	form	that	enabled	their	further	processing	and	analysis.	

Samples	the	size	of	100		50		15	mm,	made	of	20MnCr5	steel	and	subjected	to	case	harden‐
ing	were	ground.	The	material	hardness	amounted	to	57	HRC.	The	machining	process	was	per‐
formed	by	a	fused	alumina	grinding	wheel	of	vitrified	bond	with	4	%	solution	of	semisynthetic	
coolant.	All	the	samples	were	initially	ground	with	reduced	grinding	parameters	in	order	to	en‐
sure	 constant	 value	 of	 ground	 surface	 layer	 cross‐section.	 Then,	 every	 sample	 was	 one‐pass	
ground	and	subjected	to	the	process	of	nital	etching	in	order	to	identify	grinding	burns.	Detailed	
test	conditions	are	presented	in	Table	1.	

The	initial	test	was	performed	and	on	its	basis	grinding	wheel	lifetime	was	approximately	de‐
fined,	which	amounted	 to	Vw	 =	960	mm3	 for	 the	 considered	conditions.	 It	means	 that	after	64	
passes	of	the	grinding	wheel	the	first	grinding	burn	occurred.	On	the	basis	of	this	study,	35	re‐
search	samples	were	prepared,	which	provided	the	opportunity	to	make	70	grinding	tests	in	the	
period	of	grinding	wheel	lifetime.	Each	sample	was	ground	on	both	sides.	

	
Table	1	Test	conditions	
Technological	parameters

Parameter	 Symbol Value	
Grinding	velocity	 vs	 30	m/s	
Workpiece	length	 lD	 100	mm	
Workpiece	width	 bD	 15	mm	
Grinding	infeed	 ae	 0.01	mm	
Grinding	feed	 vw	 2000	mm/min	

	
2.2 Research methodology 

Grinding	 burns	 develop	 due	 to	 excessive	 temperature	 in	 the	 grinding	 zone.	 Additionally,	 it	 is	
assumed	that	 the	amount	of	heat	generated	during	the	grinding	process	 is	proportional	 to	 the	
volume	of	material	removed	by	the	grinding	wheel,	in	a	given	contact	surface	of	a	grinding	wheel	
with	a	workpiece	in	a	time	unit	[14].	Such	an	assumption	implies	that	the	density	distribution	of	
grinding	power	on	the	contact	surface	of	a	grinding	wheel	with	a	workpiece	is	connected	to	the	
size	of	a	ground	layer.	Additionally,	based	on	a	presented	relationship	it	can	be	stated,	that	the	
amount	of	heat	stream	in	time	also	depends	on	the	tangential	component	of	the	grinding	force:		
	

௧ݍ ൌ
௦ܴݒ௧ܨ
ܣ

	 (1)

	
where:	R	–	coefficient	determining	the	amount	of	heat	getting	into	the	workpiece,	Ft	–	tangential	
component	of	the	grinding	forces,	vs	–	grinding	speed,	Ak	–	cross	section	of	the	ground	layer.	

In	the	presented	equation	the	quantities	that	may	change	values	are	the	cross	sectional	area	
of	 the	 ground	 surface	Ak	 as	well	 as	 the	 tangential	 component	 of	 grinding	 force	Ft.	 The	 cross‐
sectional	 area	Ak	 may	 undergo	 uncontrolled	 changes	 due	 to	 object	 deformation	 after	 heat	 or	
chemical‐heat	 treatment.	The	changes	 (increase)	of	 force	Ft	 are	usually	 caused	by	progressive	
wear	 of	 an	 abrasive	 wheel.	 As	 a	 result	 of	 a	 wheel	 blunting,	 the	 increase	 of	 stress	 between	 a	
grinding	wheel	and	a	machined	object	occurs,	as	well	as	the	increase	of	 the	amount	of	 friction	
and	decrease	of	machining.	This	is	subsequently	followed	by	the	increase	of	power	and	grinding	
forces,	 and	 in	 consequence,	 generation	 of	 an	 excessive	 amount	 of	 heat	 in	 the	 grinding	 zone	
(thermal	damage	of	the	ground	surface)	[26].	
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Fig.	2	Correlation	of	Ft	and	AERMS	signals	in	the	beginning	(left)	and	in	the	end	(right)	of	grinding	wheel	lifecycle	
	
In	order	to	control	the	grinding	process	by	means	of	the	AE	signal	and	considering	the	afore‐

mentioned	 relationship	 it	was	necessary	 to	determine	 the	 correlation	 ratio	of	AERMS	 and	Ft.	 In	
order	 to	enable	 replacement	of	 force	signal	with	 the	signal	of	 acoustic	emission,	experimental	
studies	were	performed	to	study	the	functional	relationship	between	these	signals.	The	studies	
were	conducted	during	the	period	of	grinding	wheel	lifecycle	in	order	to	determine	the	type	of	
changes	of	the	correlation	coefficient	and	functional	relationship.	The	Fig.	2	presents	correlation	
Ft	and	AE	signals	in	the	grinding	wheel	lifetime.	

The	presented	research	results	of	correlation	between	Ft	and	AERMS	signals	imply,	that	in	the	
period	of	grinding	wheel	lifecycle,	the	signals	of	tangential	force	and	the	effective	value	of	acous‐
tic	 emission	 are	 characterised	by	high	 correlation	 ratio	R2	>	0.9.	 It	was	 furthermore	 observed,	
that	in	the	grinding	wheel	lifecycle	the	functional	relationship	between	the	studied	signals	also	
undergoes	a	change.	It	may	be	explained	by	the	fact	that	the	level	of	AE	signal	has	an	influence	
on	many	factors	and	phenomena	taking	place	in	the	machining	zone,	which	have	an	impact	on	
the	abrasive	wheel	wear	[16].	It	was	also	observed	that	the	acoustic	emission	signal	in	the	range	
of	small	machining	forces	is	characterised	by	greater	value	sensitivity	than	tangential	force.	The	
general	relationship	of	signals	Ft	=	f(AERMS)2	confirms	that.	Due	to	the	high	value	of	the	coefficient	
of	correlation	between	the	effective	value	of	AE	signal	and	the	tangential	force,	it	was	assumed	
that	the	AERMS	signal	would	be	useful	in	controlling	the	grinding	process.	

3. Results and discussion 

3.1 Analysis of the AE signal 

On	the	basis	of	the	bibliographical	research	one	may	conclude,	that	 in	grinding	burns	diagnos‐
tics,	the	spectral	analysis	of	acoustic	emission	signal	may	also	be	useful.	A	raw	AE	signal,	howev‐
er,	must	be	 subjected	 to	complex	processing	process	 in	order	 to	extract	 signal	 features	or	pa‐
rameters	that	have	a	relationship	with	the	occurrence	of	grinding	burns.	Fig.	3	presents	the	ap‐
plied	algorithm	of	AE	processing.		

The	 data	 for	 analysis	were	 acquired	 from	 a	measurement	 card	 in	 a	 form	 of	 files	 in	 binary	
format,	which	were	transformed	in	order	to	acquire	one	result	matrix	for	all	measurements.	The	
measurement	was	done	20	times	in	each	abrasive	wheel	pass,	once	in	5	mm.	

Then,	just	before	the	transition	to	the	frequency	range,	signal	windowing	was	performed,	ap‐
plying	 for	 this	 purpose	 the	Hamming	window.	 It	 enabled	 to	 avoid	 signal	 deformations	 by	 the	
subsequent	Fourier	 transform	 (FFT).	 From	such	prepared	data,	a	 frequency	spectrum	was	de‐
fined	by	means	of	the	FFT	transform.	Because	the	acquired	distribution	is	noisy	it	is	necessary	to	
perform	data	smoothing	(filtering).	A	filter	that	gives	small	approximation	error	is	the	Savitzky	
and	Golay	 filter	 that	 functions	on	 the	basis	of	 smoothing	data	with	an	orthogonal	polynomial.	
Filtration	parameters	were	selected	 in	such	a	manner	as	 to	acquire	maximal	reduction	of	ran‐
dom	errors	and	to	minimize	the	introduction	of	systematic	errors.	On	the	basis	of	bibliograph‐
ical	data,	the	values	of	filtering	parameters	were	chosen:	degree	of	an	approximating	polynomial	
j	=	3	and	the	width	of	averaging	window	201.	
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Fig.	3	Algorithm	of	the	AE	signal	processing	

	

The	 spectral	 distribution	 of	 the	AE	 signal	 filtered	 this	way	was	 subjected	 to	 normalization,	 in	
order	to	bring	all	the	frequency	spectrums	developing	in	subsequent	grinding	passes	to	one	lev‐
el.	 Each	 frequency	 spectrum	was	 normalised	 by	 its	 average	 value.	 This	 method	 of	 amplitude	
spectrum	normalization	was	applied	so	as	to	make	the	values	of	signal	amplitudes	independent	
from	uncontrolled	and	unpredictable	changes	of	the	cross‐sectional	area	of	the	machined	layer,	
which	may	occur	 in	production,	and	are	a	result	of	workpiece	deformations	generated	 in	heat	
treatment.	Due	to	the	fact	that	the	AE	signal	was	hardware	filtered	in	the	range	of	100‐900	kHz,	
the	spectrum	from	beyond	that	range	was	not	taken	into	consideration.	The	last	stage	was	the	
record	of	all	the	spectrums	to	one	cumulative	matrix.	The	data	processed	this	way	were	subject‐
ed	to	further	analysis.	

During	grinding	of	first	samples,	the	grinding	process	proceeded	correctly	and	in	the	test	of	
nital	etching	no	occurrence	of	grinding	burns	was	observed.	Fig.	4(a)	shows	an	exemplary	dis‐
tribution	 of	AE	 spectrums	 for	 a	 signal	 from	 one	 selected	 grinding	 pass,	 in	 which	 no	 thermal	
damage	of	the	ground	surface	was	observed.	The	presented	spectrums	imply,	that	in	the	range	of	
all	the	signal	samples	no	significant	changes	in	the	AE	spectrum	occur.	Additionally,	in	fig	2a	it	
can	be	observed	that	the	AE	signal	has	the	greatest	amplitude	in	low	frequencies,	up	to	600	Hz,	
where	two	ranges	of	increased	levels	can	be	distinguished:	100‐300	kHz	and	350‐550	kHz.	In	all	
the	cases	in	which	no	grinding	burns	were	observed,	the	signal	spectrum	was	similar.	
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Fig.	4	The	AE	signal	spectrum:	a)	without	burns,	b)	with	a	visible	grinding	burn	

	

By	the	end	of	the	grinding	wheel	lifetime,	the	grinding	burns	started	to	occur.	The	first	grinding	
burn	was	observed	in	the	form	of	material	tempering	in	the	surface	layer.	The	grinding	burn	was	
detected	at	the	end	of	the	sample,	in	the	range	from	70	to	100	mm	of	the	grinding	pass	(sample	
length).	 Fig.	 4(b)	 presents	 spectral	 distribution	 recorded	while	 grinding	 the	 sample,	 together	
with	a	visible	increase	of	signal	amplitude	in	low	frequencies,	beginning	from	the	8‐th	spectrum.	
Comparing	the	spectral	distribution	in	Fig.	4(a)	with	the	distribution	in	Fig.	4(b)	one	can	observe	
a	significant	growth	of	signal	amplitude	in	the	range	of	100‐200	kHz,	while	in	the	remaining	part	
of	the	spectrum	the	increase	is	unnoticeable.	This	increase	is	observed	for	all	spectral	distribu‐
tions	generated	from	a	signal	recorded	in	the	cases	in	which	a	grinding	burn	occurred.	

The	distributions	of	the	AE	signal	recorded	during	further	grinding	of	samples	and	the	occur‐
rence	 of	 subsequent	 thermal	 damage,	 such	 as	 tempering	 or	 secondary	 hardening,	 imply	 that	
irrespectively	of	the	kind	of	the	grinding	burn,	the	same	type	of	change	of	the	AE	signal	spectrum	
occurs.	A	significant	 increase	 in	the	amplitude	of	 the	AE	signal	 is	observed	in	the	range	of	 fre‐
quencies	of	100‐200	kHz.	The	same	changes	 in	 frequency	spectrum	were	observed	also	 in	 the	
case	of	 the	occurrence	of	grinding	burns,	which	were	acquired	by	 increasing	 the	 infeed	 to	 the	
value	of	ae	=	0.2	mm.	Thermal	damage	was	not	a	result	of	 the	grinding	wheel	wear,	but	of	 the	
increased	machining	allowance.	It	is	confirmed	by	the	fact,	that	the	increase	of	amplitude	in	low	
frequencies	 has	 a	 relationship	 with	 the	 occurrence	 of	 grinding	 burns,	 irrespectively	 of	 their	
cause.	

In	all	cases	of	the	grinding	burn	occurrence,	an	increase	of	energy	in	low	frequencies	was	ob‐
served,	but	the	maximal	amplitudes	were	observed	for	different	frequencies.	Due	to	this	fact,	the	
frequency	spectrum	was	analysed	by	bands,	every	100	kHz,	analysing	the	maximal	amplitudes.	
Fig.	5	 compiles	maximal	 values	 of	 amplitudes	 in	 particular	 bands	 of	 the	AE	 signal	 spectrums,	
recorded	 during	 grinding	 tests,	 in	which	 a	 grinding	 burn	 occurred,	 and	 in	 these	 in	 which	 no	
grinding	burn	was	observed.	
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Fig.	5	Maximal	values	of	the	AE	signal	amplitudes	in	bands,	every	100	kHz	

	

It	may	be	concluded	 from	the	presented	research	results	of	 the	changes	of	 the	AE	 signal	spec‐
trum	in	particular	frequency	bands,	that	the	best	criterion	for	the	assessment	of	grinding	burns	
occurrence	is	the	value	of	the	maximal	amplitude	of	the	signal	in	the	100‐200	kHz	band,	because	
the	amplitude	of	AE	 signal	 in	 the	 case	of	 grinding	burns	occurrence	 is	 almost	 two‐fold	higher	
than	in	the	process	without	visible	burns.	

In	order	to	specify	the	criterion	of	grinding	burns	occurrence,	a	statistical	analysis	of	comput‐
ed	maximal	 values	 of	 amplitudes	AE	was	 conducted	 in	 the	 band	of	 100‐200	kHz.	 30	maximal	
values	of	the	AE	amplitudes	were	chosen	at	random,	for	the	cases	in	which	grinding	burns	oc‐
curred,	as	well	as	30	amplitudes	for	the	cases	without	burns.	For	each	group	confidence	interval	
was	computed,	assuming	the	significance	level	α	=	0.05.	Due	to	the	fact	that	confidence	intervals	
do	not	overlap,	an	unambiguous	criterion	for	the	occurrence	of	grinding	burns	was	proposed	in	
the	form	of	the	Pp	parameter,	that	is	defined	by	the	relation:	
	

ܲ 
ߤ െ ௗߤ ௫

2
	 (2)

	
where:		g	min	–	 the	bottom	value	of	 the	confidence	 interval	of	 the	AE	 signal	amplitudes	 for	 the	
occurrence	of	grinding	burns,	 d	max	–	 the	 top	value	of	 the	confidence	 interval	of	 the	AE	 signal	
amplitudes	without	the	occurrence	of	grinding	burns.		

It	can	be	assumed,	that	for	the	case	under	study,	when	Pp	>	3.5	then	a	grinding	burn	occurs	
with	the	probability	of	p	=	0.95.	

3.2 The AERMS analysis 

The	effective	value	AERMS	that	was	hardware	generated	by	the	RMS	converter,	type	5125B1,	had	
been	recorded.	Then,	signal	values	were	subjected	to	normalization	in	order	to	acquire	average	
values	of	 the	AERMS	 signal	with	 reference	 to	 the	 cross‐sectional	 area	of	 the	machined	 layer	Ak.	
This	 procedure	was	performed	 in	 order	 to	 eliminate	 the	 influence	 of	 uncontrolled	 changes	 of	
machining	 allowance,	 resulting	 e.g.	 from	object	 deformation	during	heat	 treatment,	 on	 the	AE	
signal.	For	the	AE’RMS	normalised	signal	that	was	acquired	in	the	stated	above	procedure	the	av‐
erage	value	for	one	grinding	pass	was	computed.	The	recorded	waveforms	imply	that	the	aver‐
age	value	AE’RMS	changes	in	the	period	of	grinding	wheel	lifetime	and	has	a	rising	tendency.	Fig.	6	
shows	changes	of	the	processed	signal	value	AE’RMS	for	all	grinding	tests	in	the	period	of	grinding	
wheel	lifetime.		
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Fig.	6	Change	of	the	AE’RMS	signal	in	the	period	of	grinding	wheel	lifetime	

	

The	presented	waveform	implies	that	the	AE’RMS	signal	is	correlated	with	the	progressive	wear	of	
the	grinding	wheel	in	the	period	of	its	lifetime.	Analogically	to	the	correlation	studies	of	Ft	and	
AERMS	signals	one	may	distinguish	three	stages	of	grinding	wheel	utilization	in	the	period	of	its	
lifetime.	The	first	stage	is	connected	to	a	grinding	wheel	active	surface	forming	and	appears	in	
the	beginning	of	 the	 lifetime.	 It	may	be	observed	 that	 the	AE’RMS	 signal	presents	 slightly	 rising	
tendency,	 significantly	smaller	 than	 the	one	occurring	during	 further	period	of	grinding	wheel	
utilization	and	is	characterised	by	relatively	great	dispersion	of	values.	It	can	be	explained	by	the	
phenomenon	of	chipping	of	abrasive	grains	that	were	not	removed	in	the	dressing	process,	and	
their	connection	with	the	bond.	Together	with	crumbling	of	the	abrasive	grain	and	blunting	their	
edges,	the	AE’RMS	stabilizes	and	starts	to	rise.	Then,	the	second	stage	of	grinding	wheel	utilization	
takes	place,	in	which	glazing	of	abrasive	grains	and	partial	pore‐filling	dominates.	It	can	be	ob‐
served,	that	at	this	stage	the	AE’RMS	signal	slightly	rises,	which	is	probably	caused	by	the	progres‐
sive	wear	of	the	grinding	wheel.	In	the	end	of	the	lifetime,	the	third	stage	occurs,	in	which	a	sig‐
nificant	increase	in	the	value	of	the	AE’RMS	signal	can	be	observed.	The	abrasive	wheel	is	glazed	
and	has	filled	pores,	resulting	in	losing	the	machining	properties.	The	third	stage	of	the	grinding	
wheel	utilization	is	the	end	of	the	lifetime	of	a	grinding	wheel.	

By	 the	 end	 of	 the	 grinding	 wheel	 lifetime,	 the	 grinding	 burns	 occur.	 The	 area	 of	 grinding	
burns	is	marked	in	blue	in	Fig.	6.	However,	on	the	basis	of	the	signal	value	changes	AE’RMS	 it	 is	
not	possible	to	specify	the	moment,	when	first	burns	occur.	Nonetheless,	it	can	be	observed,	that	
by	 the	 end	of	 the	 grinding	wheel	 lifetime	period,	 the	AE’RMS	 signal	 shows	a	 greater	 increasing	
tendency	in	comparison	to	the	middle	period	of	its	utilization.	

Taking	 into	 consideration	 the	nature	of	 the	AE’RMS	 signal	 changes,	 the	 following	method	 for	
assessing	the	end	of	the	grinding	wheel	lifetime	is	presented.	Due	to	the	fact,	that	the	AE’RMS	sig‐
nal	shows	a	linear	increase	with	the	progressive	wear	of	the	grinding	wheel,	it	is	possible	to	de‐
termine	the	equation	of	lines	that	approximate	changes	of	the	AE’RMS	signal	in	particular	stages	of	
the	grinding	wheel	utilization	(Fig.	7).	

	

	
Fig.	7	Approximation	of	the	AE’RMS	signal	change	in	the	period	of	the	grinding	wheel	lifetime	
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In	order	to	control	the	wear	of	the	grinding	wheel	in	on‐line	mode	and	stop	the	grinding	pro‐
cess	by	 the	end	of	 the	grinding	wheel	 lifetime,	 a	proper	criterion,	 that	 clearly	defines	 the	mo‐
ment	of	the	end	of	the	grinding	process	and	dressing	the	abrasive	wheel	should	be	selected	to	
avoid	the	occurrence	of	grinding	burns.	Developing	the	criterion	of	the	end	of	the	grinding	wheel	
lifetime,	one	should	take	into	consideration	the	fact,	that	analysis	of	the	AE	signals	acquired	from	
the	insufficient	number	of	grinding	passes	will	cause	the	criterion	instability.	However,	too	high	
a	number	of	the	AE	signals	will	cause	that	the	criterion	will	react	too	late.	A	compromise	solution	
was	developed	by	means	of	the	Pg	parameter,	expressed	by	the	following	relationship:	
	

ܲ ൌ

1
3∑ ோெௌሺሻܧܣ

ᇱିଶ
 െ

1
3∑ ோெௌሺሻܧܣ

ᇱିହ
ିଷ

3
	 (3)

	

where:		AE’RMS(k)	–	the	average	value	of	the	AE’RMS	signal	for	the	k‐th	grinding	pass.	The	value	of	
the	Pg	parameter	for	the	k‐th	grinding	pass	is	obtained	from	the	previous	six	passes.	The	differ‐
ence	between	average	values	of	signals	obtained	from	grinding	passes,	k‐1	and	k‐2	as	well	as	k‐3,	
k‐4,	k‐5	is	divided	by	3;	thus	the	value	of	the	Pg	parameter	can	be	compared	to	the	directional	
coefficient	of	lines	that	approximate	the	change	of	the	AE’RMS	signal	in	time.	

Due	to	 the	 fact,	 that	by	 the	end	of	 the	grinding	wheel	 lifetime	the	directional	coefficient	 in‐
creases	over	twofold,	the	following	criterion	that	determines	the	end	of	the	grinding	wheel	life‐
time	was	calculated:	
	

ܲ 
ܽଵ  ܽଶ

2
	 (4)

	

where:		a1	=	1.031,	a2	=	2.216	–	directional	coefficients	of	lines.	Fig.	8	shows	the	change	of	the	Pg	
parameter	in	the	grinding	wheel	lifetime.		

The	end	of	the	grinding	wheel	lifetime	occurs	when	the	difference	between	average	values	of	
the	AE’RMS	 signal	 is	higher	 than	 the	average	value	of	 the	directional	coefficients	of	 lines,	which	
describe	the	signal	change	in	the	period	of	the	grinding	wheel	lifetime	Pg	>	1.62.	Achieving	this	
value	implies,	that	the	grinding	process	should	be	stopped.	The	criterion	of	the	end	of	the	grind‐
ing	wheel	 lifetime	was	met	 by	 the	 60th	 grinding	 pass,	 before	 the	 first	 occurrence	 of	 grinding	
burns.	

The	analysis	conducted	for	the	AERMS	signal	in	the	grinding	wheel	lifetime	implies,	that	by	ap‐
plying	proper	method	of	 processing,	 the	 signal	 and	 the	method	of	 assessing	 the	 change	 of	 its	
value,	it	is	possible	to	define	the	end	of	the	grinding	wheel	lifetime	in	the	peripheral	longitudinal	
grinding	process	even	before	the	first	occurrence	of	grinding	burns.	
	

	
Fig.	8	Change	of	the	Pg	parameter	in	the	grinding	wheel	lifetime	
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3.3 Diagnostic methodology 

In	practice,	grinding	burns	usually	occur	due	to	two	factors:	

 Loss	of	grinding	wheel’s	machinability	and	reaching	the	end	of	its	lifetime,	
 Uncontrolled	local	variations	of	machining	layer,	generally	due	to	workpiece	deformation	

during	heat	or	chemical‐heat	treatment.	

Due	 to	 the	 existence	 of	 two	 separate	 sources	 of	 grinding	 burns,	 developing	 of	 two	 diagnostic	
methods,	that	are	able	to	react	to	grinding	burns	has	been	necessary.	Thus,	a	separate	spectral	
analysis	of	raw	AE	signal	as	well	as	its	RMS	value	was	performed.	The	analysis	allowed	to	formu‐
late	two	criteria	of	grinding	process	diagnostics	(Fig.	9):	

 Criterion	I,	based	on	measurement	and	analysis	of	AERMS,	if	parameter	Pg	>	1.62,	it	means,	
that	 a	 grinding	 wheel	 reached	 the	 end	 of	 its	 lifetime	 and	 grinding	 process	 should	 be	
stopped	in	order	to	avoid	grinding	burns,	

 Criterion	II,	based	on	a	spectral	analysis	of	AE	signal,	if	parameter	Pp	>	3.5,	it	means,	that	a	
grinding	burn	on	a	workpiece	surface	occurred,	however,	the	wear	of	a	grinding	wheel	had	
not	been	the	source	of	a	burn.	

In	Fig.	9	an	idea	of	complex	diagnostics	system	of	grinding	process	based	on	the	measurement	
and	analysis	of	AE	signal	is	presented.	It	depends	on	continuous	control	of	the	value	of	two	pa‐
rameters:	 Pp	 and	 Pg.	 If	 parameter	 Pg	 exceeds	 established	 threshold	 value,	 it	 means,	 that	 the	
grinding	 process	 should	 be	 stopped	 and	 the	 grinding	wheel	 dressed.	 Continuing	 the	 grinding	
process	may	lead	to	grinding	burns.	Whereas,	when	parameter	Pp	exceeds	established	value,	 it	
means	that	a	thermal	damage	to	the	workpiece	occurred.	Application	of	presented	in	Fig.	9	diag‐
nostics	system	allows	to	have	constant	control	of	grinding	process	as	well	as	prevents	grinding	
burns	occurring	due	to	grinding	wheel	wear.	
	

	
Fig.	9	General	operation	algorithm	of	the	grinding	diagnostics	system	

4. Conclusion 

The	 above	 paper	 discusses	 a	 new	method	 for	 the	 surface	 layer	 control	 during	 the	 peripheral	
longitudinal	grinding,	using	acoustic	emission	as	the	diagnostic	signal.	The	method	solves	com‐
prehensively	 the	 problem	 of	 detecting	 and	 preventing	 the	 occurrence	 of	 grinding	 burns.	 The	
two‐passes	analysis	of	the	acoustic	emission	signal	enables	to	stop	the	grinding	process	before	
first	grinding	burns	occur,	as	well	as	to	determine	a	probable	cause	of	the	burns.	
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The most important scientific accomplishment of the paper is presenting a new, complex 
method of grinding burns detection and its prevention. In the diagnostic method, two parame-
ters were used: Pp and Pg, for which threshold values were determined, allowing to prevent 
thermal damage to the ground surface.  

The developed method of the grinding process diagnostics is based on measurement, pro-
cessing and analysis of the AE signal. The root mean square of AE in a grinding wheel lifetime 
was analysed. The criterion, that defines the moment of the end of the grinding wheel lifetime 
and allows to avoid the occurrence of grinding burns was developed. The new parameter Pg had 
been proposed. When its value exceeds 1.62, the grinding process should be stopped. 
Due to the fact, that it is not possible to detect the occurrence of grinding burns by means the 
AERMS signal, the AE signal was also analysed in terms of frequency, searching for the connection 
between grinding burns occurrence and the AE signal spectral parameters. A suitable band anal-
ysis of the acoustic emission signal enables to detect grinding burns irrespectively of their cause. 
The new method of calculating the parameter Pp was proposed, which may be applied in order to 
detect thermal damages of grinding surfaces. When Pp > 3.5, it indicates that grinding burns will 
occur during grinding.  

The method does not require almost any structural changes to the grinder and the AE signal 
sensors are not very susceptible to external factors. The application of this method requires de-
veloping a proper procedure for processing and analysing the AE signal in the range of frequen-
cy. The analysis is necessary to define signal parameters and to specify the conditions determin-
ing the occurrence of thermal damage to the workpiece during the machining process. It should 
be noted, that the boundary values of the Pp and Pg parameters were determined for the adopted 
study conditions and for other types of ground material and different abrasive wheel they may 
assume different values. 
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A B S T R A C T	   A R T I C L E   I N F O	

Workpiece	positioning	into	a	machine’s	workspace	has	become	a	simple	task.	
Advanced	CNC	machines	are	equipped	with	 standardized	clamping	 systems,	
allowed	workpiece	dimensions	are	listed	in	the	machine’s	documentation	and	
tolerance	levels	of	the	end	produced	parts	are	known.	This	gives	users	plenty	
of	 information	and	good	confidence	that	they	are	choosing	the	best	machine	
for	a	specific	task.	For	more	universal	machines	 like	 industrial	robots	this	 is	
not	the	case.	Due	to	their	flexibility	industrial	robots	can	be	an	alternative	to	
specialized	CNC	machines,	 but	when	a	 specific	 task	 should	be	 executed,	 im‐
portant	 information	 is	 missing.	 For	 a	 standard	 industrial	 robot	 the	mecha‐
nisms	layout,	its	dimensions	and	its	reachable	workspace	is	known,	but	accu‐
racy	 levels	 over	 the	 robot’s	 workspace	 are	 not.	 If	 a	 workpiece	 should	 be
milled	 within	 certain	 accuracy	 limits	 the	 robot’s	 documentation	 offers	 no
information	on	how	close	it	can	be	located	to	the	borders	of	the	robot’s	work‐
space.	This	article	deals	with	the	mentioned	problem	with	a	novel	methodolo‐
gy.	 Based	 on	 experimental	 data	we	 found	 that	 a	 standard	 6	 DOF	 industrial	
robot’s	reachable	workspace	can	be	divided	into	two	regions,	one	with	suita‐
ble	milling	accuracy	and	another	with	rapidly	decreasing	milling	accuracy.	To	
isolate	 the	 suitable	 accuracy	 region	 a	 regional	 non‐dominated	 sorting	 algo‐
rithm	 was	 developed	 and	 an	 accuracy	 contour	 separating	 the	 regions	 was	
extracted.	In	the	second	part	of	the	article	a	genetic	search	algorithm	based	on	
regional	 non‐dominated	 sorting	 was	 applied	 to	 find	 the	 biggest	 arbitrary	
shaped	workpiece’s	size,	position	and	orientation	in	the	suitable	milling	accu‐
racy	region	of	the	robot’s	workspace.	
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1. Introduction 

Using	 industrial	 robots	 for	 less	 common	 tasks	 is	 becoming	 increasingly	 interesting	 among	 re‐
searchers,	as	due	to	their	flexibility,	machining	could	become	a	more	regular	application	for	in‐
dustrial	robots.	To	reach	the	level	where	robot	machining	becomes	an	acceptable	alternative	to	
CNC	machining,	robot	machining	accuracy	needs	to	be	analysed,	understood	and	improved.	The	
main	reasons	for	inaccuracies	in	robot	machining	were	classified	and	divided	into	three	groups	
by	 Kubela	 et	 al.	 [1]	 as	 environmental	 errors,	 robot	 dependent	 errors	 and	 process	 dependent	
errors.	Robot	dependent	errors	were	further	divided	into	geometrical,	non‐geometrical	and	sys‐
tem	errors.	Their	study	on	wood	milling	showed	that	the	most	significant	errors	are	the	result	of	
robots	reverse	motion,	causing	end	product	shape	inaccuracies	in	range	from	0.3–0.5	mm.	Geo‐
metric	error	compensation	has	been	studied	by	Wu	et	al.	[2],	who	added	a	fifth	step	to	the	usual	
robot	 calibration	 approach,	 used	 to	 achieve	 the	 desired	 robot	 positioning	 accuracy.	 The	 pro‐
posed	steps	 include	modelling,	design	of	experiments,	measurement,	 identification,	and	 imple‐
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mentation.	Their	goal	was	to	improve	the	standard	approach,	so	that	a	minimum	number	of	ex‐
periments	 is	 required	 for	 robot’s	 calibration.	With	 the	 proposed	 calibration	 technique	 an	 im‐
proved	positioning	accuracy	was	achieved	in	absolute	range	of	up	to	0.17	mm.	Greater	position‐
ing	accuracy	was	measured	by	Józwik	et	al.	[3],	who	used	a	high	speed	camera	to	investigate	the	
effect	of	direction	of	 approach	on	positioning	accuracy.	 In	 their	experiment	 the	authors	 found	
that	positioning	inaccuracy	is	raising	with	robot’s	continuous	operation.	Accuracy	improvement	
in	continuous	motion	of	a	welding	robot	was	achieved	by	Marônek	et	al.	[4]	by	insertion	of	addi‐
tional	points	into	the	robot’s	trajectory.	Due	to	technological	reasons	constant	speed	needs	to	be	
maintained	during	welding.	With	help	of	experiments	the	authors	found	better	trajectory	match‐
ing	at	higher	movement	speeds.	Jezeršek	et	al.	[5]	developed	a	system	for	automatic	trajectory	
generation	for	robotic	welding	based	on	robotic	 laser	scanning.	Accuracy	 levels	comparable	to	
traditional	visually	based	trajectory	generation	methods	were	achieved,	but	teaching	times	were	
shortened	more	than	30‐times.	A	system	for	optical	accuracy	evaluation	of	robots	in	static	and	
dynamic	operation	mode	was	 set	up	by	Papa	and	Torkar	 [6].	 In	 their	 experiment	 the	 authors	
found	the	same	subpixel	accuracy	in	both	modes.	

To	predict	 a	mechanism’s	 accuracy,	different	dexterity	 related	performance	measures	have	
been	 introduced	 in	 the	 past.	 Manipulating	 ability	 of	 end‐effector	 of	 robotic	 mechanisms	 was	
studied	by	Yoshikawa	[7]	and	a	manipulability	index	was	introduced.	Manipulability,	defined	as	
determinant	of	the	Jacobian	matrix	of	a	robotic	mechanism	is	proposed	as	a	robot’s	performance	
indicator.	Other	dexterity	measures	based	on	determinant	of	the	Jacobian	matrix	like	condition	
number	and	monotone	manipulability	were	proposed,	as	summarized	by	Gotlih	et	al.	[8].	In	their	
study	 authors	 demonstrated	 application	 of	 velocity	 anisotropy	 on	 a	 real	 industrial	 robot	 and	
introduced	 a	 four	 dimensional	 robotic	 workspace	 for	 visualisation	 of	 robot’s	 manipulability.	
Problems	of	linking	performance	measures	to	a	robot’s	accuracy	were	exposed	by	Merlet	[9].	In	
his	experiment	only	the	robot’s	manipulability	index	has	shown	the	same	trend	as	its	measured	
accuracy,	but	no	connection	between	manipulability	and	accuracy	was	established.	To	overcome	
unit	based	inconsistency,	transition	from	kinematic	to	dynamic	performance	measures	was	pro‐
posed	and	a	power	manipulability	index	was	introduced	by	Mansouri	and	Ouali	[10].	The	power	
manipulability	index	is	a	combination	of	kinematic	and	static	parameters	and	includes	transla‐
tional	and	rotational	components.	The	authors	showed	that	power	manipulability	is	a	homoge‐
nous	tensor	insensitive	to	physical	units	change.	

Optimization	of	robotic	systems	with	algorithms	based	on	performance	measures	was	stud‐
ied	by	many	authors.	Dynamic	performance	measures	were	 found	 to	be	more	significant	 than	
kinematic	by	Vosniakos	and	Matsas	[11].	The	authors	used	genetic	algorithm	for	optimal	posi‐
tioning	of	a	predefined	milling	path	into	a	robot’s	workspace.	They	found	out	that	with	applica‐
tion	of	genetic	algorithm	an	improvement	in	robot’s	manipulability	and	a	reduction	in	joint	tor‐
ques	can	be	achieved.	Genetic	algorithm	was	also	used	for	robot’s	path	planning	to	avoid	colli‐
sion	of	robot’s	structure	with	obstacles	 in	 its	workspace	[12].	Another	approach	of	robot	path	
planning	 considering	 a	 mechanical	 power	 index	 and	 an	 obstacle	 avoidance	 index	 in	 a	 multi‐
criteria	optimization	problem	was	suggested	by	R.	dos	Santos	et	al.	[13].	To	overcome	local	min‐
ima	authors	have	used	a	two‐phase	optimization	process	and	the	sequential	linear	programming	
method.	 Results	 showed	 good	 agreement	with	 Pareto	 optimality	 as	 better	 obstacle	 avoidance	
caused	an	increase	in	power	consumption.	A	multi‐criteria	path	planning	algorithm	for	robotic	
laser	 cutting	was	developed	by	Dolgui	 and	Pashkevich	 [14]	 and	 implemented	 in	 an	 industrial	
software	 package,	 yielding	 significant	 reduction	 in	 process	 planning	 and	 changeover	 time	 for	
end	users.	A	three	step	optimization	procedure	for	workpiece	positioning	 into	a	robot’s	work‐
space	was	proposed	by	Lin	et	al.	[15].	The	authors	developed	an	approach	based	on	manipulabil‐
ity	and	stiffness	indexes	and	introduced	a	deformation	index	to	refine	the	final	workspace	maps,	
where	contour	lines	dividing	the	robot’s	workspace	into	sub	regions	indicate	optimal	workpiece	
positioning	locations.		

To	position	a	workpiece	into	a	robot’s	refined	workspace	precisely,	it	is	necessary	to	extract	
individual	contour	lines.	Techniques	for	contour	extraction	are	mainly	associated	with	computer	
vision	and	 shape	detection	and	are	used	 in	various	engineering	 fields.	An	approach	 for	work‐
piece	 localization	 and	 its	 shape	 deviations	 from	 nominal	 geometry	 in	 robotic	 deburring	 was	
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proposed	by	Kuss	et	al.	[16].	A	point	cloud	of	a	CAD	model	was	compared	with	a	point	cloud	rep‐
resenting	a	real	workpiece	in	a	robot’s	workspace.	The	best	matching	point	clouds	were	used	to	
generate	workpiece	contours	and	trajectories	for	the	deburring	process.	In	their	experiment	the	
authors	used	a	milling	robot	equipped	with	a	stereo	camera	 for	shape	sensing	and	achieved	a	
significant	improvement	in	deburring	quality.	A	robotic	cell	for	optical	workpiece	detection	was	
developed	 by	 Klancnik	 et	 al.	 [17].	 The	 authors	 used	 neural	 networks	 for	 system	 calibration	
where	 the	 relation	 between	 captured	 pictures	 and	 the	 robot’s	 coordinate	 system	was	 learnt.	
Numerous	tests	proved	the	system	adequate	for	use	in	practice.	Karimi	and	Nategh	[18]	intro‐
duced	contour	maps	to	graphically	estimate	kinematic	errors	in	hexapod	machines	for	an	opti‐
mal	workpiece	setup.	The	authors	developed	an	analytical	model	for	kinematic	error	estimation	
with	 an	 average	 11	 %	 discrepancy	 from	 experimental	 results.	 Contour	 line	 generation	 from	
short	line	segments	with	a	genetic	algorithm	based	method	was	proposed	by	Wei	et	al.	[19].	An	
automatic	octree	based	algorithm	 for	 façade	and	opening	contour	detection	 from	point	clouds	
obtained	with	terrestrial	laser	scanning	was	developed	by	Truong‐Hong	and	Laefer	[20]	where	a	
knowledge	 database	was	 used	 for	 contour	 validation.	 Relative	 errors	 of	maximum	 3	%	were	
found	 between	 measured	 drawings	 and	 the	 reconstructed	 models.	 A	 method	 for	 building	
boundary	 identification	 based	 the	 Delaunay	 triangulation	 was	 developed	 by	 Awrangjeb	 and	
Guojun	 [21].	 By	 defining	 a	maximum	point	 to	 point	 distance	 the	 algorithm	proved	 capable	 of	
detecting	concave	edges	and	holes	of	any	point	cloud	shape.	

2. Material and methods 

An	experiment	to	evaluate	the	effect	of	different	performance	measures	on	robot	milling	accura‐
cy	was	 set	 up	by	Veber	 [22]	 in	 his	master’s	 thesis.	 A	 standard	6	DOF	 industrial	milling	 robot	
equipped	with	a	milling	tool	and	a	clamping	table	was	selected	for	the	experiment	and	the	sys‐
tem	was	calibrated.	To	reduce	 influence	of	human	errors	each	experiment	was	repeated	three	
times.	Workpieces	 of	 polymer	 composite	material	with	 low	hardness	were	 selected	 to	 reduce	
inaccuracies	caused	by	cutting	 forces.	According	 to	 the	robot’s	manufacturer,	workpiece	hard‐
ness	should	not	exceed	35	N/mm2	and	deviations	in	range	of	±	0.12	mm	should	be	expected	due	
to	 the	 robot’s	 rigidity.	With	 all	 inaccuracy	 causes	 controlled,	measured	 inaccuracies	were	 ex‐
pected	to	be	influenced	mainly	by	the	robot’s	dexterity.	

	 In	the	experiment	 five	milling	locations	were	selected	and	at	each	location	three	work‐
pieces	were	milled	 in	 three	sequential	runs.	The	positioning	of	 the	workpieces	 is	presented	 in	
Table	1,	where	x,	y,	z	represent	distances	in	X,	Y	and	Z	direction	from	the	robot’s	base	coordinate	
system	and	d	is	the	resulting	absolute	distance.	

Edge	and	circular	pocket	milling	operations	were	performed	on	each	workpiece.	End	shapes	
were	then	measured	with	a	coordinate	measuring	machine.	Measurement	results	compared	to	
nominal	values	are	presented	in	Table	2.	

	
Table	1	Initial	positions	of	the	measured	workpieces	

Pos.	 x	(mm)	 y (mm) z (mm) d	(mm)
1	 1940	 1053 610 2207	
2	 2060	 ‐498 610 2060	
3	 1283	 0 610 1376	
4	 1515	 821 610 1723	
5	 1811	 ‐709 610 1945	

	
Table	2	Robot	milling	measurement	results 

Pos.	
Experiment	1	 Experiment	2 Experiment	3	

Nominal	value	(mm)	 Nominal value	(mm) Nominal	value	(mm)
20	 80	 20 80 20	 80

1	 20.134	 80.122	 20.136 80.122 20.134	 80.124
2	 20.166	 80.143	 20.167 80.142 20.167	 80.143
3	 20.477	 80.522	 20.476 80.523 20.476	 80.523
4	 20.165	 80.134	 20.166 80.134 20.165	 80.136
5	 20.155	 80.134	 20.155 80.134 20.155	 80.134
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3. Results and discussion 

For	 result	 analysis	 absolute	 errors	 for	measured	 diameters	 and	 edge	 lengths	were	 calculated	
and	a	normalized	distance	parameter	(NDS)	expressed	in	percent	was	introduced.	NDS	was	cal‐
culated	as	the	distance	of	a	workpiece	from	the	robot’s	base	coordinate	system	divided	by	the	
maximum	distance	the	robot	could	reach	with	a	vertical	tool	orientation.	

Fig.	 1	 reveals	 highest	 absolute	 errors	 at	milling	 position	3,	 located	 close	 to	 50	%	NDS.	 For	
workpieces	located	at	63	%	NDS	and	above,	absolute	errors	are	almost	constant	and	do	not	ex‐
ceed	0.2	mm,	which	 is	close	 to	 the	 inaccuracy	caused	by	the	robot’s	rigidity.	 In	range	between	
51	%	 and	 63	%	NDS,	milling	 inaccuracy	 quickly	 raises.	 Due	 to	 high	measurement	 consistency	
indicated	by	 low	result	variation,	human	and	cutting	 force	based	 inaccuracies	can	be	excluded	
and	the	quick	decrease	of	accuracy	at	milling	position	3	can	be	attributed	to	the	robot’s	dexterity.	

Fig.	2	shows	result	point	deviations	from	a	normal	distribution.	Measurement	results	are	rep‐
resented	by	sample	quantiles,	while	theoretical	quantiles	represent	a	standard	normal	distribu‐
tion.	For	both	measured	quantities	the	highest	deviations	are	found	at	highest	inaccuracies.	This	
indicates	 a	 nonlinear	 dependency	 between	workpiece	 distance	 from	 the	 robot’s	 base	 and	 the	
robot’s	milling	 accuracy,	 based	 on	which	 a	 sharp	 boundary	 separating	 the	 robot’s	workspace	
into	two	milling	accuracy	regions	is	expected.	

	

Fig.	1	Absolute	errors	for	diameter	(left)	and	edge	length	(right)	versus	normalized	distance 
	

	

Fig.	2	Absolute	error	deviations	for	diameter	(left)	and	for	edge	length	(right)	

3.1 Accuracy contour for robot milling 

In	order	to	extract	the	suitable	milling	accuracy	region	from	the	robot’s	workspace,	a	connection	
between	accuracy	and	dexterity	was	established.	Because	of	the	unit	based	inconsistency	of	ma‐
nipulability	[10]	we	did	not	 intend	to	 find	a	model	connecting	accuracy	with	dexterity	over	 its	
complete	range,	 instead	we	only	equated	accuracy	and	manipulability	at	a	constant	value.	The	
dexterity	measure	defined	by	Yoshikawa	[7]	was	found	to	be	the	most	reliable	and	was	therefore	
used	 in	 our	 analysis.	By	 assuming	 that	 same	manipulability	 causes	 same	milling	 accuracy,	we	
were	 able	 to	 extrapolate	 a	milling	 accuracy	 boundary	 value	 to	 the	 robot’s	 three	 dimensional	
workspace	to	create	a	spatial	accuracy	contour,	separating	the	region	of	suitable	milling	accura‐
cy	from	the	region	of	quickly	reducing	milling	accuracy.	
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As	an	example	a	standard	6	DOF	robot,	described	by	Denavit‐Hartenberg	(DH)	notation,	given	
in	Table	3	was	chosen.	

With	inverse	kinematics	the	robot’s	joint	angles	and	dexterity	values	at	all	five	milling	posi‐
tions	were	found.	Tool	orientation	during	milling	was	parallel	to	the	robot’s	main	Z	axis,	there‐
fore	Θ4	and	Θ6	 joints	were	considered	constant.	Additionally,	all	workpieces	were	projected	to	
the	Y	=	0	plane,	 so	 that	 rotation	about	 robot’s	 first	 axis	Θ1	was	also	 considered	constant.	As	a	
result	only	Θ2,	Θ3	and	Θ5	contributed	to	dexterity	calculation.		

Normalized	dexterity	(ND)	was	introduced	as	actual	dexterity	divided	by	the	highest	dexteri‐
ty	of	the	mechanism.	ND	is	expressed	in	percent	(Eq.	1).	

ܦܰ ൌ
ܬݐ݁݀

maxሺ݀݁ܬݐሻ
∙ 100	 (1)

Table	4	shows	relative	joint	angles	and	ND	values	of	the	robot	at	all	five	milling	positions.	Ro‐
bot’s	initial	angle	positions	were	Θ1	=	Θ2	=	Θ3	=	Θ6	=	0°,	Θ4	=	180°	and	Θ5	=	90°.	

Results	presented	in	Tables	2	and	4	reveal	that	the	rapid	decrease	in	accuracy	happens	be‐
tween	22	%	and	45	%	normalized	dexterity.	Based	on	our	conclusion	that	one	region	with	suita‐
ble	milling	accuracy	exists	and	that	the	transition	between	the	suitable	accuracy	region	and	the	
rapidly	 decreasing	 accuracy	 region	 is	 sharp,	 40	 %	 normalized	 dexterity	 was	 chosen	 as	 the	
boundary	value	for	accuracy	contour	generation.	

Fig.	 3	 shows	 the	 clamping	 table	 covered	by	normalized	dexterity	 contours	 for	 vertical	 tool	
orientation.	Workpieces	at	actual	milling	positions	are	represented	by	black	squares	scaled	by	5.	
	

Table	3	DH	notation	of	the	discussed	robot 
Link	 d	(mm)	 a	(mm) α (°) θ (°) Range	(°)
0	 0 0 0 0 0	
1	 750 350 90 0 +/‐185
2	 0 1250 0 0 0/‐146
3	 0 ‐55 90 90 +155/‐119
4	 1100	 0 90 180 +/‐350
5	 0 0 90 90 +/‐125
6	 0 0 0 0 +/‐350

Tool	tip	 A B C D E	

	
Table	4	Joint	angles	and	ND	at	milling	positions 

Pos.	 Θ1	(°)	 Θ2	(°)	 Θ3 (°) Θ4 (°) Θ5 (°) Θ6	(°)	 ND (%)
1	 0	 37.8	 17.2 180 125 0	 81.8
2	 0	 43.0	 6.0 180 130 0	 72.6
3	 0	 62.0	 ‐35.7 180 153.8 0	 22.2
4	 0	 53.0	 ‐15.8 180 142.8 0	 46.1
5	 0	 46.6	 ‐1.8 180 135.2 0	 63.9

Fig.	3	Top	view	of	workpieces	on	clamping	table	with	dexterity	contours	
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To	generate	the	accuracy	contour,	regions	in	the	robot’s	workspace	with	at	last	40	%	normalized	
dexterity	were	isolated.	As	revolution	about	the	robot’s	first	axis	does	not	affect	its	dexterity	it	
was	 possible	 to	 consider	 only	 the	 workspace	 cross	 section	 and	 revolve	 results	 to	 three‐
dimensional	 space	 afterwards.	 According	 to	 this	 simplification	 a	 two‐	 dimensional	 restricted	
workspace	 was	 created,	 only	 containing	 points	 with	 normalized	 dexterity	 values	 40	%	 and	
above.	For	a	more	general	solution	tool	orientation	was	considered	free.	

To	isolate	contour	points	of	the	restricted	workspace	a	regional	non‐dominated	sorting	algo‐
rithm	was	developed.	The	algorithm	searches	for	non‐dominated	minimum	points	defined	by	x	
and	z	in	the	restricted	workspace	point	cloud,	which	represent	to	the	robot’s	tool	tip	positions	in	
X	 and	 Z	 direction	 relative	 to	 the	 robot’s	 base	 coordinate	 system.	 Extracted	 two‐	 dimensional	
contour	points	form	the	outer	boundary	of	the	subspace	in	the	robot’s	complete	workspace,	in‐
side	which	milling	with	suitable	accuracy	is	possible.	Pseudocode	of	the	algorithm	is	presented	
in	Fig.	4.	 IC	 stands	 for	 iteration	 count,	RC	 stands	 for	 region,	LE	 stands	 for	number	of	 local	 ex‐
tremes	and	Q1‐Q4	are	bool	variables	representing	quadrant	1‐4.	MA	stands	for	mirror	axis,	NnD	
stands	for	non‐dominated	and	AC	stands	for	accuracy	contour.	Initialization	values	are	present‐
ed	in	Table	5.	

	To	find	the	first	non‐dominated	front	in	the	restricted	workspace,	which	corresponds	to	the	
first	 iteration	 in	Fig.	 4,	 regular	non‐dominated	 search	 algorithm	was	 applied.	 In	 the	 following	
iterations	 the	 restricted	workspace	was	mirrored	 over	 each	 axis	 to	 expose	 outer	 regions	 and	
isolate	front	points	contributing	to	the	final	accuracy	contour.	Due	to	the	shape	of	the	restricted	
workspace	shown	in	Fig.	5,	local	extreme	points	in	X	and	Z	direction	had	to	be	found	in	order	to	
generate	an	equally	dense	contour.	In	our	case	one	local	extreme	point	was	defined	in	initializa‐
tion	 dividing	 the	 concave	 region	 into	 two	 refined	 regions,	 but	 an	 arbitrary	 refinement	 level	
would	be	possible	if	necessary.	The	refined	regions	were	restricted	by	squares	ranging	from	the	
existing	 regions	 contour’s	 end	 point	 to	 the	 enclosed	 local	 extreme	 point.	 The	 relevant	mirror	
axis	for	each	refined	region	was	determined	based	on	the	adjacent	region’s	mirror	axis	and	the	
transformation	Table	6,	where	Q1‐Q4	represent	square	quadrants	in	XZ	plane	(Fig.	5)	sequenced	
clockwise	starting	at	the	top	right	corner.	
	

1	 Initialization.	
2	 If	IC	<	5:	
3	 	 If	IC	=	1	∨	Q3	=	1:	MA	=	None,	NnD	sort,	Q3	=	0,	IC	+	1,	go	to	step	2.	
4	 	 If	IC	=	2	∨	Q4	=	1:	MA	=	X,	NnD	sort,	Q4	=	0,	IC	+	1,	go	to	step	2.	
5	 	 If	IC	=	3	∨	Q2	=	1:	MA	=	Z,	NnD	sort,	Q2	=	0,	IC	+	1,	go	to	step	2.	
6	 	 If	IC	=	4	∨	Q1	=	1:	MA	=	X	∧	MA	=	Z,	NnD	sort,	Q1	=	0,	IC	+	1,	go	to	step	2.	
7	 Else:		
8	 	 If	RC	=	0:	
9	 	 	 If	LE	>	0:	RC	=	1,	go	to	step	7.	
10	 	 	 If	LE	=	0:	Go	to	step	13.	
11	 	 If	0	<	RC	<	LE	+	1:	RC	boundaries.	Find	mirror	axes.	Q	(1‐4)	=	1,	RC	=	RC	+	1,	go	to	step	2.	
12	 	 If	RC	=	LE	+	1:	Go	to	step	13.	
13	 Join	NnD	regions	into	suitable	accuracy	contour.	

	

Fig.	4 Pseudocode	for	accuracy	contour	generation	
	

Table	5	Regional	non‐dominated	sorting	algorithm	variables	and	initial	values	
Regional	NnD	–	variables	 Unit Value	
Iteration	count	(IC)	 ‐ 1	
Region	count	(RC)	 ‐ 0	
Local	extremes	(LE)	 ‐ 1	
Quadrants	(Q1‐Q4)	 ‐ 0	
	

Table	6	Transformation	table	for	refined	region	definition	
Quadrant	 Change	direction Quadrant	

Q1	  Q2	
Q2	  Q1	
Q3	  Q4	
Q4	  Q3	
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Fig.	5	Cross	section	of	robot’s	complete	(left)	and	restricted	dexterous	workspace	(right)	with	
																							projected	workpiece	positions	and	accuracy	contour	
	

After	a	refined	region	was	mirrored	over	the	relevant	axis,	the	non‐dominated	sorting	algo‐
rithm	was	applied	to	extract	 the	regions	contour	points.	Finally,	all	partial	results	were	 joined	
into	the	accuracy	contour.	

On	the	left	side	of	Fig.	5	complete	dexterous	workspace	cross	section	with	accuracy	contour	
and	five	workpiece	positions	is	shown.	Blue	dots	represent	singularity	points,	which	are	regions	
with	lowest	dexterity,	green	and	yellow	dots	represent	transition	regions	with	medium	dexterity	
and	 red	 dots	 represent	 regions	 with	 highest	 dexterity.	 Accuracy	 contour	 is	 marked	 with	 a	
dashed	black	line.	Workpieces	are	presented	in	the	projected	plane	and	scaled	by	5.	The	plot	on	
the	right	side	shows	the	suitable	milling	accuracy	region	with	normalized	dexterity	values	40	%	
and	above,	 the	accuracy	contour	and	all	 five	projected	workpiece	positions.	For	accuracy	con‐
tour	generation	only	the	bigger	point	cloud	was	considered	as	the	revolution	about	the	robot’s	
main	Z	axis	covers	complete	360	°.	

Now,	the	tool	orientation	effect	becomes	visible.	Dexterity	contours	corresponding	to	a	fixed	
tool	axis	shown	in	Fig.	3	are	different	from	dexterity	contours	shown	in	Fig.	5,	where	tool	orien‐
tation	was	considered	free.	Free	tool	orientation	enables	another	degree	of	freedom,	which	in‐
creases	the	size	of	the	suitable	region.	By	allowing	free	tool	orientation,	also	the	workpiece	clos‐
est	to	robot’s	base	is	located	inside	the	suitable	milling	accuracy	region,	meaning	that	all	work‐
pieces	could	be	milled	with	suitable	accuracy,	regarding	their	size	and	assuming	correct	tool	and	
technology	selection.	

3.2 Optimization of workpiece positioning 

With	the	separation	of	the	robot’s	workspace	into	two	milling	quality	regions,	it	is	interesting	to	
find	the	size,	position	and	orientation	of	the	biggest	workpiece	that	can	be	milled	with	suitable	
accuracy.	As	 the	 three	dimensional	workspace	of	 the	robot	 in	consideration	can	be	created	by	
revolving	 its	 cross	 section	about	 its	main	Z	axis,	 it	 is	obvious	 that	 the	biggest	workpiece	with	
eight	corner	points	is	a	parallelepiped.	
	 Genetic	algorithm	was	applied	as	the	search	tool	for	the	biggest	parallelepiped.	The	algorithm	
was	set	up	as	an	extension	of	the	regional	non‐dominated	sorting	algorithm	used	to	create	the	
accuracy	contour.	Pseudocode	of	the	algorithm	is	presented	in	Fig.	6	where	IC	stands	for	itera‐
tion	count,	MI	for	maximum	number	of	iterations,	PC	for	population	count,	PS	for	population	size	
and	CC	for	convergence	criteria.	GA	stands	for	genetic	algorithm,	RP	for	reference	point	and	NnD	
stands	for	non‐dominated.		

The	algorithm	requires	correct	 initialization	as	shown	in	Fig.	6.	Maximum	allowed	iteration	
number,	 population	 size,	 reproduction,	 crossover	 and	mutation	 frequency,	 mutation	 strength	
and	convergence	criteria	were	declared	initialization	variables.	Maximum	number	of	iterations	
defines	the	maximum	allowed	loop	repetitions,	population	size	defines	the	quantity	of	parallele‐
pipeds	generated	in	one	iteration,	reproduction	frequency	defines	the	quantity	of	individuals	to	
be	transferred	to	the	next	generation,	crossover	frequency	defines	the	fraction	of	individuals	to	
participate	in	gene	exchange	and	mutation	frequency	defines	the	number	of	individuals	to	mu‐
tate	with	a	magnitude	of	geometrical	change	defined	by	mutation	strength.	Convergence	criteria	
is	an	early	exit	criteria.	Values	used	for	initialization	are	presented	in	Table	7.		
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1	 Initialization.	
2	 If	IC	=	1:	Boundaries	for	first	generation,	go	to	step	5.	
3	 If	1<	IC	<	MI:	Boundaries	for	non‐first	generation,	GA	mechanics,	go	to	step	5.	
4	 If	IC	=	MI:	Go	to	step	12.	
5	 Generate	parallelepipeds,	add	RP	to	restricted	workspace	list,	NnD	sort.	
6	 If	RP	is	on	front:	Discard	parallelepiped,	go	to	step	2.	
7	 Else:	Add	parallelepiped	to	population.		
8	 If	PC	<	PS:	Go	to	step	2.	
9	 Else:		
10	 	 IC	=	IC	+1,		
10	 	 	 If	CC	=	True:	Go	to	step	12.	
11	 	 	 Else:	Go	to	step	2.	
12	 Find	global	best.	

	

Fig.	6	Pseudocode	of	the	genetic	search	algorithm	
	

Table	7	Search	algorithm	variables	and	their	initial	values	
GA	‐	variables	 Unit Value	
Max.	iteration	number	(MI)	 ‐ 100	
Population	size	(PS) ‐ 20	
Reproduction	frequency	(RF)	 % 10	
Crossover	frequency (CF)	 % 60	
Mutation	frequency	(MF)	 % 30	
Mutation	strength	(MS)	 ‐ 0.1	
Convergence	criteria (CC)	 ‐ 10	

	
	 To	generate	a	parallelepiped	a	random	corner	point	and	two	edge	lengths	describing	a	paral‐
lelogram	 in	 the	Y	=	0	plane	were	created.	The	 third	dimension	was	added	by	extrusion	of	 the	
parallelogram	in	Y	direction.	For	the	first	iteration	different	boundary	conditions	to	restrict	par‐
allelepiped’s	sizes	closely	to	the	allowed	region	were	used	as	for	the	following	iterations.	In	the	
first	iteration	parallelepiped’s	sizes,	positions	and	orientations	were	generated	by	Eqs.	2‐8:	

ݔ ൌ ݔሼ݈ܴܽ݁݉݀݊ܽݎ  500, ௫ݔ െ 500ሽ	 (2)

ݕ ൌ 0	 (3)

ݖ ൌ ݖሼ݈ܴܽ݁݉݀݊ܽݎ  500, ௫ݖ െ 500ሽ	 (4)

݈ ൌ ,ሼ0݈ܴܽ݁݉݀݊ܽݎ 1ሽ ∙
௫ݔ െ ݔ

2
	 (5)

݈ ൌ ,ሼ0݈ܴܽ݁݉݀݊ܽݎ 1ሽ ∙
௫ݖ െ ݖ

2
	 (6)

݈ ൌ ,ሼ0݈ܴܽ݁݉݀݊ܽݎ 1ሽ ∙
௫ݔ െ ݔ

2
	 (7)

߮ ൌ ,ሼ0݈ܴܽ݁݉݀݊ܽݎ 	ሽߨ (8)

where	x,	y,	z	are	the	biggest	parallelogram’s	corner	point	coordinates,	φ	is	its	orientation	about	
the	Y	axis	and	la,	lb	and	lc	are	the	associated	parallelepiped’s	edge	lengths.	xmin,	xmax,	zmin	and	zmax	
are	the	extreme	points	of	the	accuracy	contour	in	X,	Y	and	Z	direction.	As	the	workspace	is	rota‐
tionally	symmetrical	xmin	and	xmax	are	used	as	extreme	points	in	Y	direction	and	only	one	orienta‐
tion	has	to	be	considered	variable.	

After	 a	 parallelepiped	 was	 created	 and	 positioned	 in	 the	 robot’s	 workspace,	 its	 reference	
points	were	added	to	the	restricted	workspace	point	cloud,	whereby	corner	points	of	extruded	
corners	were	projected	to	the	Y	=	0	plane.	Because	of	the	concave	shape	of	the	accuracy	contour	
also	edge	points	had	to	be	checked	by	the	contour	criteria,	therefore	three	equidistant	reference	
points	were	created	on	each	edge	and	added	to	the	restricted	workspace	point	cloud.	Then	re‐
gional	non‐dominated	sorting	was	applied	on	the	extended	point	cloud.	If	a	reference	point	was	
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found	non‐dominated	 it	was	 located	outside	of	 the	allowed	 space	and	a	workpiece	 containing	
such	a	point	would	 fall	outside	of	 the	robot’s	suitable	milling	region.	To	avoid	bad	 individuals	
proceeding	 to	 the	next	 generation,	 every	parallelepiped	 that	 failed	 the	above	 criteria	was	dis‐
carded	and	a	new	one	was	created	instead.	After	as	many	acceptable	parallelepipeds	as	defined	
by	population	size	were	created,	they	were	sorted	by	relevance,	where	bigger	volume	was	con‐
sidered	better.		

For	the	following	iterations	GA	mechanisms	selection,	reproduction,	crossover	and	mutation	
were	applied	to	create	new	generations	of	parallelepipeds.	For	reproduction,	only	the	best	indi‐
viduals	from	the	last	generation	were	used.	If	multiple	individuals	were	tied,	a	random	selection	
among	them	was	made.	In	crossover	each	individual	from	the	last	generation	could	participate	
multiple	times.	To	avoid	reproduction	an	individual	could	never	be	crossed	with	itself	and	at	last	
one	 gene	was	 exchanged	by	 the	parents.	 Eqs.	 9‐15	were	used	 to	 generate	 new	 individuals	 by	
mutation,	 where	 index	 old	 defines	 the	 selected	 variables	 old	 value	 and	 MS	 defines	 mutation	
strength.	Each	individual	from	the	last	generation	could	participate	in	mutation	with	same	prob‐
ability.		

ݔ ൌ ௗݔ  ,ሼെ100݈ܴܽ݁݉݀݊ܽݎ 100ሽ ∙
௫ݔ
ݔ

∙ 	ܵܯ (9)

ܻ ൌ 0	 (10)

ݖ ൌ ௗݖ  ,ሼെ100݈ܴܽ݁݉݀݊ܽݎ 100ሽ ∙
௫ݖ
ݖ

∙ 	ܵܯ (11)

݈ ൌ ݈,ௗ  ,ሼെ100݈ܴܽ݁݉݀݊ܽݎ 100ሽ ∙
௫ݔ

ݔ
∙ 	ܵܯ (12)

݈ ൌ ݈,ௗ  ,ሼെ100݈ܴܽ݁݉݀݊ܽݎ 100ሽ ∙
௫ݖ
ݖ

∙ 	ܵܯ (13)

݈ ൌ ݈,ௗ  ,ሼെ100݈ܴܽ݁݉݀݊ܽݎ 100ሽ ∙
௫ݔ

ݔ
∙ 	ܵܯ (14)

߮ ൌ ߮ௗ  ,ሼ0݈ܴܽ݁݉݀݊ܽݎ ሽߨ ∙ 	ܵܯ (15)

	 The	optimization	loop	was	repeated	until	a	parallelepiped	was	found	to	be	the	best	for	same	
iteration	 count	 as	 defined	 by	 convergence	 criteria	 or	 until	 maximum	 iteration	 number	 was	
reached.	On	 completion	 the	algorithm	returned	 the	parallelepiped	with	 the	biggest	 volume	as	
the	optimization	target.	The	biggest	parallelepiped	represents	the	size,	position	and	orientation	
of	the	biggest	workpiece	that	can	be	milled	with	the	chosen	accuracy	with	the	discussed	robot.		
	 In	the	first	run	the	algorithm	did	not	converge	with	the	defined	settings.	Workpieces	still	in‐
creased	in	size	from	generation	to	generation,	indicating	space	for	improvement.	For	this	reason	
an	efficiency	mechanism	was	built	 into	the	code,	generating	a	restart	file	if	maximum	iteration	
number	was	reached	before	convergence	criteria.	From	the	restart	file	a	new	optimization	run	
could	be	started	with	 the	 individuals	 from	the	 last	generation	of	 the	previous	run	adopted	 for	
the	initial	generation	of	the	new	optimization	run.	In	our	case,	six	optimization	runs	were	per‐
formed	to	find	the	target	workpiece.	

Locations	of	two	most	opposite	corner	points	of	the	biggest	workpiece	found	by	the	applied	
genetic	algorithm	are	Ax	=	2000.23	mm,	Ay	=	‐1162.99	mm,	Az	=	1963.87	mm	and	Gx	=	1354.13	mm,	
Gy	=	1162.99	mm,	Gz	=	292.81	mm.	Edge	lengths	la,	lb	and	lc	are	la	=	1002.44	mm,	lb	=	1486.24	mm	
and	lc	=	2325.98	mm,	where	la	is	the	distance	between	two	corner	points	on	the	same	edge	of	the	
parallelepiped	in	X	direction	and	it	 is	rotated	by	angle	φ	about	the	Y	axis	 in	counter	clockwise	
direction	in	front	view,	lb	is	the	distance	between	two	corner	points	on	the	same	edge	of	the	par‐
allelepiped	in	Z	direction	and	it	is	rotated	by	angle	φ	about	the	Y	axis	in	counter	clockwise	direc‐
tion	in	front	view	and	lc	is	the	distance	between	two	corner	points	on	the	same	edge	of	the	paral‐
lelepiped	 in	 Y	 direction.	Workpiece	 rotation	 about	 the	 Y	 axis	 is	φ	 =	 3.37°.	 The	 volume	 of	 the	
workpiece,	calculated	as	the	product	of	its	edge	lengths	is	3.47	×	109	mm3.		
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The	workpiece	is	presented	in	Fig.	7.	Graphics	on	the	left	hand	side	show	workpiece	size,	po‐
sition	and	orientation	in	the	robot’s	complete	workspace,	while	graphics	on	the	right	hand	side	
show	 the	 same	workpiece	 in	 the	 robot’s	workspace	without	 singularities.	Accuracy	 contour	 is	
plotted	in	Y	=	0	plane	only.	Dexterity	in	blend	colours	is	used	for	workspace	presentation,	but	for	
size,	position	and	orientation	 search	only	 the	accuracy	contour	marked	 in	black	was	 relevant.	
For	each	case	figures	are	presented	in	default,	front	and	in	top	view.	
	

	

	

	

	

	

	

	

	

	

	

	

	

Fig.	7 Optimized	workpiece	in	the	robot’s	workspace	with	accuracy	contour:	with	singularity	points	(left),	
												without	singularity	points	(right)	

4. Conclusion 

The	article	demonstrates	a	methodology,	based	on	innovative	algorithms,	to	isolate	a	refined	sub	
region	in	a	robot’s	complete	workspace	that	allows	milling	with	suitable	accuracy.	A	parallelepi‐
ped	 shaped,	 maximum	 sized	 workpiece	 and	 its	 position	 and	 orientation	 in	 a	 robot’s	 refined	
workspace	were	 found	as	an	example,	but	any	arbitrary	shaped	object	or	a	number	of	objects	
can	be	positioned	into	the	refined	region	instead	by	using	the	proposed	method.		



Determination of accuracy contour and optimization of workpiece positioning for robot milling 
 

 The presented methodology can also be applied to robotic mechanisms in different manufac-
turing environments. Instead of defining the accuracy contour by milling measurements, other 
machining processes to create performance contours can be used. Contours for a robot’s posture 
accuracy for grasping and positioning, measurement accuracy contours for tolerance control of 
big welded parts and many more can be created to optimally restrict a robot’s workspace. Some 
analytical performance measures that can be used for contour generation were also discussed in 
this article.  

It is to be noted that complex contour shapes may require a different extraction approach 
than the regional non-dominated sorting algorithm presented in this article. The algorithm could 
be used because of simplicity of the accuracy contour, containing only two inflection points that 
were easy to identify and was tailored for quick contour extraction as it was intended to serve as 
the optimization function for the search algorithm. A general contour extraction algorithm 
would consider each point from the initial point cloud more often and would be less suitable for 
workpiece size and placement optimization. 

Genetic algorithm was applied for workpiece size, position and orientation search, because of 
good results reported for similar problems by other authors. Discard penalty was introduced for 
individuals violating the accuracy contour criteria. Because of the penalty each new iteration 
took longer to complete as workpieces from earlier generations were closer to contour bounda-
ries and discarded more often. An algorithm with faster convergence is being developed, allow-
ing a more general contour generation algorithm to be used as optimization function. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	paper	discusses	the	capabilities	of	industrial	computed	tomography (CT)
in	 the	 field	 of	 dimensional	measurement	 of	 products	with	 close	 tolerances.
Computed	tomography	is	a	method	that	allows	inspection	and	measurements	
of	both	reachable	and	unreachable	characteristics	which	makes	it	very	desir‐
able	 and	 interesting	 for	 application	 in	wide	 range	 of	 industries.	 In	 order	 to	
evaluate	 the	 quality	 of	measurement	 results	 obtained	 by	 industrial	 CT,	 two	
objects	 with	 the	 same	 geometry,	 and	 made	 from	 different	 materials,	 were	
measured.	Results	obtained	with	CT	were	compared	with	the	results	obtained	
by	 coordinate	 measuring	 machine,	 which	 were	 considered	 to	 be	 reference	
values,	 and	 deviations	 between	 the	 results	 have	 been	 analysed.	 Measure‐
ments	were	repeated	five	times	under	repeatability	conditions.	Repeatability	
is	 expressed	 quantitatively	 in	 terms	 of	 the	 dispersion	 characteristics	 of	 the	
results.	 Statistical	 analysis	 showed	 that	 in	majority	 of	 cases,	 there	were	 no
statistically	 significant	 differences	 between	 measurement	 results	 of	 equal	
characteristics	 obtained	 at	 different	 materials.	 Obtained	 deviations	 in	 the	
research	 could	 be	 explained	 by	 the	 fact	 that	 the	 measurements	 were	 per‐
formed	at	the	 industrial	CT	for	general	applications.	Much	better	results	can	
be	achieved	by	using	a	metrology	CT	device.	
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1. Introduction 

Computed	 tomography	 (CT)	 is	 a	method	 that	uses	X‐ray	 in	 order	 to	obtain	 information	about	
inner	 and	outer	 geometry	 and	 characteristics	 of	 inspected	 objects.	 It	 is	 a	well‐known	method	
and	has	been	used	in	medicine	and	material	 inspection	for	over	30	years	but	its	application	in	
dimensional	measurements	began	only	about	10	years	ago	[1].	 It	 is	a	method	with	a	 lot	of	ad‐
vantages,	which	makes	 it	 very	desirable	 for	 industrial	 purposes	of	 dimensional	measurement.	
Nowadays,	requirements	on	precision	and	accuracy	of	production	are	more	rigorous	and	ever‐
increasing.	There	is	also	a	growing	need	for	measurement	of	objects	with	more	complex	geome‐
try	 and	 forms	 [2,	 3].	 Except	 standard	materials	 recognized	 in	 the	 industry	 field,	which	 refers	
mostly	to	metals	and	alloys,	great	importance	is	given	to	application	of	new	materials	with	bet‐
ter	properties	and	possibilities.	The	emphasis	is	on	the	use	of	different	types	of	polymers,	and	in	
connection	to	that,	different	manufacturing	methods.	In	addition	to	classical	metal	cutting	meth‐
ods,	use	of	additive	manufacturing	technology	is	also	increasing.	Development	and	implementa‐
tion	of	 additive	 technologies	 requires	development	 and	 application	of	 non‐destructive	 inspec‐
tion	and	measurement	methods.	For	that	reason,	the	application	of	industrial	CT	systems	is	be‐
coming	the	basic	and	foremost	requirement	[4].	
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The	most	 significant	 advantage	of	 computed	 tomography	 is	 the	possibility	 of	 getting	 infor‐
mation	about	internal	and	external	dimensions	of	inspected	object,	at	the	same	time,	with	only	
one	scanning	process	and	without	the	need	to	destroy	the	object	[3,	5].	Another	advantage,	com‐
pared	to	other	inspection	methods,	is	the	fact	that	it	is	suitable	for	inspection	of	parts	in	assem‐
bled	state	without	disassembling	them	[1].	This	is	of	great	importance	in	cases	when	all	parts	in	
disassembled	state	are	manufactured	correctly,	but	do	not	work	properly	after	being	assembled.	
Furthermore,	industrial	CT	systems	enable	both	dimensional	measurements	and	material	analy‐
sis	to	be	conducted	on	the	same	model.	This	is	especially	important	when	new	materials	are	used	
in	a	production	process.	As	such,	CT	systems	are	very	desirable	in	many	different	industries.		

However,	apart	from	many	advantages,	CT	dimensional	measurement	method	has	also	some	
disadvantages.	The	main	problem	for	 its	usage	 in	 the	 field	of	dimensional	measurement	 is	 the	
fact	that	measurement	uncertainty	of	results	is	not	evaluated,	due	to	the	many	influential	factors	
in	the	whole	measurement	process	[6].	This	means	that	metrological	traceability	is	not	achieved.	
In	 order	 to	 assess	measurement	 uncertainty,	 influence	 parameters	 need	 to	 be	 identified	 and	
classified.	 Classification	 of	 influence	 parameters	 can	 be	 done	 in	 many	 different	 ways.	 Wel‐
kenhuyzen	et	al	[7]	proposed	dividing	influence	parameters	to:	influence	of	X‐ray	source,	influ‐
ence	of	rotation	table	and	workpiece,	influence	of	detector	and	data	processing	parameters.	Fur‐
thermore,	Hiller	and	Reindl	[8]	divide	influence	parameters	into	five	groups:	CT	system,	method,	
test	object,	environment	and	human.	Another	classification	of	influence	parameters	can	be	pro‐
posed,	according	to	the	step	of	measurement	process.	Since	the	whole	CT	measurement	process	
can	be	divided	into	three	sub‐processes,	where	the	first	sub‐process	implies	scanning	of	the	in‐
spected	part,	the	second	one	3D	model	generation	and	the	third	consist	of	conducting	measure‐
ments	 on	 reconstructed	 model,	 influence	 parameters	 can	 be	 classified	 into	 three	 subclasses:	
parameters	influencing	the	CT	scanning	process,	parameters	influencing	reconstruction	process	
and	parameters	influencing	measurement	of	the	model	(Fig.	1).	CT	dimensional	measurements	
are	 limited	by	possibilities	of	CT	scanning	device,	as	well	as	by	software	 tools	used	 for	recon‐
struction	and	data	processing,	meaning	 that	operator	has	great	 influence	on	measurement	 re‐
sults	and	measurement	uncertainty	of	obtained	results.	Operator	 influence	 is	present	through‐
out	the	whole	CT	measurement	process,	e.g.	during	selection	of	CT	setups	or	placing	object	on	
rotational	 table,	 choosing	 filters	 in	 3D	 reconstruction	 and	 in	 data	 evaluation,	 and	 in	 selecting	
measurement	approach	and	mathematical	algorithm	to	 fit	 the	simple	geometry	objects.	At	 the	
moment,	use	of	CT	device	for	industrial	measurements	largely	depends	on	operator’s	experience	
and	knowledge.	For	 this	reason,	estimation	of	measurement	uncertainty	 is	essential	and	of	ut‐
most	importance,	as	well	as	defining	standard	procedures	for	CT	measurements.		

	
Fig.	1	Influence	parameters	in	CT	dimensional	measurements	
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The	authors	 [8‐10]	evaluate	measurement	uncertainty	 in	several	ways:	according	 to	GUM	‐	
Guide	 to	 the	Expression	of	Uncertainty	 in	Measurement	 [11],	where	 influence	of	 all	 parameters	
that	affect	measurement	system	has	to	be	determined;	with	use	of	computer	simulation	[12]	or	
by	 empirical	methods	 that	 involve	 use	 of	 calibrated	workpieces	 i.e.	 substitution	method	 [13].	
Some	authors	use	the	maximum	permissible	error	value	(MPE)	as	an	estimator	of	measurement	
uncertainty.		
	 	This	paper	researches	capabilities	of	industrial	CT	device	for	purposes	of	dimensional	meas‐
urements.	Two	cylinders	with	the	same	geometry,	made	of	two	different	materials	were	meas‐
ured	and	observed.	Chosen	cylinder	geometry	represents	object	where	difference	in	dimensions	
in	 different	 axes	 is	 significant,	 which	 makes	 it	 interesting	 for	 the	 research.	 Experimental	 re‐
search	 consisted	 of	 dimensional	 measurements	 of	 samples	 with	 usage	 of	 tactile	 coordinate	
measuring	 machine	 (CMM)	 and	 CT	 scanning	 of	 investigated	 objects.	 Results	 obtained	 by	 CT	
measurements	are	expressed	and	observed	as	deviations	from	tactile	coordinate	measurement	
results	which	are	considered	to	be	reference	values.	Also,	statistical	analyses	of	obtained	results	
were	conducted.		

2. Materials and method 

2.1 Measurement object 

Measurements	were	conducted	on	two	specially	shaped	cylinders	as	shown	in	Fig.	2.	
The	 idea	behind	 the	design	of	 such	 an	object	was	 to	 create	 an	object	 that	will	 allow	 for	 as	

many	different	types	of	measurement	and	geometrical	characteristics	as	possible.	Since	the	ob‐
ject	material	has	 in	previous	researches	 [7,	8]	been	 identified	as	one	of	 the	major	parameters	
that	influence	results,	objects	for	this	experiment	have	been	made	from	two	significantly	differ‐
ent	materials	in	terms	of	material	density.	Cylinder	1	is	made	of	polyamide	6	(PA	6)	whose	den‐
sity	is	1.4	g/cm3,	and	cylinder	2	is	made	of	aluminium	with	approximately	twice	as	high	density,	
2.7	 g/cm3.	 The	 object	 was	 dimensioned	 based	 on	 recommendations	 for	 overall	 penetration	
depth	of	an	installed	CT	system	[14].	Furthermore,	because	of	the	fact	that	measurement	is	con‐
ducted	by	fitting	simple	geometry	objects	(planes,	spheres,	cylinders,	etc.),	the	idea	was	to	con‐
struct	such	an	object	where	numerous	relationships	between	different	simple	objects	could	be	
investigated	and	measured.	Except	dimensional	characteristics,	the	object	 is	suitable	for	meas‐
urement	and	investigation	of	different	geometrical	characteristics.	In	this	research,	only	dimen‐
sional	 characteristics	were	 observed.	 Those	were	 following	 six	 different	 characteristics:	 outer	
diameter	D,	inner	diameter	d,	cylinder	length	h,	distance	between	two	holes	l1,	distance	between	
a	 plane	 and	 the	 centre	 of	 a	 hole	 l2	 and	distance	 between	planes	 l3.	 Fig.	 3	 shows	 a	 drawing	 of	
measured	objects	with	the	observed	measurands.	
	
	

a) b)

Fig.	2	Measured	objects:	a)	Cylinder	1;	b)	Cylinder	2		
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Fig.	3	Measured	object	with	noted	measurands 

2.2 CMM measurement method 

Reference	measurements	were	conducted	by	coordinate	measuring	machine	Tesa	Micro	Hite	3D	
shown	in	Fig.	4	and	measurements	were	done	in	software	CMM	Manager	3.6.	

Measurement	 results	 with	 related	 measurement	 uncertainties	 are	 given	 in	 Table	 1.	 Meas‐
urement	uncertainty	in	CMM	measurements	can	be	conducted	in	a	few	ways	[15,	16],	here	CMM	
measurement	uncertainty	evaluation	is	performed	in	accordance	with	the	Supplement	1	to	the	
‘Guide	to	the	Expression	of	Uncertainty	in	Measurement’—Propagation	of	Distributions	Using	a	
Monte	Carlo	Method	which	is	abbreviated	as	JCGM	101	[12].		
	

	
Fig.	4	Coordinate	measuring	machine	Tesa	Micro	Hite	3D	

	

Table	1	Reference	values	for	cylinder 

Measurand	 Symbol	
Measured	results,	mm

Cylinder	1	
Measured	results,	mm	

Cylinder	2	

Expanded	measure‐
ment	uncertainty	U,	
k	=	2,	P	=	95	%	,	µm	

Cylinder	length	 h	 89.992 90.066 3	
Outer	diameter	 D	 29.986 30.016 3	
Inner	diameter	 d	 6.010 6.006 3	

Distance	between	two	holes l1	 65.030 64.972 3	
Distance	between	a	plane	
and	the	centre	of	one	hole	

l2	 9.982	 10.019	 3	

Distance	between	planes l3	 24.005 23.932 3	

2.3 CT measurement method  

Whole	CT	measuring	process	 consists	 of	 CT	 scanning	process,	 3D	modelling	process	 and	data	
evaluation	process.	CT	scanning	was	conducted	on	Nikon	X	TH	225	(Fig.	5),	equipped	with	225	
kV	microfocus	X‐ray	source	with	a	 tungsten	target	and	14	bit	Varian	4030	Flat	Panel	Detector	
[17].	
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Fig.	5	Industrial	CT	device	–	Nikon	X	TH	225	

	

Measurement	process	for	each	cylinder	was	repeated	five	times,	while	all	parameters	during	
scanning	process	were	kept	constant.	Measurements	were	taken	in	the	same	day,	by	 the	same	
operator,	on	the	same	measurement	device	i.e.	under	repeatability	conditions.	Quality	of	results	
depends	on	quality	of	2D	images	[18],	which	means	that	CT	system	setup	is	of	great	importance.	
Since	there	is	no	prescribed	standard	for	conduction	of	CT	measurements,	scanning	settings	are	
based	on	operator’s	knowledge	and	experience.	Considering	the	object’s	geometry,	size	and	ma‐
terial,	different	setups	were	determined	for	each	cylinder	(given	in	Table	2).	Also,	a	slightly	tilted	
orientation	of	object	during	scanning	process	was	applied.	

Object	was	placed	on	polystyrene	fixture,	invisible	for	the	chosen	scanning	setups.	The	same	
fixture	was	used	for	both	cylinders	ensuring	the	same	position	of	cylinder	1	and	cylinder	2	dur‐
ing	scanning	process.	Object	orientation	during	scanning	process	can	be	seen	in	Fig.	6.		
	

Table	2	Scanning	parameters	
Parameter Unit Cylinder	1 Cylinder	2

X‐ray	source	voltage	 kV 90 205	
X‐ray	source	current	 µA 45 130	
Copper	filter	thickness	 mm ‐ 3	
Number	of	projections	 ‐ 1000 1000	
Source	detector	distance	 mm 984.27 984.27	
Source	object	distance	 mm 339.51 339.51	
Geometrical	magnification	 ‐ 2.90 2.90	
Detector	size	 pixel		pixel	 3192		2296	 3192		2296	
Pixel	size	 µm 127 127	

	
	

	
Fig.	6	Display	of	object	during	scanning	process 

3. Results and discussion 

In	 order	 to	 estimate	 capabilities	 of	 industrial	 CT	 in	 the	 field	 of	 dimensional	measurement	 of	
products	with	close	 tolerances,	measurements	of	 inspected	samples	were	conducted	using	the	
same	measurement	 approach	 in	CMM	and	CT	measurements.	The	approach	considered	 fitting	
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simple	geometry	objects	such	as	planes	and	cylinders	using	the	Gaussian	method,	where	all	ob‐
servations	were	 focused	 on	 observing	 relations	 between	 different	 combinations	 of	 those	 two	
simple	objects.	What	was	observed	were	dimensions	of	outer	and	inner	cylinders,	distances	be‐
tween	two	planes,	distance	between	two	cylinders	and	distance	between	cylinder	and	plane,	as	
shown	in	Table	3.	All	measurements	were	conducted	in	good	thermal	conditions	(t	=	20	°C	±	1	°C).	

Scaling	correction	of	CT	data	sets	has	been	performed	using	the	calibrated	ball	bar	where	dis‐
tance	between	two	ruby	spheres	on	carbon	rod	was	used	to	correct	the	nominal	voxel	size.	

CT	measurements	were	repeated	five	times	and	results	are	shown	in	Table	4	as	the	arithme‐
tic	mean	of	measured	results	̅ݔ	with	given	standard	deviation	s	for	each	measurand	and	for	each	
cylinder.		
	

Table	3	Measurement	strategies	used	for	the	volumetric	data	evaluation	
Measurand	 Symbol Measurement	strategy

Cylinder	length	 h Plane‐plane	
Outer	diameter	 D Cylinder	
Inner	diameter	 d Cylinder	
Distance	between	two	holes l1 Cylinder‐cylinder
Distance	between	plane	and	centre	of	one	hole l2 Plane‐cylinder	
Distance	between	planes	 l3 Plane‐plane	

	
	

Table	4	CT	measurement	results	with	given	standard	deviation	for	both	cylinders		

	 Cylinder	1	 Cylinder	2	

	 	mm	ݔ̅ s,	mm	 	mm	,ݔ̅ s,	mm	
D	 29.966	 0.006 30.011 0.003	
d	 06.019	 0.002 06.013 0.002	
h	 89.951	 0.020 90.043 0.006	
l1	 65.032	 0.002 64.975 0.001	
l2	 09.957	 0.024 10.001 0.032	
l3	 24.012	 0.015 23.942 0.017	
	
Fig.	7	presents	deviations	between	results	obtained	by	CT	and	CMM	measurements.	Devia‐

tions	 are	 expressed	 as	 differences	 between	 CT	 measurements	 and	 reference	 CMM	 measure‐
ments	and	are	given	in	micrometers	for	each	observed	measurand	and	for	each	cylinder.	

	

	 	
Fig.	7	Deviation	between	CT	and	CMM	results	for	cylinder	1	and	cylinder	2	

	

First,	the	diameters	of	simple	fitted	features	were	observed:	cylinders.	The	outer	diameters	of	
inspected	parts	were	observed	as	outer	cylinders,	where	the	obtained	results	were	in	both	cases	
lower	than	reference	values,	meaning	that	all	deviations	were	negative.	Slightly	better	results,	in	
terms	of	deviation	 from	reference	values,	were	obtained	 in	cases	when	outer	diameter	of	 alu‐
minium	cylinder	was	inspected.	Measurements	of	 inner	diameter	of	hole	d,	showed	similar	be‐
haviour	 in	cases	when	measuring	 inner	diameter	of	 the	two	cylinders.	Deviations	equalled	ap‐
proximately	10	micrometers,	where	amounts	 larger	 than	reference	values	were	obtained	with	
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CT,	which	resulted	in	positive	deviations.	Similar	results	were	also	obtained	in	[8]	where	outer	
and	 inner	 diameters	 of	 observed	 stainless	 steel	 cylinder	were	 inspected.	 Obtained	 deviations	
were	in	range	from	(–0.008	to	0.014)	micrometers	where	also	different	directions	of	deviations	
have	been	noticed	when	measuring	outer	and	inner	diameters.	Different	directions	of	deviations	
when	measuring	inner,	as	opposed	to	outer	diameters,	can	be	explained	through	threshold	val‐
ue.	 If	 chosen	 threshold	 value	was	 greater	 than	 the	 optimum	value,	 outer	 diameters	would	 be	
smaller	than	actual	size	i.e.	inner	diameters	would	be	greater	than	real	value	and	vice	versa	[19].	

Secondly,	distances	between	different	combinations	of	 simple	 fitted	objects	were	observed.	
When	observing	cylinder	length	h,	defined	as	distance	between	border	objects’	planes,	the	big‐
gest	deviation	from	reference	value	was	obtained.	Such	result	can	be	explained	by	the	measure‐
ment	 approach	 where	 length	 is	 observed	 as	 distance	 between	 two	 planes	 parallel	 to	 X‐ray	
source.	In	that	case,	noise	appears	on	the	borders	of	inspected	part	and	in	this	case,	presence	of	
noise	on	border	planes	affects	object	length.	In	both	cases	CT	results	were	lower	than	reference	
values	which	resulted	in	negative	deviations.	Furthermore,	such	negative	deviations	in	cylinder	
length	also	can	be	attributed	to	the	chosen	threshold	value.		

In	the	case	when	distance	between	two	holes	was	observed,	characteristic	l1,	small	or	even	no	
deviation	between	obtained	results	was	expected.	No	matter	what	the	inner	diameter	amounts	
(which	depends	on	determined	 threshold),	 the	distance	between	 two	holes	 remains	 the	same.	
This	is	why	measurement	of	the	distance	between	two	holes	(or	two	spheres)	is	often	used	for	
scale	 error	 correction	 [20].	 The	 expectations	were	 proved.	 In	 both	 cases	 obtained	 deviations	
were	the	lowest	in	comparison	to	other	results.		

When	analyzing	results	of	distance	between	a	plane	and	a	hole,	marked	with	l2,	similar	behav‐
iour	was	 observed	 as	 in	 case	 of	 cylinder	 length	h,	 despite	 the	 fact	 that	 different	 relations	 be‐
tween	simple	objects	were	observed.	Considering	the	fact	that	l2	is	defined	as	the	length	between	
border	plane	and	an	 inner	hole	 (where	border	noise,	which	has	a	great	 impact	on	results,	 ap‐
peared)	higher	deviations	in	results	were	expected.	Also,	when	observing	length	h,	higher	devia‐
tion	was	obtained	in	case	of	cylinder	1.	Therefore,	higher	deviations	were	again	expected	in	case	
of	cylinder	1.	A	lot	more	noise	was	present	in	measuring	polymer	cylinder,	which	implies	impact	
of	object	material	on	measurement	results.	

One	 more	 measurand	 was	 observed,	 distance	 (l3)	 between	 two	 planes	 perpendicular	 to	
planes	 that	 define	 object’s	 overall	 length.	Relying	on	 results	 obtained	 in	 the	 case	when	h	was	
observed,	which	was	also	defined	as	distance	between	two	planes,	the	same	behaviour	of	results	
as	 in	 case	 of	 cylinder	 length	 was	 expected.	 Obtained	 deviations	 were	 positive	 in	 both	 cases,	
which	 is	 contrary	 to	 expectations.	 Similar	 behaviour	 was	 also	 observed	 in	 [10]	 where	 two	
lengths	 (LT	 and	LF)	 on	 a	dose	 engine	made	 from	brass	were	measured.	The	measurement	 ap‐
proach	was	held	in	the	same	way	i.e.	lengths	were	determined	as	distances	between	two	parallel	
planes.	Observed	distances	were	perpendicular	to	each	other,	same	as	here	with	distances	h	and	
l3.	Explanation	can	be	seen	in	position	of	observed	characteristic,	related	to	beam	radiation.	

Furthermore,	 the	 standard	deviations	and	arithmetic	means	of	 the	 two	samples	were	 com‐
pared	using	the	F	test	and	the	T	test.	By	applying	the	F	test	it	was	determined	that	standard	de‐
viations	 do	 not	 significantly	 differ	 (p	>	 0.05)	 except	 in	 case	 of	measuring	 the	 cylinder	 length.	
Reason	for	that	can	be	found	in	measurement	approach.	In	total,	five	scans	of	each	cylinder	were	
made.	Cylinder	length	was	defined	as	distance	between	two	planes	which	were	fitted	to	data	by	
random	selection	of	points.	Results	are	given	in	Table	5.	Furthermore,	T	test	was	conducted	and	
results	are	given	in	Table	6.	

	

Table	5	Results	of	F	test	for	all	measurands	
Measurand p‐value	

Outer	diameter,	D	 p	=	0.208	
Inner	diameter,	d	 p	=	1	
Cylinder	length,	h	 p	=	0.039	
Distance	between	two	holes,	l1 p	=	0.208	
Distance	between	plane	and	hole,	l2 p	=	0.591	
Distance	between	two	planes,	l3 p	=	0.814	
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Table	6	Results	of	conducted	T	test 
Measurand p‐value	

Outer	diameter,	D	 p	=	0.001	
Inner	diameter,	d	 p	=	0.153	
Cylinder	length,	h	 p	=	0.126	
Distance	between	two	holes,	l1 p	=	0.347	
Distance	between	plane	and	hole,	l2 p	=	0.706	
Distance	between	two	planes,	l3 p	=	0.775	

	
Because	the	p‐values	are	larger	than	reasonable	choice	of	α	=	0.05,	there	is	no	significant	evi‐

dence	to	reject	the	null‐hypothesis	stating	that	arithmetic	means	are	equal.	In	the	case	of	meas‐
uring	outer	diameters,	 the	p‐value	 is	 less	 than	alpha	risk,	meaning	there	 is	a	significant	differ‐
ence	between	arithmetical	means.	In	majority	of	cases,	results	of	equal	characteristics	obtained	
from	different	materials	are	comparable.	It	can	be	concluded	that	deviations	from	referent	val‐
ues	of	all	characteristics,	except	cylinder	length	obtained	at	cylinder	1,	are	approximately		25	
µm.	Pooled	experimental	standard	deviation	sp	was	estimated	and	equals	16	µm.	Higher	deviations	
could	be	explained	by	 the	 fact	 that	 the	measurements	were	performed	at	an	 industrial	CT	 for	
general	applications.	Significantly	better	results	can	be	achieved	using	a	metrological	CT	device.	

4. Conclusions 

Computed	tomography	has	numerous	advantages,	which	makes	it	very	desirable	for	dimension‐
al	measurements	and	quality	control	in	wide	range	of	industries.	However,	lack	of	metrological	
traceability	and	accepted	procedures	still	prevents	its	wider	use.	In	order	to	define	capabilities	
of	industrial	computed	tomography	in	the	field	of	dimensional	measurements	two	objects	with	
the	same	geometry,	made	 from	different	materials,	were	measured.	Selection	of	materials	and	
dimensions	as	well	as	objects	design	was	conducted	in	order	to	cover	interesting	and	frequently	
used	materials	in	industries.		
	 Measurements	 of	 six	dimensional	 characteristics	were	 conducted	using	 the	 same	measure‐
ment	approach	in	both	the	CMM	and	CT	measurements.	Results	were	observed	and	presented	as	
deviations	 from	CMM	results,	which	were	 considered	 to	be	 reference	 values.	Obtained	 results	
are	in	agreement	with	previous	researches.	Deviations	from	referent	values	of	all	characteristics,	
except	cylinder	length	obtained	at	cylinder	1,	are	approximately		25	µm.	Pooled	experimental	
standard	deviation	sp	was	estimated	and	is	equal	to	16	µm.	Higher	deviations	could	be	explained	
by	the	fact	that	the	measurements	were	performed	at	an	industrial	CT	for	general	applications.	
Much	better	results	can	be	achieved	by	using	a	metrological	CT	device.	Also,	the	standard	devia‐
tions	and	arithmetic	means	of	the	two	samples	were	compared	using	the	F	test	and	the	T	test.	By	
applying	 the	F	 test	 it	was	determined	 that	 standard	deviations	do	not	 significantly	differ	 (p	>	
0.05)	except	when	measuring	the	cylinder	length.	Reason	for	that	can	be	found	in	measurement	
approach.	By	applying	 the	T	 test	 it	was	determined	 that	arithmetic	means	do	not	 significantly	
differ	 (p	>	0.05)	 except	 in	 case	when	measuring	 the	outer	diameters.	Explanation	of	 obtained	
results	can	be	given	through	selection	of	threshold	value.		
	 Considering	 the	 fact	 that	 a	 CT	 device	 offers	 simultaneous	 examination	 of	more	 properties	
(dimensional	characteristics,	material	analysis),	growing	application	and	implementation	of	CT	
systems	in	industry	is	expected.	However,	the	measurement	uncertainty	of	results	needs	to	be	
assessed,	 so	 the	 further	 researches	 should	 be	 focused	 on	 its	 evaluation.	 Considering	 the	 re‐
quirements,	it	is	advised	that	further	researches	are	undertaken	using	Monte	Carlo	simulations.	
A	bigger	emphasis	should	be	placed	on	identifying	and	eliminating	systematic	errors,	as	well	as	
on	developing	measurement	procedures	with	the	aim	of	minimizing	operator	influence.		
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A B S T R A C T	   A R T I C L E   I N F O	

With	a	goal	to	evaluate	accuracy	of	kidney	stone	models	created	from	medical	
images,	comparison	of	computer‐generated	models	against	3D	scanned	model	
is	 performed.	 Computer‐generated	 models	 are	 made	 using	 6	 free	 and	 one	
commercial	software	 for	medical	 images	obtained	by	computed	tomography	
(CT)	 with	 a	 slice	 thickness	 of	 5	 mm.	 Digitized	 volume	 of	 the	 same	 kidney	
stone	was	obtained	after	its	surgical	removal	and	digitized	using	a	contactless	
3D	scanner	ATOS	Compact	Scan.	Due	 to	 the	 complexity	of	kidney	 stone,	 the	
scanned	 reference	 model	 is	 not	 completely	 identical	 to	 real	 surgically	 re‐
moved	stone	from	a	patient.	High	maximum	deviation	is	positioned	mainly	in	
the	areas	where	the	actual	kidney	stone	is	not	scanned.	The	average	surface	
deviation	is	in	the	range	of	0.24354	mm	to	0.44719	mm.	Results	reveals	that	
the	accuracy	of	 the	 computer‐generated	models	depends	on	quality	of	 algo‐
rithms	for	 tissue	segmentation	 implemented	 in	a	particular	software	and	on	
the	skill	of	user.	All	 software	enabled	us	 to	create	a	3D	model	of	 the	kidney	
with	 clearly	 visible	 position	 of	 a	 kidney	 stone	 inside,	 accurate	 enough	 for	
planning	the	operation.	It	is	possible	to	get	a	higher	model	accuracy	by	reduc‐
ing	the	slice	thickness	during	medical	imaging;	however,	it	increases	the	dose	
of	radiation.	Therefore,	it	is	necessary	to	individually	determine	the	optimum	
balance	between	the	required	quality	of	 images	and	the	amount	of	radiation	
that	the	patient	is	exposed	to	during	recording.		
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1. Introduction 

Medical	procedures	like	radiological	diagnosis	have	become	less	invasive	and	more	informative.	
3D	visualization	and	image	processing	plays	an	important	role	in	radiological	diagnostics	and	is	
of	major	importance	for	many	clinical	disciplines	[1].	The	ability	to	create	models	from	medical	
images	can	be	used	in	different	ways.	One	of	them	is	monitoring	of	growth	or	reduce	anomalies	
and	diseases	of	 the	body.	Using	 the	 same	parameters	when	 creating	 the	model	 from	different	
time	 periods	 enables	 easy	 visualization	 of	 changes	 in	 the	 body,	 allowing	 doctors	 quickly	 and	
easily	diagnose	the	patient's	condition	[2].	Generation	of	three‐dimensional	models	from	medi‐
cal	images	in	combination	with	rapid	prototyping	technology	enables	the	production	of	individ‐
ual	specific	model	tissue	as	well	as	creating	custom	prosthesis	in	a	simple	and	fast	way	[3].	The	
reconstructed	3D	models	can	provide	valuable	medical	information	and	powerful	diagnostic	tool	
for	 surgeons	 to	understand	 the	 complex	 internal	 anatomy	of	 the	patient	 [4].	 Shim,	Gunay	and	
Shimada	 in	 their	 scientific	 paper	Three‐dimensional	 shape	 reconstruction	of	 abdominal	 aortic	
aneurysm	 came	 to	 conclusion	 that	 specific	 patient's	 three‐dimensional	 model	 can	 be	 created	
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with	less	than	5%	deviation	with	the	use	of	15	CT	images	with	a	section	distance	of	5	mm.	Such	
level	of	error	is	small	enough	for	the	purpose	of	medical	diagnosis	[5].	These	models	in	combina‐
tion	with	3D	scanning	also	can	be	use	in	some	non‐medical	applications	like	forensic	medicine,	
passenger	 safety	 and	 crash	analysis	 [6].	 In	 this	 paper	we	 attempt	 to	 examine	 the	 efficacy	and	
accuracy	of	different	programs	for	generating	3D	models	from	medical	images.	Models	of	kidney	
stone	generated	from	medical	images	obtained	by	computerized	tomography	(CT)	are	individu‐
ally	compared	to	the	reference	model	of	kidney	stone.	The	reference	kidney	stone	was	removed	
from	a	patient	by	surgery	and	scanned	with	high‐precision	contactless	3D	scanner.	For	testing	
the	accuracy,	it	is	convenient	to	have	a	reference	model.	The	kidney	stone	is	very	suitable	since	it	
can	be	recorded	in	high	quality	with	medical	devices,	later	physically	removed	and	then	meas‐
ured.	The	kidney	stone	can	be	even	visually	compared	with	3D	printed	model	generated	 from	
medical	images.	Estimating	the	accuracy	of	the	generated	model	provide	helpful	information	in	
future	 approach	 to	 3D	 segmentation	 of	 kidney	 area	 and	 in	 selection	 of	 software	with	 enough	
capabilities.	

2. Materials and methods 

2.1 Inputs 

Data	that	we	used	to	create	reference	and	computer	model	came	from	CT	DICOM	images	of	kid‐
ney	stone	but	also	from	physically	removed	kidney	stone	from	a	patient.	CT	best	images	dense	
bones,	which	makes	 it	very	suitable	 for	recording	a	kidney	stone	since	stone	density	 is	mostly	
very	 similar	 to	 bone.	 It	 can	 be	 surgically	 removed	 and	 digitized	 in	 order	 to	 create	 a	 referent	
model	 for	 comparison	 with	 other	models	 obtained	 from	 the	 computer	 generation	 of	 medical	
images.	 The	 necessary	 medical	 images	 for	 computer‐generated	 models	 of	 kidney	 stones	 are	
made	by	standard	abdominal	two	channels	CT	scan	device	Siemens	Somatom	Emotion	16	with	a	
slice	thickness	of	5	mm.	In	order	to	create	a	reference	digitalized	volume	for	comparison,	kidney	
stone	had	to	be	surgically	removed	from	the	patient's	body.	

	
Fig.	1	CT	section	of	the	abdomen	with	highlighted	region	of	kidney	stone	

2.2 3D Scanning 

For	digitizing	volume	of	kidney	stone	non‐contact	3D	scanner,	ATOS	Compact	Scan	developed	by	
GOM	GmbH	was	 used.	 It	 has	 one	 sensor	 head	 340	 ×	 130	 ×	 230	mm	dimension	 and	 supports	
measuring	areas	from	35	×	30	mm	to	1000	×	750	mm,	allowing	fast	scanning	while	still	deliver‐
ing	high‐quality	measurement	data.	ATOS	captures	an	objects	full	surface	geometry	and	primi‐
tives	 precisely	 in	 a	 dense	point	 cloud	or	 polygon	mesh	with	 point	 spacing	 from	0.021	mm	 to	
0.615	mm.	It	is	widely	utilized	in	various	industries,	and	can	measure	different	object	sizes,	sur‐
face	finishes	and	shape	complexities	from	450	mm	to	1200	mm	working	distance	[7].	The	sys‐
tem	is	fast,	has	an	accuracy	of	up	to	30	μm,	but	is	very	sensitive	to	glare	brightness	[8].	
	 The	 reference	 model	 is	 made	 by	 scanning	 surgically	 removed	 kidney	 stone.	 The	 scanning	
process	is	composed	of	several	steps	such	as	devices	and	model	preparation,	the	scanning	and	
processing	of	the	obtained	values	in	the	computer	program	[9].	Before	the	scanning	process,	for	
the	more	accurate	results,	 the	calibration	of	 the	system	is	performed.	Calibration	 is	done	with	
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the	help	of	the	calibration	plate.	The	most	important	part	of	calibration	plate	are	holes	with	larg‐
er	diameter,	which	must	be	set	in	the	view	field	of	two	cameras.	The	quality	of	the	preparation	
directly	affects	the	quality	of	the	output.	Optical	scanner	has	problems	to	collect	data	points	in	
holes	of	small	diameter,	what	causes	errors	in	the	assessment	of	the	position	and	diameter	[10].	
	 Selecting	the	best	position	for	scanning	is	very	important	especially	for	complex	cases	such	as	
kidney	stones.	Supports,	which	can	be	standard	or	 individually	designed	 for	 the	needs	of	each	
scan,	are	often	used	to	adjust	the	position	of	model.	Sometimes	it	is	necessary	to	scan	the	subject	
in	many	ways,	and	choose	the	best	result	[8].	
	

	
Fig.	2	Scanning	kidney	stone	with	ATOS	Compact	Scan	

	
Fig.	3	Scanning	a	kidney	stone	

	
	 Fig.	2	and	Fig.	3	show	the	way	in	which	we	recorded	a	kidney	stone.	Prior	to	scanning	 it	 is	
necessary	to	set	the	reference	point.	The	reference	points	are	self‐adhesive	labels	applied	to	the	
object,	support	and	work	surface.	It	serves	as	a	link	between	the	individual	subjects	shooting	at	
different	angles.	The	reference	points	consist	of	white	dots	on	a	black	background	which	allows	
them	great	contrast.	The	appearance	of	points,	and	the	way	they	are	set	are	also	visible	in	pre‐
sented	figures.	
	 After	 the	 object	 and	 equipment	 preparation,	 scanning	 is	 performed	 with	 the	 guidance	 of	
software	support	and	manually	moving	the	device	around	of	the	scanned	object.	The	number	of	
positions	necessary	 for	a	 full	 scan	of	 the	object	depends	on	 its	complexity,	and	can	amount	 to	
several	times.	According	to	Barbero	B.	R.	and	Ureta	E.S.	in	their	paper	Comparative	study	of	dif‐
ferent	 digitization	 techniques	 and	 their	 accuracy,	 digitization	 on	 small	 pieces	 and	 those	with	
sudden	changes	in	their	shape	remains	difficult	in	those	parts	that	are	visible	but	difficult	to	ac‐
cess.	 It	 is	necessary	to	make	several	passes	for	their	digitization,	which	considerably	increases	
noise	in	the	mesh	[8].	After	kidney	stone	is	scanned,	it	is	necessary	to	process	the	collected	data.	
The	 program	 creates	 a	 mesh	made	 of	 triangles	 from	 collected	 points	 which	 form	 a	 cloud.	 In	
ATOS	Professional	created	model	of	kidney	stone	can	be	processed,	and	it	is	advisable	to	remove	
unnecessary	parts	of	mesh	model	that	is	recorded	by	the	scanner.	Complete	processing	of	object	
was	 performed	 in	 the	 program	GOM	 Inspect	 V7.5	 SR2	which	 is	 the	manufacturer	 of	 the	 used	
scanner.	

	
Fig.	4	Created	model	with	all	scanned	parts	
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	 Fig.	 4	 shows	 the	workspace	 of	 the	 program	 GOM	 Inspect	 and	 appearance	 of	 kidney	 stone	
model	immediately	after	scanning.	The	model	can	have	many	unnecessary	parts	around	such	as	
supports	and	work	surface,	while	at	the	same	time	there	are	places	with	missing	parts.	
	 Small	stone	size	in	combination	with	complex	shape	causes	a	lack	of	some	part	of	information	
during	the	scanning	so	the	referent	model	could	not	be	closed	completely.	It	takes	a	lot	of	skill	
and	experience,	to	obtain	usable	model	from	such	a	scan.	

2.3 Generating a model from medical images 

To	generate	models	from	medical	images	requires	the	appropriate	computer	software	designed	
for	this	purpose.	There	are	a	lot	of	available	software	used	for	medical	purposes,	some	of	them	
are	very	expensive	and	professional	and	some	are	free	open	source	software.	Software	that	were	
used	 in	 this	work	were	 professional	 3D	 Doctor	 and	 6	 free	 open	 source	 software’s:	 3D	 Slicer,	
3DIM	Viewer,	In	Vesalius,	ITK‐SNAP,	Mia	Lite,	OsiriX.		
	 When	generating	models	from	medical	images	first	we	created	the	region	of	interest.	Region	
of	 Interest	–	ROI	 is	 created	due	 to	 the	restriction	of	 the	area	 in	 the	picture	where	we	want	 to	
perform	segmentation	and	allows	us	to	create	models	only	of	the	desired	part.	Segmentation	is	a	
function	that	automatically	generates	the	contour	of	the	desired	object	at	all	2D	images	in	which	
it	is	located.	The	threshold	is	an	interactive	tool,	in	the	process	of	segmentation,	which	shows	the	
desired	object	 in	medical	 images	by	setting	upper	and	 lower	 threshold	brightness.	Thus	sepa‐
rates	the	object	from	the	entire	volume.	Surface	rendering	is	the	creation	of	three‐dimensional	
polygon	mesh	 for	 the	 accurate	 representation	of	 the	model.	 A	polygon	mesh	 can	be	 stored	 in	
different	 3D	 formats	 such	 as	 IGES	 –	 Initial	 Graphics	 Exchange	 Specification	 and	 STL	 –	 Stereo	
lithography.	

3D – Doctor 4.0 

After	 loading	DICOM	files	and	previously	 reslice	of	 images	by	one	of	 the	axes,	 interactive	seg‐
mentation	was	performed.	Reslice	function	provides	visibility	of	certain	features	that	would	be	
difficult	 to	see	 in	 the	original	 format.	Using	 these	 functions	can	override	 the	 limitations	of	 the	
recording	device.	Results	of	 the	reslice	 function	 is	reducing	the	cascade	model	and	more	accu‐
rate	models.	The	models	were	created	without	and	with	the	reslice	function,	with	all	other	fac‐
tors	unchanged,	 in	order	to	assess	the	manufacturer's	claim	that	reslice	 function	 increases	the	
accuracy	 of	 the	model.	 Reslice	 function	 creates	 new	 cross	 sections	with	 a	much	 smaller	 slice	
thickness	using	a	mathematical	algorithm	interpolation.	Resliced	image	is	stored	on	in	the	new	
image	 file	TIFF	–	Tagged	 Image	File	Format.	TIFF	 is	a	 format	 for	storing	high‐quality	graphics	
and	allows	saving	multiple	images	in	a	single	file.	After	the	original	CT	images	were	loaded	into	
the	 program,	 there	 where	 available	 106	 sections,	 and	 only	 a	 very	 small	 number	 of	 sections	
where	the	kidney	stone	was	visible.	Reslice	enabled	segmentation	to	511	images,	and	the	slice	
thickness	was	reduced	from	5	mm	to	0.734	mm,	Fig.	5.		

After	creating,	the	model	is	exported	in	STL	format.	The	program	offers	a	choice	of	types	of	
STL	files:	ASCII	STL	or	Binary	STL.	Due	to	its	characteristics	and	advantages,	the	Binary	STL	for‐
mat	was	selected.	

	
Fig.	5	3D	Doctor	‐	Left	reslice	model	and	right	model	without	reslice	function	
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3D SLICER 4.3.1 

Module	Welcome	to	Slicer	is	used	to	load	medical	images.	To	get	the	model	from	only	a	specific	
part	of	 the	 image,	 it	 is	necessary	to	cut	the	desired	part.	By	 inclusion	the	option	ROI	visibility,	
rectangle	that	indicates	the	part	of	the	image	that	we	want	to	maintain	is	set.	The	segmentation	
module	requires	Editor	which	has	the	tool	Threshold	Effect.	The	selected	section	will	fill	colour	
(green),	and	 if	 the	 fulfilment	of	 the	section	 is	poor	 it	 is	necessary	to	change	the	boundaries	 to	
achieve	the	best	possible	fulfilment.	After	achieving	satisfactory	fulfilment,	the	module	for	creat‐
ing	the	model	is	used.	To	create	the	model,	we	use	the	module	Model	Maker	that	can	be	called	
from	the	menu	of	modules	or	with	previously	used	modules	Editor.	
	 Smooth	option	adjusts	the	smoothness	of	the	model,	but	it	affects	the	accuracy	of	the	model	
and	should	be	used	with	caution.	When	saving	models,	we	cannot	influence	the	quality	and	accu‐
racy	of	 the	model,	but	 it	 is	possible	 to	 choose	between	several	 types	of	 formats	of	3D	models	
such	as	VTK	–	Visualization	Toolkit,	PLY	–	Polygon	File	Format	and	STL,	Fig.	6.	

	
Fig.	6	Created	model	in	3D	Slicer	

3DimViewer 2.0 

After	 loading	DICOM	 files,	 the	program	automatically	 offers	 the	possibility	 to	 create	 region	of	
interest	 (ROI).	 The	 best	 way	 for	 segmentation	 is	 setting	 the	 threshold.	 Tool	 for	 setting	 the	
threshold	is	available	without	licensing	additional	segmentation	plugins.	The	tool	has	the	ability	
to	choose	the	 lowest	 level	of	brightness	 in	the	picture	and	the	highest	new	brightness	to	 form	
the	model.	Clicking	on	 the	edge	part	of	kidney	stone	 lower	 threshold	 is	 set	while	 the	upper	 is	
possible	to	leave	the	maximum	value.	Segmentation	is	done	with	command	Perform	Threshold‐
ing	and	segmented	parts	are	painted	red.	Following	command	Upgrade	Model	Creation	was	used	
to	 create	 the	model,	by	which	 the	model	 is	 smoothed.	The	model	obtained	 from	current	 com‐
mand	Create	Surface	Model	gave	poor	results	because	the	model	is	very	sharp,	Fig.	7.	To	obtain	a	
more	accurate	model	the	most	important	parameters	are	properly	adjusted	Smoothing	and	low‐
er	threshold	brightness.	When	saving	model,	there	is	no	possibility	of	further	quality	adjustment	
and	selecting	the	type	of	format.	The	model	can	be	saved	only	in	the	STL	format.	For	the	purpos‐
es	of	this	study	we	used	only	publicly	available	commands.	For	better	results	 it	 is	advisable	to	
buy	additional	modules	for	segmentation.	

	
Fig.	7	Left	model	without	upgrading	and	right	model	with	upgrade	Model	Creation	
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In Vesalius 3.0 – Beta 

Tools	in	the	program	are	arranged	in	the	order	that	is	destined	to	create	the	model.	After	down‐
loading	the	file,	user	needs	to	set	option	Threshold.	The	program	offers	already	defined	bounda‐
ries	for	tissues	such	as	bones,	skin	and	muscles,	but	also	offers	manual	control.	In	our	example,	
manual	 setting	of	 the	boundaries	was	used.	After	viewing	all	 the	sections	and	detailed	adjust‐
ment	of	 threshold,	model	was	created	using	 the	command	Create	surface.	Because	 the	area	of	
interest	 is	not	marked,	 a	 created	model	 contains	all	other	bones	beside	 the	kidney	 stone.	The	
program	offers	several	possibilities	for	separation:	selection	of	largest	separated	area,	manually	
selection	one	of	the	separated	area,	automatic	separation	of	all	separated	areas	and	creation	of	
separate	model	for	each	individual	part.	The	manual	selection	of	the	separated	area	is	selected	
because	the	kidney	stone	is	not	the	largest	separated	area.	Automatic	separation	of	the	all	sur‐
faces	 is	not	 suitable	because	program	will	 create	model	 for	all	bones	and	other	parts	 that	has	
similar	density	 to	kidney	stone.	By	running	 tools	Select	 regions	of	 interest	and	clicking	on	 the	
kidney	 stone	 in	 the	window,	kidney	was	 separated	and	a	new	model	 is	automatically	 created,	
Fig.	8.	Saving	to	the	computer	is	possible	in	several	types	of	formats.	

	
Fig.	8	The	created	model	with	In	Vesalius	software	

ITK Snap 2.4.0 

After	 loading	 the	medical	 images,	 in	 the	menu	Main	Toolbox	 the	Snake	ROI	 tool	 is	 selected.	 It	
uses	interactive	rectangles	and	allows	accurate	adjustment	region	of	interest	in	all	respects.	Af‐
ter	adjustment	of	the	rectangle,	in	the	Tool	Options	menu	Segment	3D	tool	is	selected.	It	initiates	
a	process	of	automatic	segmentation	of	the	project	that	includes	only	part	of	the	image	selected	
by	region	of	interest.		
	 After	determining	the	region	of	interest,	it	is	necessary	to	process	the	image,	in	other	words	
to	separate	the	desired	element	from	the	rest	of	the	image.	The	program	works	on	the	principle	
of	developing	a	balloon	from	the	circle	to	the	contour	that	represents	a	kidney	stone	in	a	particu‐
lar	section.	Spreading	the	contours	is	defined	by	a	mathematical	formula	at	every	point,	and	pa‐
rameters	of	the	equation	depend	on	the	parameters	of	the	spread	curve	(Snake	parameters).	It	is	
necessary	to	set	up	as	many	balloons	in	the	inside	area	of	kidney	stone.	After	setting	of	all	pa‐
rameters,	begins	the	process	of	spreading	balloons	and	creating	contour	that	eventually	form	a	
model.	Large	number	of	iterations	is	carried	out,	and	a	way	of	creating	a	model	is	visible	in	steps,	
Fig.	9.	Saving	model	is	possible	in	a	number	of	different	formats	of	3D	models	such	as	VTK,	STL	
and	BYU.	

	
Fig.	9	Created	model	with	ITK	Snap	software	
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Mia Lite 2.1 

Adjusting	 smoothness	of	 the	model	 is	 done	with	 the	 Smoothing	Factor	 option.	With	 the	 small	
changes	of	Smoothing	Factor,	a	great	impact	on	the	accuracy	of	the	model	is	visible,	Fig.	10.	On	
the	kidney	stone	that	is	created	with	a	very	small	factor	of	smoothness	of	0.11	a	large	cascade	of	
model	is	visible,	while	stone	with	the	smoothness	factor	of	0.3	loses	one	of	his	parts.	Therefore,	
it	is	necessary	to	use	this	factor	very	carefully.	

 

Fig.	10	Influence	of	smoothness	factors	on	the	model:	1)	Smoothing	factor	0.11;	2)	Smoothing	factor	0.15;	
									3)	Smoothing	factor	0.3;	4)	Smoothing	factor	0.42	

OsiriX 5.6 

After	loading	the	medical	images,	tool	for	segmentation	Grown	Regions	(2D	/	3D	Segmentation)	
is	 started.	The	 tool	 includes	 several	 algorithms	 for	 segmentation.	Before	making	a	model,	 it	 is	
necessary	 to	 change	 the	pixel	 values	outside	 the	area	of	 interest,	 so	 that	 the	 created	model	 is	
limited	to	the	desired	area,	Fig.	11.	This	would	suggest	deletion	of	all	the	rest	of	the	image	and	
sections	that	do	not	contain	created	area	of	interest.	Tool	used	for	changing	the	pixel	values	was	
Set	Pixel	Values	 to.	The	brightness	 level	 of	 all	 pixels	outside	 the	ROI	 is	 set	 to	 the	value	 ‐1024	
which	represents	the	absolute	black	level	of	brightness.	Software	perceived	that	as	a	void.		

	
Fig.	11	The	model	created	in	OsiriX	in	the	Microsoft	Windows	environment	

2.4 Comparison in GOM inspect 

For	comparison	of	the	scanned	kidney	stone	and	models	obtained	from	medical	images,	a	com‐
puter	program	GOM	Inspect	V7.5	SR2	 is	used.	GOM	Inspect	 is	a	 free	computer	program	devel‐
oped	by	GOM	GmbH.	In	addition	to	serving	as	a	computer	support	for	3D	scanning	process,	it	has	
the	ability	to	repair	the	scanned	model,	to	measure	it	and	to	compare	scanned	model	with	other	
models.	Due	to	the	complex	shape	and	size	of	 the	kidney	stone	there	are	some	differences	be‐
tween	 the	 scan	 and	 the	 actual	model	 that	 should	be	 taken	 into	account	when	 considering	 the	
results	 of	 the	 comparison.	 In	GOM	 Inspect	 scanned	models	 have	 a	 name	Actual	 Elements	 and	
they	are	shown	in	grey	colour,	while	all	other	elements	subsequently	imported	into	the	program	
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are	marked	as	Nominal	Elements	and	shown	in	blue	colours,	Fig.	12.	Before	comparing	the	actu‐
al	and	nominal	elements,	alignment	of	elements	is	executed.	Alignment	can	be	divided	into	pre‐
alignment	 and	main	 settlement.	 Each	 alignment	 has	 several	methods	 that	 can	 be	 selected	de‐
pending	on	the	needs.	Tool	for	pre‐alignment	contains	several	options.	
	 Option	CAD	allows	selection	of	nominal	elements,	while	option	Actual	mesh	selects	the	actual	
elements	 that	will	 go	 into	 the	 process	 of	 alignment.	 After	 aligning,	 the	models	were	 analysed	
with	tools	for	inspection,	and	reports	were	created.	Search	time	allows	to	select	a	time	for	calcu‐
lating	 the	 alignment.	 To	 place	 the	 elements	 in	 proper	 form	we	 can	 use	 additional	 help	 point	
function	and	set	a	several	points	on	the	same	positions	on	real	and	nominal	element.	Using	the	
function	Compute	additional	best	fit,	software	calculates	the	best	position	for	precise	alignment.	
After	 the	 pre‐alignment,	 software	 provides	 information	 on	 the	 average	 deviation	 surface	 of	
models.	This	deviation	depends	on	the	performance	of	tools	for	alignment,	and	is	not	the	refer‐
ence	data	about	the	overall	accuracy	of	the	model.	Because	the	model	has	very	complex	shape	
the	main	 alignment	 cannot	 be	 ascertained,	 i.e.	 it	 does	 not	 contribute	 to	 better	 alignment.	 The	
only	possible	inspection	of	model	is	a	surface	deviation	between	the	real	and	the	nominal	model.	
	

	
Fig.	12	Aligned	Actual	element	(scanned	model)	in	grey	
color	and	Nominal	element	(imported	model)	in	blue	

	

	
Fig.	13	Deviation	with	specific	values	

	
	 The	function	Separate	surface	comparison	per	CAD	group	allows	the	separation	of	deviations	
inspection	for	each	loaded	nominal	model.	The	function	Actual	mesh	selects	the	actual	elements	
that	will	enter	the	 inspection	process.	With	the	parameter	Max.	distance	determines	the	maxi‐
mum	distance	between	the	points	of	real	and	nominal	element	that	will	be	taken	into	account.	
All	 deviations	greater	 than	 the	maximum	distance	parameters	 are	not	 taken	 into	 account	 and	
they	will	be	indicated	in	grey	on	visual	display.	Tool	for	inspection	of	area	deviation	displays	the	
results	in	visual	form	on	the	silhouette	of	the	nominal	model	and	the	range	of	colours	shows	the	
deviation	values.	Positive	values	indicate	the	nominal	model	surface	that	is	below	the	surface	of	
the	real	model,	while	negative	values	indicate	the	nominal	model	of	the	surface	that	is	above	the	
actual	model.	The	grey	colour	indicates	the	area	that	is	not	compared	because	of	the	lack	of	the	
part	of	real	model.	
	 Tool	Deviation	Label	sets	points	on	a	visual	representation	of	where	we	want	to	know	exactly	
the	amount	of	deviation.	Fig.	13	shows	a	visual	representation	of	the	variation	in	several	points	
with	specific	values	in	millimetres.	

3. Results and discussion  

To	bring	 the	conclusions,	we	analyse	several	parameters	 for	each	software	used	 in	 this	paper,	
Table	1.	For	better	visibility,	the	test	results	are	grouped	in	Tables	2	and	3.	Software	showed	that	
despite	the	simplicity	of	generating	model,	setting	threshold	and	smoothness	has	the	major	im‐
pact	on	model	accuracy.	For	exact	model	the	parameters	of	the	lower	threshold	and	Smoothness	
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option	factors	needs	to	be	set,	but	each	parameter	has	a	very	large	impact	on	the	model	and	is	
difficult	to	coordinate	them.	The	lower	threshold	level	gives	a	more	accurate	model	of	the	shape	
but	increases	the	model	dimensions	and	make	him	very	cascade.	A	smoothness	factor	has	a	sig‐
nificant	impact	on	model	shape.	Even	small	increase	of	the	smoothness	factor	removes	parts	of	
the	model.	The	picture	shows	the	influence	of	smoothness	factor	on	model	shape	with	a	constant	
parameter	of	the	lower	threshold	of	brightness	that	is	140.		

Model	3	from	Fig.	14	was	selected	as	the	most	accurate	because	it	contains	all	the	parts	of	the	
kidney	stone	although	GOM	Inspect	is	not	rated	it	as	a	model	with	the	lowest	average	deviation	
of	surface.	The	results	of	comparison	with	OsiriX	software	show	satisfactory	deviation	on	large	
area	of	the	model,	except	where	the	program	created	a	dent	deeper	than	8	mm.	Visual	inspection	
reveals	 mathematical	 nature	 of	 the	 dent	 and	 that	 it	 occurred	 during	 the	 interpolation	 while	
model	was	generated.	The	 largest	 surface	area	difference	between	 the	used	software’s	 is	8.16	
cm2,	 largest	model	volume	difference	is	2.02	cm3.	Maximum	deviation	above	the	surface	of	the	
real	model	is	9.983	mm	(3D‐Doctor)	and	8.457	mm	under	the	actual	model	(MiaLite).	

	
Fig.	14	Models	obtained	by	software	Mia	Lite	–	1)	Smoothing	factor	0.5;	2)	Smoothing	factor	0.1;		

																	3)	Smoothing	factor	0.12;	4)	Smoothing	factor	0.15	

Table	1	Result	comparison	of	the	surface	area,	volume	and	deviation	for	all	models	
Software	name		 Surface	area	

(cm2)		
Model	volume	
(cm3)	

The	average	surface	
deviation	(mm)	

The	maximum	deviation	
of	the	area	under	the	
actual	model	(mm)	

Maximum	deviation	
above	the	surface	of	
the	real	model	(mm)	

3D‐Doctor	 20.67	 4.68	 0.24354	 7.583	 9.983	
Slicer		 22.20	 5.56	 0.43737	 3.303	 9.953	
3DimViewer		 24.23	 5.51	 0.29845	 3.350	 6.751	
InVesalius		 21.22	 4.92	 0.24515	 2.359	 9.480	
ITK‐SNAP		 25.85	 6.35	 0.44607	 8.039	 9.612	
MiaLite		 28.83	 6.70	 0.44719	 8.457	 8.086	
OsiriX		 22.53	 5.00	 0.25507	 2.387	 8.483	

	
Table	2	Results	for	3D‐Doctor,	Slicer	and	3Dim	Viewer	software	

Software	 3D‐Doctor	 Slicer	 3DimViewer	
With	Reslice	 Without	Reslice	 	

Length	/	width	/	model	height	
[mm]	

33.69/29.32/40.
83	

33.33/28.92/39.84	 32.52/32.04/29.50	 34.37/31.68/44.67	

Volume	of	model	(cm3)	 4.68	 4.49	 5.56	 5.51	
Surface	area	(cm2)	 20.67	 21.34	 22.20	 24.23	
Number	of	triangles		 11556	 4408	 3074	 1174	
Used	segmentation		 Interactive	

Segment…	
Interactive	Segment…	 Module:	Editor;	

Option:	Threshold	
Effect	

Automatic	Segmenta‐
tion	

The	lower	limit	of	brightness	 1458	 1458	 300	 280	
Smoothness	factor	 no	 no	 10	 4	
Additional	options	/	parame‐
ters	

Used	Option:	
Reslice	

no	 no	 no	

The	average	surface	deviation	
(mm)	

0.24354	 0.33978	 0.43737	 0.29845	

The	maximum	deviation	of	the	
area	under	the	actual	model	
(mm)	

7.583	 8.285	 3.303	 3.350	

Maximum	deviation	above	the	
surface	of	the	real	model	(mm)	

9.983	 9.158	 9.953	 6.751	
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Table	3	Results	for	In	Vesalius,	ITK	SNAP,	Mia	Lite,	Osir	X	
Software	 In	Vesalius	 ITK‐SNAP	 MiaLite	 OsiriX	

MiaLite	‐	selected	 MiaLite	–	minDev	
Length	/	width	/	
model	height	(mm)	

33.44/29.85/41.2
6	

33.34/30.48/45.0
0	

33.81/30.80/44.9
8	

32.98/29.32/44.8
9	

31.12/43.42/34.0
5	

Volume	of	model	
(cm3)	

4.92	 6.35	 6.70	 4.49	 5.00	

Surface	area	(cm2)	 21.22	 25.85	 28.83	 21.65	 22.53	
Number	of	triangles		 2425	 4672	 5076	 4000	 4354	
Used	segmentation		 Manual	threshold	 Intensity	regions	 Threshold	 Threshold	 Threshold	(low‐

er/upper	bounds)	
The	lower	limit	of	
brightness	

400	 158	 140	 1458	 100	

Smoothness	factor	 no	 3.55	 0.12	 0.10	 30	
Additional	options	/	
parameters	

no	 Balloon	force:	0.9	
Curvature	force:	
0.26	

no	 no	 Resolution:	100	%	
Decimate:	0.1	

The	average	surface	
deviation	(mm)	

0.24515	 0.44607	 0.44719	 0.30702	 0.25507	

The	maximum	
deviation	of	the	area	
under	the	actual	
model	(mm)	

2.359	 8.039	 8.457	 9.262	 2.387	

Maximum	deviation	
above	the	surface	of	
the	real	model	(mm)	

9.480	 9.612	 9.998	 8.086	 8.483	

	
	

	
Fig.	15	Surface	matching	of	nominal	and	real	model	on	the	dent	area	

4. Conclusion 

Determination	of	the	most	accurate	computer	generated	model	is	very	challenging	task,	because	
beside	numerical	values	the	deviations	of	models	should	be	also	visually	inspected.	Shape	of	the	
computer‐generated	models	must	 be	 compared	with	 the	 actual	 kidney	 stone	 shape	 to	 decide	
which	 deviation	 can	 be	 ignored.	 Additive	 technologies	 like	 3D	 printing,	 which	 are	 nowadays	
more	 and	more	 in	 the	 application,	 provide	 the	 possibility	 of	 3D	printing	 generated	models	 in	
order	 to	make	 the	 visual	 comparison.	 3D	 printed	models	 obtained	 from	medical	 imaging	 are	
useful	when	planning	surgical	procedures.	Analysis	of	the	results	showed	that	the	software	for	
generating	models	from	medical	images	could	get	models	with	acceptable	accuracy	for	planning	
medical	procedures.	High	maximum	deviation,	above	and	below	the	surface	of	 the	real	model,	
are	positioned	mainly	in	the	areas	where	the	actual	kidney	stone	is	not	scanned	because	of	his	
small	size,	complex	shape	and	limitations	of	Atos	scanning	device.	Deviation	occurs	because	of	
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the inability of computer program GOM Inspect to determine which part of the model surface 
belongs to not scanned part of the kidney stone. Not all used programs have the ability for pro-
cessing and precise joining of medical images obtained from multiple directions. 3D-Doctor is 
the only used software that has the ability to manually merge images from different directions. 
We can assume that specific algorithm for merging images from multiple directions would in-
crease the accuracy of the resulting model. In a future research we have considered the devel-
opment of an interpolation algorithm from several sections directions. Created algorithm will be 
used for an error analysis after automatically merging images from axial, sagittal and coronal 
plane. 
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A B S T R A C T	   A R T I C L E   I N F O	

In	order	to	quantitatively	examine	the	diffusion	process	and	pattern	of	collab‐
orative	 product	 development	 (CPD),	 this	 paper	 puts	 forward	 a	 quantitative	
research	model	 of	 CPD	knowledge	diffusion	based	on	 improved	 cellular	 au‐
tomata.	 In	 light	 of	 the	 idea	 of	 SIS	 epidemic	model	 and	 the	 local	 knowledge	
interaction	characteristic	of	CPD	knowledge	diffusion,	the	influencing	factors	
of	 knowledge	 diffusion	 are	 abstracted	 into	 the	 parametric	 variables	 in	 the	
process	of	knowledge	diffusion,	and	the	knowledge‐SIS	(K‐SIS)	model	is	con‐
structed	based	on	 improved	cellular	automata	 for	CPD	knowledge	diffusion.	
Finally,	 the	K‐SIS	model	 is	simulated	 to	study	 the	diffusion	process	and	pat‐
tern	of	CPD	knowledge,	revealing	the	influence	mechanism	of	CPD	knowledge	
diffusion	 influencing	 factors	 on	 the	 diffusion	 process.	 The	 research	 results	
provide	 valuable	 reference	 for	 improving	 the	 efficiency	 of	 CPD	 knowledge	
diffusion.	
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1. Introduction  

With	the	increasingly	fierce	competition	in	the	product	market,	especially	IT	industry,	pharma‐
ceutical	 industry	 and	 automobile	 industry,	 enterprises	 are	 attaching	 more	 importance	 to	 the	
integration	of	suppliers,	customers	and	other	potential	collaborators	into	product	development.	
Owing	 to	 the	deep	 integration	of	 the	collaborators’	knowledge,	 collaborative	product	develop‐
ment	(CPD)	has	become	an	new	product	innovation	mode	practiced	by	many	enterprises,	such	
as	Apple,	Xiaomi	and	LEGO,	etc.	The	collaborative	product	development	system	(CPDS)	consists	
of	such	collaborative	members	as	suppliers,	customers,	other	potential	collaborators	and	enter‐
prise	professional	product	developers.	Knowledge	exchange	and	diffusion	are	prevalent	 in	 the	
CPDS	owing	to	the	asymmetry	of	the	members	in	the	structure	of	collaborative	production	de‐
velopment	knowledge	(CPD	knowledge)	and	imbalance	between	them	in	the	level	of	knowledge	
stock	 [1].	 CPD	 knowledge	 diffusion	 enables	 each	 member	 to	 fully	 access	 and	 acquire	 the	
knowledge	of	others,	thereby	increasing	the	CPD	knowledge	stock	of	individual	member	and	the	
entire	CPDS.	Meanwhile,	 the	diffusion	of	CPD	knowledge	helps	the	members	complement	each	
other’s	 advantages	 through	 the	 diffusion	 of	 CPD	 knowledge,	 optimizes	 the	 allocation	 of	 CPD	
knowledge	 resource,	 enhances	 the	 technical	 content	 of	 the	CPD	 and	 accelerate	 the	 process	 of	
knowledge	 innovation	 and	product	 development	 [2].	 Therefore,	 the	 efficient	 knowledge	diffu‐
sion	opens	up	an	important	way	to	improve	the	product	development	capacity	of	the	enterpris‐
es,	and	provides	a	key	support	to	the	successful	development	of	new	products.		
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As	an	 integral	part	of	knowledge	management,	knowledge	diffusion	has	been	 followed	and	
studied	 by	 many	 scholars.	 Probing	 into	 the	 effect	 of	 social	 cohesion	 and	 network	 size	 on	
knowledge	 diffusion,	 Reagans	 and	 McEvily	 argue	 that	 it	 is	 easier	 to	 diffuse	 knowledge	 if	 the	
members	of	 society	keep	closer	 ties	and	shorter	distances	 [3].	Kim	and	Park	explore	 the	rela‐
tionship	between	the	structure	of	collaborative	organization	network	and	knowledge	diffusion,	
suggesting	 that	 the	 small‐world	 network	 is	 the	 most	 fair	 and	 efficient	 collaborative	 network	
structure	 for	 knowledge	 diffusion	 [4].	 Setting	 out	 from	 the	motive	 and	 impetus	 to	 knowledge	
diffusion,	 Li	 et	 al.	 point	 out	 that	 the	 knowledge	 potential	 is	 an	 important	 determinant	 of	 the	
speed	and	breadth	of	knowledge	diffusion	 [5].	Based	on	 the	philosophy	of	epidemiology,	Bass	
establishes	the	“epidemic”	model	innovation	diffusion,	and	expresses	the	model	with	mathemat‐
ical	 equations	 [6].	 From	 the	 perspective	 of	 NW	 small‐world	 network,	 Sun	 and	Wei	 build	 the	
knowledge	 diffusion	model	 of	 high‐tech	 enterprise	 alliance,	 and	 explore	 the	 effect	 of	 network	
clustering	coefficient,	characteristic	path	length	and	exchange	frequency	on	the	knowledge	dif‐
fusion	of	the	enterprise	alliance	[7].	Meng	et	al.	adopt	the	multi‐agent	model	of	disease	transmis‐
sion	to	simulate	the	knowledge	diffusion	process	in	the	network	environment	[8].	

Focusing	on	the	influencing	factors,	processes	and	models	of	knowledge	diffusion,	the	above‐
mentioned	literatures	share	two	common	defects:	Firstly,	most	of	them	concentrate	on	the	social	
network,	 the	 interior	 and	 exterior	 of	 enterprises,	 industrial	 clusters,	R	&	D	 team,	 etc.	 but	 few	
pays	attention	to	the	diffusion	of	product	development	knowledge	in	the	collaboration	environ‐
ment	(e.g.	CPDS).	Secondly,	based	on	mathematical	methods,	system	dynamics	and	other	theo‐
retical	methods,	the	majority	of	knowledge	diffusion	models	 lay	too	much	stress	on	the	macro	
features	like	the	speed	and	process	of	knowledge	diffusion,	and	largely	ignore	the	microscopic	
basis	 that	 the	 knowledge	 diffusion	 is	 the	 result	 of	 the	 knowledge	 activities	 between	 the	
knowledge	subjects.	Knowledge	diffusion	is	a	complex	process	in	which	organized	and	complex	
knowledge	 behaviors	 are	 formed	 through	 the	 local	 knowledge	 interaction	 between	 the	
knowledge	 subjects	 [9].	 In	 light	 of	 the	 above,	 this	 paper	 intends	 to	 study	 the	 CPD	 knowledge	
diffusion	by	the	complex	system	modeling	method:	cellular	automata	(CA).	Targeted	at	the	com‐
plex	and	 inenarrable	process	of	CPD	knowledge	diffusion,	 the	author	draws	on	 the	 idea	of	SIS	
epidemic	model,	describes	the	knowledge	exchange	activities	between	knowledge	subjects	and	
collaborative	 teams,	 and	 illustrates	 the	macro	 knowledge	 diffusion	 phenomenon	 of	 the	 entire	
CPDS.	 From	 the	micro‐level	 to	 the	macro‐scale,	 the	 description	 and	 illustration	 are	 clear	 and	
intuitive.	On	this	basis,	the	traditional	CA	model	is	improved,	and	the	quantitative	model	of	CPD	
knowledge	diffusion	 is	 constructed	based	on	 improved	CA.	 The	model	 is	 used	 to	 examine	 the	
process	 and	 pattern	 of	 CPD	 knowledge	 diffusion,	 revealing	 the	 influence	 mechanism	 of	 CPD	
knowledge	diffusion	influencing	factors	on	the	diffusion	process.		

This	paper	aims	to	quantitatively	analyze	the	CPD	knowledge	diffusion	process	and	effective‐
ly	predict	the	diffusion	trend,	which	can	help	managers	to	better	improve	the	management	per‐
formance	of	CPD.	

2. Analysis of CPD knowledge diffusion process  

Knowledge	diffusion	refers	to	the	transfer	and	sharing	of	knowledge	between	different	subjects	
across	 time	 and	 space.	 In	 the	 context	 of	 CPD,	 the	 knowledge	 in	 the	CPDS	 is	 diffused	between	
different	 knowledge	 subjects,	 between	 knowledge	 subjects	 and	 collaborative	 teams,	 and	 be‐
tween	 different	 collaborative	 teams	 [10,	 11].	 During	 the	 diffusion	 of	 CPD	 knowledge,	 the	
knowledge	exchange	happens	between	knowledge	receivers	and	knowledge	transmitters.	Based	
on	 their	 own	demand	of	 knowledge	 and	understanding	of	 transmitters’	 knowledge	 resources,	
receivers	seek	for	in‐depth	exchange	with	transmitters	to	acquire	valuable	knowledge.	Then,	the	
receivers	 digest	 and	 absorb	 the	 acquired	 knowledge,	 internalize	 it	 into	 their	 own	 knowledge,	
and	 transform	 themselves	 into	 knowledge	 transmitters,	 aiming	 to	 spread	 the	 acquired	
knowledge	 to	other	subjects.	 In	addition,	 the	CPDS	 is	a	virtual	organization	 involving	multiple	
units	and	subjects.	 In	 the	 system,	 the	CPD	activities	are	mainly	 implemented	by	virtual	 teams	
that	 closely	 collaborate	with	 each	 other.	 Thus,	 knowledge	 exchanges	 also	 take	 place	 between	
subjects	belonging	to	different	teams,	that	is,	knowledge	diffusion	occurs	both	inside	the	teams	
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and	between	the	teams.	In	this	way,	the	CPD	knowledge	is	eventually	diffused	and	shared	across	
the	CPDS.	

3. Construction of CPD knowledge diffusion model 

3.1 Cellular automata  

Cellular	automata	(CA)	is	a	network	dynamics	model	discrete	in	time	and	space.	The	CA	is	com‐
posed	of	a	finite	number	of	locally	interacting	cells.	At	a	certain	moment,	the	state	of	a	cell	only	
depends	on	its	own	state	and	the	state	of	neighborhood	cells.	As	time	goes,	the	simple	local	rule	
between	the	cells	can	evolve	into	the	complex	global	behavior	of	the	macro	system	[12‐14].	The	
“evolution	from	simple	local	rule	to	complex	global	behavior”	is	one	of	the	unique	strengths	of	
the	CA	model.	Once	it	is	applied	to	knowledge	diffusion,	the	model	will	be	able	to	depict	the	phe‐
nomenon	of	knowledge	diffusion	in	real	system	from	the	microscopic	angle:	simulate	the	local	
knowledge	exchanges	between	subjects	with	simple	rules	and	evolve	 into	 the	macroscopic	re‐
sults	of	global	knowledge	diffusion.	Through	the	control	of	the	initial	parameters,	the	model	can	
simulate	the	diffusion	process	of	different	types	and	forms	of	knowledge,	and	explain	the	influ‐
ence	 of	 factors	 like	 organizational	 characteristics	 and	 knowledge	 subject	 features	 in	 the	
knowledge	diffusion	process.	Therefore,	the	CA	model	is	an	ideal	choice	for	CPD	knowledge	dif‐
fusion	simulation.	

The	CA	can	be	expressed	by	a	four‐tuple:	

ܣܥ ൌ ሺܥ, ܳ, ܸ, 	ሻܨ (1)

where	C	is	the	cell	space;	Q	is	the	cell	state	set;	V	is	the	cell	neighborhood;	F	is	the	cell	state	tran‐
sition	rule.	

3.2 CA model of CPD knowledge diffusion 

A	large	number	of	studies	have	shown	that	the	spread	of	social	phenomena	is	an	infection	pro‐
cess	[15].	In	this	research,	the	CPDS	members	in	possession	of	a	specific	piece	of	CPD	knowledge	
are	regarded	as	“infectors”	and	those	who	do	not	possess	such	knowledge	are	viewed	as	“susce	
ptibles”.	For	a	specific	type	of	CPD	knowledge,	the	“infectors”	can	“infect”	the	“susceptibles”	with	
the	knowledge	so	that	the	latter	acquire	the	knowledge	and	the	ability	to	“infect”	others	with	the	
knowledge.	In	the	meantime,	the	knowledge	“infectors”	may	give	up	the	knowledge	because	of	
their	memory	ability.	There	is	a	certain	probability	for	the	“infectors”	to	transform	into	“suscep‐
tibles”	by	forgetting	the	knowledge.	The	transformation	 is	 the	“restoration	of	health”.	Here,	an	
“infector”	is	denoted	as	I	and	a	“susceptible”	is	denoted	as	S.	In	light	of	the	CA	model	proposed	
above,	 this	 paper	 names	 the	 CPDS	 knowledge	 diffusion	 model	 as	 the	 Knowledge‐SIS	 (K‐SIS)	
model.	

According	to	the	four	elements	of	the	four‐tuple	expression	of	the	CA,	the	K‐SIS	model	is	con‐
structed	as	below.	

Cell	space	ܥ:	Let	ܥ	be	a	2D	cell	space	containing	nxn	cells,	representing	the	entire	CPDS.	The	
cells	 in	ܥ	are	 expressed	 as	ܿሺ݅, ݆ሻ,	 representing	 the	 CPD	 teams	 in	 the	 CPDS.	 Hence,	 can	 be	 ex‐
pressed	as:	

ܥ ൌ ሼܿሺ݅, ݆ሻ|1  ݅  ݊, 1  ݆  ݊ሽ	 (2)

As	 discussed	 before,	 the	 CPD	 are	 mainly	 implemented	 by	 virtual	 teams	 in	 the	 CPDS,	 and	
knowledge	exchanges	occur	between	different	subjects	and	collaborative	teams.	Hence,	this	pa‐
per	sets	each	cell	as	a	CPDS	collaborative	team,	each	containing	a	certain	number	of	knowledge	
subjects.	

Cell	state	set	ܳ:	By	the	above	definition,	each	cell	represents	a	collaborative	team	containing	a	
certain	number	of	knowledge	subjects.	Thus,	the	cell	state	can	be	expressed	by	the	proportions	
of	 knowledge	 infectors	 and	 susceptibles	 in	 the	 cell.	 Let	ܵሺ,ሻ

௧ 	be	 the	 proportion	 of	 knowledge	
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susceptibles	 in	cell	ܿሺ݅, ݆ሻ	at	 the	moment	ݐ,	 and	ܫሺ,ሻ
௧ 	be	 the	proportion	of	knowledge	 infectors,	

and	we	have:	

ܵሺ,ሻ
௧  ሺ,ሻܫ

௧ ൌ 1	 (3)

The	state	of	a	cell	can	be	expressed	by	a	two‐tuple	ݍሺ,ሻ
௧ ൌ ሺܵሺ,ሻ

௧ , ሺ,ሻܫ
௧ ሻ ∈ ܳ.	

Neighborhood	ܸ:	This	paper	uses	a	Moore	neighborhood	with	a	2‐radius.	As	shown	in	Fig.	1,	
the	neighborhood	of	the	central	black	cell	is	expressed	by	the	area	of	the	grids	marked	by	dotted	
lines.	

 
Fig.	1	Moore	neighborhood	with	a	2‐radius	

Transition	rule	ܨ:	During	the	diffusion	of	CPD	knowledge,	there	is	a	certain	probability	for	the	
susceptibles	 to	 transform	 into	 infectors	 after	 acquiring	 knowledge	 from	 the	 infectors	 via	
knowledge	exchanges.	The	infectors	are	either	internal	or	external	to	the	team.	Meanwhile,	the	
infectors	are	transforming	into	susceptibles	at	a	certain	probability	by	forgetting	the	knowledge.	
For	the	K‐SIS	model,	the	core	objective	is	to	obtain	the	proportions	of	susceptibles	and	infectors	
ܵሺ,ሻ
௧ 	and	ܫሺ,ሻ

௧ 	in	the	cell	ܿሺ݅, ݆ሻ.	Through	the	analysis	of	CPD	knowledge	diffusion	process	and	
its	influencing	factors,	the	cell	state	transition	rule	ܨ	can	be	expressed	as:	

ܵሺ,ሻ
௧ ൌ ܵሺ,ሻ

௧ିଵ  ߜ ∙ ሺ,ሻܫ
௧ െ

ூߩ ∙ ܵሺ,ሻ
௧ିଵ ∙ ሺ,ሻܫ

௧ିଵ

ூݒ
െ ܵሺ,ሻ

௧ିଵ ∙ 
ܰሺାఈ,ାఉሻ

ܰሺ,ሻሺାఈ,ାఉሻ∈

∙ ఈఉߤ
 ∙ ሺାఈ,ାఉሻܫ

௧ିଵ 	 (4)

ܵሺ,ሻ
௧ ൌ ሺ1 െ ሻߜ ∙ ሺ,ሻܫ

௧ 
ூߩ ∙ ܵሺ,ሻ

௧ିଵ ∙ ሺ,ሻܫ
௧ିଵ

ூݒ
 ܵሺ,ሻ

௧ିଵ ∙ 
ܰሺାఈ,ାఉሻ

ܰሺ,ሻሺାఈ,ାఉሻ∈

∙ ఈఉߤ
 ∙ ሺାఈ,ାఉሻܫ

௧ିଵ 	 (5)

Where	ܿሺ݅  ,ߙ ݆  	is	ሻߚ a	 neighborhood	 cell	 of	 the	 cell	ܿሺ݅, ݆ሻ;	 ܰሺାఈ,ାఉሻ	and	 ܰሺ,ሻ	are	 the	
number	 of	 knowledge	 subjects	 in	 the	 cell;	ߜ ∈ ሾ0,1ሿ	is	 the	 knowledge	 forgetting	 rate	 of	 CPD	
knowledge	 subjects;	ߩூ ∈ ሾ0,1ሿ	is	 the	 intra‐team	 trust	 level	 between	 the	 CPD	 knowledge	 sub‐

jects;	ݒூ ∈ ሾ1,9ሿ	is	the	intra‐team	knowledge	stickiness;	ߤఈఉ
 ൌ

ఘೠ∙	ഀഁ
ೕ

௩ೠ
	is	the	inter‐team	transfer	

and	 diffusion	 ability	 of	 CPD	 knowledge;	ߩ௨௧ ∈ ሾ0,1ሿ	is	 the	 inter‐team	 trust	 level	 between	 the	
CPD	 knowledge;	ݒ௨௧ ∈ ሾ1,9ሿ	is	 the	 inter‐team	 knowledge	 stickiness;	ܿఈఉ

 ∈ ሾ0,1ሿ	is	 the	 inter‐
team	collaboration	strength.	

For	 the	 inter‐team	 collaboration	 strength,	 this	 paper	 adopts	 the	 second‐order	 extended	
Moore	neighborhood,	which	naturally	leads	to	the	concept	of	“cell	distance”.	If	the	coordinates	of	
a	cell	in	the	cell	space	is	represented	with	a	pair	of	integers	ሺݔ, 	cells	the	between	distance	the	ሻ,ݕ
ܿሺ݅, ݆ሻ	and	ܿሺ݅  ,ߙ ݆  		.distance	Euclidean	in	expressed	be	can	ሻߚ

݀ఈఉ
 ൌ ඥሺݔ െ ାఈሻଶݔ  ሺݕ െ 	ାఈሻଶݕ (6)

The	inter‐team	collaboration	strength	in	the	CPDS	is	defined	as	the	reciprocal	of	the	cell	dis‐
tance.	

ܿఈఉ
 ൌ 1

݀ఈఉ
൘ 	

(7)
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4. Simulation analysis of CPD knowledge diffusion 

4.1 Settings of simulation parameters  

Based	on	the	K‐SIS	knowledge	diffusion	model,	the	trust	level	between	CPD	knowledge	subjects,	
knowledge	stickiness,	 the	 inter‐team	collaboration	strength	and	knowledge	 forgetting	rate	are	
set	as	the	parameters	of	the	simulation	experiment.	The	simulation	aims	to	explore	the	effect	of	
these	influencing	factors	on	CPD	knowledge	diffusion.	Suppose	the	CPD	knowledge	diffusion	cell	
space	contains	20*20	cells,	each	of	which	has	30	knowledge	subjects;	at	 the	 initial	moment	of	
knowledge	diffusion,	the	cell	ܿሺ10,10ሻ	is	the	only	one	that	contains	knowledge	infectors,	i.e.	only	
one	team	in	the	CPDS	possesses	a	specific	type	of	CPD	knowledge.	The	initial	state	is	denoted	as	
ሺଵ,ଵሻݍ
 ൌ ሺ0.3,0.7ሻ,	and	the	simulation	time	ܶ ൌ 100.	
In	this	research,	the	level	of	CPD	knowledge	diffusion	performance	is	measured	by	the	aver‐

age	knowledge	level	and	the	standard	deviation	of	knowledge	level	[16,	17].	At	the	moment,	the	
average	knowledge	level	of	the	collaborative	teams	within	CPDS	is:	

ܭ ௧ܲ ൌ
1
ܰ
݈,௧
∈

	 (8)

	

where	N	is	the	number	of	collaborative	teams;	݈,௧	is	the	amount	of	knowledge	possessed	by	team	
i	at	the	moment	t.	

At	 the	moment	t,	 the	standard	deviation	of	knowledge	 level	ߪܭ௧	reflecting	the	uniformity	of	
knowledge	possessed	by	each	team	is:	

௧ߪܭ ൌ ඨ
1
ܰ
݈,௧

ଶ െ
∈

ܭ ௧ܲ
ଶ	 (9)

	
4.2 Analysis of the effect pattern of influencing factors on CPD knowledge diffusion 

(1)	The	effect	of	trust	level	between	knowledge	subjects	on	CPD	knowledge	diffusion		

In	 the	CPDS,	assume	that	 the	 intra‐team	trust	 level	between	knowledge	subjects	ߩூ ൌ 0.9,	 the	
inter‐team	trust	level	between	knowledge	subjects	ߩ௨௧ ൌ 0.6,	the	intra‐team	knowledge	sticki‐
ness	ݒூ ൌ 3.5,	 the	 inter‐team	 knowledge	 stickiness	ݒ௨௧ ൌ 4.5,	 and	 the	 knowledge	 forgetting	
rate	ߜ ൌ 0.1.	To	disclose	the	effect	of	 trust	 level	on	CPD	knowledge	diffusion,	 the	simulation	 is	
conducted	with	the	initial	trust	levels	of	60	%,	70	%,	80	%,	90	%	and	100	%.	The	simulation	re‐
sults	are	exhibited	in	Fig.	2.	

 

Fig.	2	The	effect	of	trust	level	between	knowledge	subjects	on	CPD	knowledge	diffusion	

Under	the	same	knowledge	stickiness,	inter‐team	collaboration	strength	and	knowledge	for‐
getting	 rate,	 the	 average	knowledge	 level	 of	 CPDS	 teams	grows	higher	 and	 faster	with	 the	 in‐
crease	of	the	trust	level	between	the	knowledge	subjects	in	the	CPDS,	Fig.	2(a).	This	means	the	
trust	level	between	knowledge	subjects	is	positively	correlated	with	the	average	knowledge	lev‐
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el	and	the	diffusion	rate	of	CPD	knowledge	diffusion.	At	 the	beginning	of	knowledge	diffusion,	
higher	trust	level	between	knowledge	subjects	is	accompanied	by	wider	gaps	on	the	knowledge	
levels	of	different	teams;	when	it	comes	to	the	later	stage	of	knowledge	diffusion,	however,	the	
gaps	 narrow	down	 rapidly	 and	 eventually	 converge	 to	 a	 low	 variance,	 Fig.	 2(b).	 Thus,	 higher	
trust	 level	helps	CPDS	teams	to	achieve	more	uniform	distribution	of	knowledge.	Summing	up	
the	simulation	results	of	Figs.	2(a)	and	2(b),	it	is	concluded	that:	when	the	knowledge	subjects	
maintain	a	high	level	of	trust,	the	CPDS	teams	would	possess	high	knowledge	levels	and	achieve	
uniform	knowledge	distribution	at	a	fast	knowledge	diffusion	rate.	In	practice,	the	CPDS	manag‐
ers	should	recognize	that	the	effective	knowledge	diffusion	is	the	outcome	of	trust,	cooperation	
and	other	emotional	 factors,	and	 the	 foundation	of	knowledge	 interaction	and	collaboration	 is	
trust.	Therefore,	the	managers	should	take	organizational,	institutional	and	cultural	measures	to	
boost	the	trust	between	CPDS	members	on	knowledge	sharing,	encourage	them	more	willing	to	
cooperate	and	share	knowledge	with	each	other,	promote	them	to	build	closer	ties,	and	arouse	
their	interests	in	actively	exchanging	and	sharing	knowledge.	

(2)	The	effect	of	knowledge	stickiness	on	CPD	knowledge	diffusion	

In	 the	 CPDS,	 assume	 that	 the	 intra‐team	 knowledge	 stickiness	ݒூ ൌ 3.5,	 the	 inter‐team	
knowledge	 stickiness	ݒ௨௧ ൌ 4.5,	 the	 intra‐team	 trust	 level	 between	 knowledge	 subjects	
ூߩ ൌ 0.9,	the	inter‐team	trust	level	between	knowledge	subjects	ߩ௨௧ ൌ 0.6,	and	the	knowledge	
forgetting	rate	ߜ ൌ 0.1.	To	study	the	effect	of	knowledge	stickiness	on	CPD	knowledge	diffusion,	
the	simulation	is	conducted	with	the	initial	trust	levels	of	60	%,	70	%,	80	%,	90	%	and	100	%.	
The	simulation	results	are	displayed	in	Fig.	3.	

  

Fig.	3	The	effect	of	knowledge	stickiness	on	CPD	knowledge	diffusion	

Under	the	same	trust	level,	inter‐team	collaboration	strength	and	knowledge	forgetting	rate,	
the	average	knowledge	 level	of	CPDS	 teams	grows	 lower	and	slower	with	 the	 increase	of	CPD	
knowledge	stickiness,	Fig.	3(a),	that	is,	the	knowledge	stickiness	is	negatively	correlated	with	the	
average	 knowledge	 level	 and	 the	 diffusion	 rate	 of	 CPD	 knowledge	 diffusion.	 The	 result	 bears	
testimony	to	the	fact	that:	due	to	the	objective	nature	of	knowledge,	stickier	CPD	knowledge	is	
often	more	complex,	ambiguous	and	specific,	and	harder	to	encode	or	transfer.	The	fact	adds	to	
the	difficulty	 in	knowledge	diffusion.	 In	 the	most	severe	cases,	 it	would	be	too	difficult	 for	 the	
CPD	knowledge	diffusion	to	occur.	As	shown	in	Fig.	3(b),	the	beginning	of	knowledge	diffusion	is	
marked	by	low	CPD	knowledge	stickiness	and	wide	gaps	on	the	knowledge	level	between	differ‐
ent	teams.	Upon	entering	the	later	stage	of	knowledge	diffusion,	however,	the	gaps	shrink	rapid‐
ly	and	 finally	converge	to	a	 low	variance,	Fig.	3(b),	 indicating	that	 lower	knowledge	stickiness	
contributes	 to	 more	 uniform	 distribution	 of	 knowledge	 across	 the	 CPDS	 teams.	 Overall,	 the	
simulation	 results	 in	 Fig.	 3	 show	 the	 following	 practical	 implications:	 the	 less	 sticky	 the	 CPD	
knowledge	is,	the	higher	knowledge	levels	and	faster	knowledge	diffusion	rate	the	CPDS	teams	
would	possess.	In	real	industrial	environment,	especially	these	high‐technology	industries	with	
complex	and	quick‐update	knowledge,	the	CPDS	should	confer	the	members	more	permissions	
to	 contact	 and	 use	 its	 knowledge	 resource.	 On	 the	 other	 hand,	 the	 complex	 CPD	 knowledge	
should	be	described	in	simple,	clear	and	versatile	languages	which	can	be	effectively	learned	and	



Simulation of collaborative product development knowledge diffusion using a new cellular automata approach
 

Advances in Production Engineering & Management 12(3) 2017  271
 

used	by	members,	 and	 the	CPDS	members	should	be	 trained	 to	 improve	 their	 comprehension	
and	acceptance	ability	for	the	CPD	knowledge.	In	these	ways,	managers	can	reduce	the	stickiness	
of	knowledge	transfer	and	raise	the	efficiency	of	knowledge	diffusion.	
(3)	The	effect	of	inter‐team	collaboration	strength	on	CPD	knowledge	diffusion	

According	 to	 the	 formula	 (6)‐(7),	 the	 inter‐team	 collaboration	 strength	 is	 a	 fixed	 value	de‐
termined	 by	 “cell	 distance”.	 To	 reveal	 the	 effect	 of	 inter‐team	 collaboration	 strength	 on	 CPD	
knowledge	diffusion,	the	simulation	is	conducted	with	the	initial	trust	levels	of	60	%,	70	%,	80	%,	
90	%	and	100	%.	Assume	that	the	trust	level	between	the	CPD	knowledge	subjects	within	a	CPDS	
team	ߩூ ൌ 0.9,	the	inter‐team	trust	level	between	knowledge	subjects	ߩ௨௧ ൌ 0.6,	the	intra‐team	
knowledge	 stickiness	ݒூ ൌ 3.5,	 the	 inter‐team	 knowledge	 stickiness	ݒ௨௧ ൌ 4.5,	 and	 the	
knowledge	forgetting	rate	ߜ ൌ 0.1.	The	simulation	results	are	presented	in	Fig.	4.	

 

Fig. 4 The effect of inter-team collaboration strength on CPD knowledge diffusion 

Fig.	4	shows	the	positive	correlation	between	inter‐team	collaboration	strength	and	the	aver‐
age	 knowledge	 level,	 diffusion	 rate	 and	 knowledge	 distribution	 uniformity	 in	 CPD	 knowledge	
diffusion.	 The	 revelation	 provides	 an	 evidence	 to	 the	 fact	 that:	 good	 inter‐team	 collaboration	
strength	improves	the	stability	of	CPDS	so	that	the	teams	cooperate	more	closely	in	CPD	tasks,	
and	also	offers	knowledge	subjects	belonging	to	different	teams	more	channels	and	chances	for	
exchanges,	thereby	advancing	the	diffusion	of	knowledge	across	the	collaborative	teams.	Thus,	
the	 practical	 conclusion	 can	 be	 drawn	 that:	 stronger	 inter‐team	 collaboration	 enables	 CPDS	
teams	to	possess	higher	knowledge	levels	and	achieve	more	uniform	knowledge	distribution	at	a	
faster	 knowledge	 diffusion	 rate.	 In	 the	 management	 of	 CPDS,	 the	 inter‐team	 collaboration	
strength	determines	the	effectiveness	of	knowledge	exchange	and	collaboration	among	different	
teams,	and	then	further	affects	the	knowledge	diffusion	efficiency	of	the	whole	CPDS.	Therefore,	
mangers	 should	 strengthen	 the	 flat	management	of	CPDS	 to	make	 each	 team	 the	 centrality	of	
CPDS	by	reducing	organizational	hierarchy	and	intensifying	intra‐team	exchanges	and	collabora‐
tions	 in	a	 relatively	stable	operating	environment.	On	 ther	other	hand,	managers	also	need	 to	
encourage	members	of	different	teams	to	actively	communicate	and	collaborate	with	each	other	
in	formal	and	informal	ways,	 in	order	to	enhance	the	efficiency	of	knowledge	exchange	among	
members.	 Finnaly,	 the	 knowledge	 of	 individual	 team	members	 can	 be	 elevated	 into	 team	 re‐
sources,	 and	 then	 turned	 into	 the	 knowledge	 resources	 of	 the	 entire	 organization,	 making	
knowledge	a	competitive	edge	over	other	groups	and	organizations.	
(4)	The	effect	of	knowledge	forgetting	on	CPD	knowledge	diffusion	

Assume	 that	 the	 trust	 level	 between	 the	 CPD	 knowledge	 subjects	 within	 a	 CPDS	 team	
ூߩ ൌ 0.9,	 the	 inter‐team	 trust	 level	 between	 knowledge	 subjects	ߩ௨௧ ൌ 0.6,	 the	 intra‐team	
knowledge	stickiness	ݒூ ൌ 3.5,	and	the	inter‐team	knowledge	stickiness	ݒ௨௧ ൌ 4.5.	To	discover	
the	 effect	 of	 knowledge	 forgetting	 on	 knowledge	 diffusion,	 the	 simulation	 is	 conducted	 with	
ߜ ൌ 0, 0.1, 0.2, 0.3, 0.4.	The	simulation	results	are	listed	in	Fig.	5.	
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Fig.	5	The	effect	of	knowledge	forgetting	on	CPD	knowledge	diffusion	

Fig.	 5	 showcases	 the	 negative	 correlation	 between	 knowledge	 forgetting	 and	 the	 average	
knowledge	level,	diffusion	rate	and	knowledge	distribution	uniformity	in	CPD	knowledge	diffu‐
sion.	It	reflects	the	reality	that:	knowledge	forgetting	reduces	the	attachment	of	CPD	knowledge	
to	 knowledge	 subjects,	 making	 it	 more	 difficult	 for	 knowledge	 subjects	 to	 possess	 CPD	
knowledge	in	the	long	run;	meanwhile,	the	knowledge	diffusion	process	is	discretized	due	to	the	
knowledge	 loss	 during	 knowledge	 forgetting,	 which	 hinders	 the	 effective	 diffusion	 of	 CPDS	
knowledge.	Based	on	the	simulation	results	in	Fig.	5,	it	can	be	drawn	the	following	practical	con‐
clusions:	 low	 knowledge	 forgetting	 rate	 allows	 CPDS	 teams	 to	 possess	 high	 knowledge	 levels	
and	achieve	uniform	knowledge	distribution	at	a	fast	knowledge	diffusion	rate.	Therefore,	man‐
agers	should	strictly	control	the	introduced	knowledge	to	avoid	the	waste	or	wrong	guidance	by	
introducing	 valueless	 knowledge.	 For	 the	 introduced	 knowledge	 with	 great	 value,	 managers	
should	effectively	promote	the	knowledge	to	improve	members'	cognition	and	recognition	of	the	
knowledge	value.	Secondly,	the	repeated	backups	and	personnel	trainings	are	necessary	in	the	
diffusion	 of	 the	 valuable	 CPD	 knowledge	 to	 lower	 the	 level	 of	 difficulty	 of	 the	 introduced	
knowledge.	Moreover,	the	members	possessing	the	knowledge	should	be	regarded	as	key	man‐
agement	object	to	give	them	more	change	to	strengthen	the	memory	through	constant	application	
of	the	knowledge,	so	as	to	minimize	the	loss	of	CPD	knowledge	caused	by	knowledge	forgetting.	

5. Conclusion 

Effective	knowledge	diffusion	plays	a	vital	role	for	the	success	of	CPD.	Aiming	to	deeply	under‐
stand	the	diffusion	process	and	rule	of	CPD	knowledge,	this	paper	constructs	the	K‐SIS	model	of	
CPD	 knowledge	 diffusion	 in	 the	 context	 of	 CPD	 based	 on	 an	 improved	CA	method.	 Compared	
with	the	traditional	knowledge	diffusion	model,	the	proposed	model	makes	the	following	inno‐
vations:	(1)	Based	on	the	improved	CA	method,	the	model	involves	a	“bottom	up”	examination	of	
the	CPD	knowledge	diffusion	process	from	the	perspective	of	microscopic	knowledge	exchange	
activities;	 (2)	 The	 traditional	 CA	 model	 is	 improved	 to	 fit	 the	 quantitative	 research	 of	 CPD	
knowledge	 diffusion	 in	 the	 context	 of	 collaboration.	 During	 the	 simulation	 on	 the	 proposed	
model,	the	author	digs	deep	into	the	diffusion	process	and	pattern	of	CPD	knowledge,	using	the	
average	 knowledge	 level	 of	 the	 teams	 and	 the	 standard	 deviation	 of	 the	 knowledge	 level	 to	
measure	the	performance	of	CPD	knowledge	diffusion;	Moreover,	the	author	performs	multiple	
simulations	with	 the	 influencing	 factors	of	CPD	knowledge	diffusion	given	different	parameter	
values,	 and	 compares	 and	 analyzes	 the	 simulation	 results	 to	 obtain	 the	 effect	 pattern	 of	 each	
influencing	factor	on	CPD	knowledge	diffusion.	The	simulation	results	show	that	the	proposed	
model	can	realize	the	quantitative	analysis	of	the	CPD	knowledge	diffusion	process	and	the	pre‐
diction	of	the	diffusion	trend.	Moreover,	different	factors	play	different	roles	for	the	knowledge	
diffusion	efficiency.	Monitoring	and	managing	these	 factors	will	help	enterprises	to	optimizing	
the	CPD	knowledge	diffusion	process.	This	study	offers	theoretical	guidance	and	methodological	
support	for	improving	CPD	knowledge	diffusion	efficiency.	
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This research provides a feasible reference for the study of the CPD knowledge diffusion 
mechanism and the prediction of CPD knowledge diffusion trend from the knowledge activities 
of micro individuals. Nevertheless, this paper fails to discuss the individual differences and the 
diffusion time delay in CPD knowledge diffusion. These issues are meaningful objects in further 
research. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	manufacturing	 system	 for	mixed	 parts	 is	 prevalent	 in	many	 industries	
due	 to	 the	 continuous	 demand	 of	 product	 variety.	 Thus,	 the	 mathematical	
model	to	design	a	process	plan	is	developed	by	using	the	integer	 linear	pro‐
gramming.	The	main	aim	is	to	minimize	the	total	production	time.	The	main	
time	 factors	 included	 in	 the	 model	 composed	 of	 the	 machining	 time,	 tool	
traveling	 time,	 tool	 changing	 time	 and	 tombstone	 face	 changing	 time.	 The	
significant	 design	 constraints	 are	 the	 precedence	 operations,	 fixture	 design,	
and	available	cutting	tool	constraints.	Furthermore,	a	variation	of	part	styles	
is	also	accounted	for	in	this	study	as	the	different	types	of	a	part	can	be	con‐
currently	mounted	and	processed	which	makes	 this	problem	unique.	There‐
fore,	 this	problem	is	much	more	complex	than	the	normal	single	model	pro‐
cess	 planning.	 The	model	 developed	 using	 integer	 programming	will	 deter‐
mine	a	sequence	of	required	machining	operations.	It	also	decides	the	face	of	
the	machining	part	to	be	fastened	on	the	tombstone	face.	In	addition,	a	suita‐
ble	cutting	tool	will	be	selected	based	on	minimum	total	production	time.	The	
result	of	this	paper,	aids	in	solving	process	planning	difficulty	in	the	dedicated	
flexible	manufacturing	system	in	the	era	of	Industry	4.0.		
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1. Introduction 

A	process	planning	task	is	a	part	of	product	design	and	manufacturing	system	that	considers	the	
manufacturing	resources	and	engineering	techniques	for	decision	making.	The	efficient	process	
plan	can	be	achieved	by	well‐designed	 logical	operation	steps,	 technological	machine	capabili‐
ties,	 cutting	 tool	selection,	and	machining	conditions.	Moreover,	 the	process	planner	has	 to	be	
concerned	 about	 the	 jigs	 and	 fixtures,	 route	 sheet	 generation,	 setup	 requirements	 and	 other	
important	processes	during	the	design	process	[1].	Thus,	the	process	plan	reveals	the	sequence	
of	machining	operations	together	with	a	selection	of	cutting	tools	as	well	as	cutting	conditions.	A	
process	planner	must	make	a	crucial	decision	whether	to	continue	using	the	same	cutting	tool	or	
to	change	to	a	new	cutting	tool	for	the	next	set	of	remaining	operations.	This	decision	dictates	a	
resulted	machining	sequence	and	challenges	 researchers	 to	 innovate	efficient	algorithms	 for	a	
generation	 of	 the	 process	 plan	 which	 is	 considered	 a	 classic	 problem	 for	 automated	 process	
planning.	It	is	obvious	that	the	process	planning	task	is	crucial	and	affects	both	of	the	economic	
and	efficiency	of	the	manufacturing	system.		

In	decades,	the	CNC	machine	technology	has	been	developed	by	equipment	to	make	it	more	
highly	automated,	flexible,	and	run	at	a	faster	speed.	The	ATC	(Automated	Tool	Change)	and	APC	
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(Automated	Pallet	Change),	as	an	example,	augment	the	capability	of	the	CNC	machine	and	be‐
come	 the	standard	equipment	equipped	 in	 the	available	CNC	machine	 in	 the	market.	The	ATC	
enables	the	quick	tool	change	from	the	tool	magazine	at	no	time	loss.	In	addition,	a	modular	fix‐
ture	for	the	CNC	machine	is	developed	to	allow	a	quick	change	of	fixture	design	to	cope	with	the	
FMS	(Flexible	Manufacturing	System)	demand.	The	automated	process	plan	plays	a	crucial	role	
in	FMS	since	it	enables	the	system	to	work	effectively	and	meet	its	design	objective.	The	FMS	is	
deemed	an	intelligent	manufacturing	system	(IMS)	which	corporates	computer	networks,	auto‐
mation,	and	intelligent	software.		

It	 can	be	enhanced	by	wireless	 communication,	 sensor	networks,	 Internet	of	 thing	 (IoT)	 to	
become	a	high‐resolution	manufacturing	system	(HMS)	[2,	3].	Therefore,	the	FMS	is	considered	
an	 indispensable	 physical	 platform	 for	 the	 fourth	 industrial	 revolution	 so‐called	 Industry	 4.0.	
The	FMS	enables	mixed‐model	parts	to	be	concurrently	performed	in	the	same	environment.	It	
requires	 an	 automated	part	 identification	 and	 a	 quick	 change	of	 both	physical	 setup	 and	part	
programming.	To	enable	the	quick	physical	setup	change,	a	tower‐type	pallet	or	tombstone	type,	
together	with	APC,	are	invented	to	fasten	multi‐part	faces	and	to	change	a	pallet	in	the	CNC	ma‐
chine.	The	tower‐type	tombstone	allows	up	to	 four	different	part	 faces	to	be	machined	in	only	
one	set	up.	The	part	fastened	at	each	tombstone	face	is	not	necessarily	from	the	same	work‐part.	
It	can	be	 from	a	 totally	different	part	which	shares	 the	same	set	of	available	 tools.	Logically,	a	
process	planner	must	make	an	additional	effort	to	decide	which	part	face	has	to	be	fastened	at	
each	tombstone	face	which	certainly	relates	and	affects	a	tool	selection.	Meaning	that	a	planner	
can	continue	using	the	same	tool	for	more	operations	at	different	locations	by	rotating	the	tomb‐
stone.	The	APC	allows	a	quick	pallet	change	in	order	to	eliminate	setup	time	due	to	part	change.	
In	other	words,	the	machining	operations	can	be	performed	at	one	tombstone	whereas	unload‐
ing/loading	of	the	new	parts	can	be	concurrently	operated	at	the	other	tombstone.	As	a	result,	
the	process	planner's	task	is	enlarged	by	the	advent	of	the	new	mentioned	technology.	This	will	
increase	the	complexity	of	a	process	planning	task	since	more	machining	operations	and	more	
part‐faces	options	needed	to	be	considered.	Therefore,	a	sound	process	plan	must	integrate	the	
machining	operation	requirement	and	the	work‐part	sequence	and	orientation	in	the	considera‐
tion,	in	order	to	suit	today's	CNC	machine.	In	other	words,	the	intelligent	process	plan	must	be	
able	 to	 reveal	a	 sequence	of	machining	operations	with	 the	selected	 tool	 and	also	 identify	 the	
tombstone	 rotation	 sequence	with	 the	 selected	work‐part	 face.	Obviously,	 this	 task	 cannot	 be	
accomplished	without	the	intelligent	mathematical	program.		

This	research	deals	with	the	flexible	job	shop	scheduling	problem,	which	is	the	NP‐hard	prob‐
lem	[2]. This	research also	proposed	the	Computer‐Aided	Process	Planning	(CAPP)	by	using	the	
integer	linear	programming.	

2. Literature review 

The	research	in	an	automated	process	planning	area	has	been	long	conducted	for	a	few	decades.	
A	myriad	 of	 algorithms	 and	methods	 both	 in	 heuristic	 and	 optimization	 are	 presented	 in	 the	
previous	 literature	 [2].	However,	 one	 of	 the	most	 classic	methods	 used	 to	 generate	 a	 process	
plan	is	an	optimization	through	a	linear	programming	method	and	can	be	applied	in	all	manufac‐
turing	systems.	As	referred	to	in	[3],	the	mixed	integer	programming	was	a	mathematical	tech‐
nique	 used	 for	 flow	 shop	 scheduling	 and	 job	 shop	 scheduling,	 including	 the	 fuzzy	 processing	
time	 under	 precedence	 constraints	 and	machine	 capacity	 constraints.	 The	mixed	 integer	 pro‐
gramming	also	was	used	in	the	work	of	[4]	for	integrated	process	planning	and	scheduling	mod‐
el	(IPPS)	in	a	job	shop	problem.	The	linear	integer	programming	model	was	also	used	to	select	
the	machine‐tool	and	allocate	the	operations	for	FMS,	in	which	each	part	and	tool	can	be	dynam‐
ically	changed	during	the	production	[5].	 In	addition,	 the	mixed	integer	 linear	programming	is	
used	to	minimize	the	maximum	completion	time	of	final	products	in	a	flexible	assembly	job	shop	
with	 the	 sequential‐dependent	 setup	 time	 [6].	 The	mathematical	 programming	 in	 the	 form	of	
linear	programming	is	always	utilized	in	the	flexible	job	shop	scheduling	problem	(FJSP)	[7‐9],	
flow	shop	scheduling	[3,	10,	11]	and	integrated	process	planning	and	scheduling	(IPPS)	systems	
[4,	6,	12].	Different	conditions	were	found	in	the	objective	functions,	for	example,	minimization	
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of	 the	make‐span	(the	completion	 time	of	 the	 last	operation	of	all	 jobs),	 the	 lateness,	 the	 total	
processing	cost	and	the	weighted	number	of	tardy	jobs.	In	[8‐9],	the	integrated	constraint	pro‐
gramming	(CP)	model	was	developed	for	the	FMS,	including	the	tool	allocation,	machine	loading,	
part	 routing,	 and	 scheduling.	 The	 branch‐and‐bound	 algorithm	was	 also	 used	 by	 the	 process	
planning	 and	 sequencing	 of	 CAPP	 and	 flexible	 manufacturing	 systems	 was	 studied	 [8].	 Tool	
changing	and	tool	sequencing	problems	were	proposed	where	the	branch‐and‐bound	was	used	
to	minimize	the	total	flow	time	[11,	12].	Various	algorithms	are	proposed	in	the	previous	litera‐
ture.	For	example,	 the	game	theory	was	proposed	 in	 [12]	 to	 investigate	 the	 interaction	among	
decision	 alternatives,	 whereas	 the	 game	 theory	 was	 developed	 for	 multi‐objective	 integrated	
process	planning	and	scheduling	(IPPS).	The	objective	function	is	composed	of	the	minimization	
of	the	maximal	completion	time	of	machines	(makespan),	the	minimization	of	the	maximal	ma‐
chine	workload	and	the	minimization	of	the	total	workload	of	machines.	The	integrated	process	
planning	was	presented	 as	 a	mathematical	model	 to	 consider	 optimum	machining	 conditions,	
operations	 sequences	 and	 tool	magazine	 arrangement	 by	 CNC	machine.	 The	 objective	was	 to	
minimize	the	production	costs	[13].	As	mentioned	in	[14],	 the	process‐planning	model	for	ma‐
chining	 cylinder	 heads	 in	 a	 typical	 engine	 manufacturing	 plant	 was	 designed	 in	 the	 form	 of	
mathematical	programming	models	that	include	the	part	grouping,	machine	loading,	tool	alloca‐
tion,	 and	 scheduling.	 The	minimization	 of	 the	 non‐productive	 tool	movement	 and	 orientation	
time	was	proposed	 in	 this	 research.	 The	problem	of	 production	 scheduling,	which	 consists	 of	
loading	and	sequencing,	is	tackled	in	this	study	[15].	The	major	findings	of	this	study	are	gener‐
ating	an	optimum	sequencing	order	to	complete	all	the	jobs	which	have	been	assigned	already	
on	each	machine.	The	 solution	 for	maximizing	machine	and	 labor	utilization	and	 reducing	 the	
idle	time	on	each	machine	is	presented.	The	two	NP‐hard	optimization	problems	are	composed	
of	the	flexible	job‐shop	scheduling	problems	(FJSPs)	and	the	FJSPs	with	process	plan	flexibility	
(FJSP‐PPFs)	[16].	The	FJSPs	is	the	routing	and	sequencing	sub‐problems,	whereas	the	FJSP‐PPFs,	
with	process	plan	flexibility,	is	the	process	plan	selection	sub‐problem.	There	are	two	steps	for	
probe	solving,	which	are	1)	a	mixed‐integer	 linear	programming	model	(MILP‐1)	 is	developed	
for	 FJSPs	 and	 2)	 a	modification	 of	mixed‐integer	 linear	 programming	model	 is	 developed	 for	
FJSP‐PPFs.		
	

Table	1	Summary	of	mathematical	modeling	approach	for	process	planning	of	machining	processes	
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Li	et	al.,	2010	 *	 		 		 		 		 		 		 		 		 		 		 *	
Demir	and	Isleyen,	2013	 *	 		 		 		 *	 		 		 		 *	 		 *	 		
Milos	Seda,	2007	 *	 		 		 		 		 *	 		 		 *	 		 		 		
Li	et	al.,	2010	 *	 		 		 		 		 		 		 		 *	 		 *	 *	
Jahromi	and	Moghaddam,	2012	 *	 		 		 		 		 		 		 *	 *	 *	 		 *	
Nourali	et	al.,	2012	 *	 		 		 		 		 *	 *	 		 *	 		 *	 		
Deja	et	al.,	2013	 		 		 *	 		 *	 		 		 		 *	 		 		 		
Zeballos	et	al.,	2010	 		 *	 		 		 		 		 		 *	 *	 *	 		 		
Zeballos,	2010	 		 *	 		 		 		 		 		 *	 *	 *	 *	 		
Karakayal	and	Azizoglu,	2006	 		 		 *	 		 		 *	 		 		 		 		 *	 		
Chandra	et	al.,	2007	 		 		 *	 		 		 *	 		 		 		 		 *	 		
Li	et	al.,	2012	 		 		 		 *	 		 		 *	 		 		 		 *	 		
Akturk	and	Avci,	1996	 *	 		 		 		 *	 		 		 *	 		 *	
Das	et	al.,	2009	 *	 		 		 		 		 		 		 		 		 *	 *	 		
Ahmad	et	al.,	2009	 *	 		 		 		 		 *	 		 		 *	 		 *	 		
Ozguven	et	al.,	2010	 *	 		 		 		 		 *	 		 		 *	 		 		 *	
Prombanpong	et	al.,1992	 *	 		 		 		 		 *	 		 		 		 		 		 		
Kongchuenjai	and	Prombanpong,	2015	 *	 *	 *	
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Computerized	 fixture	design	system	and	process	plans	generated	by	computer,	aided	 the	pro‐
cess	 planning.	 A	mathematical	 model	 was	 developed	 to	 integrate	 process	 planning	 in	 fixture	
design	 considerations	 [17].	 The	 objective	 of	 this	 research	 was	 to	 review	 the	 CAPP	 research	
works	including	the	critical	analysis	of	journals	that	publish	CAPP	research	works	and	also	the	
direction	 of	 future	 research	work.	 The	 general	 information,	 past	 reviews,	 and	discussions	 are	
summarized	in	various	aspects	[18].	In	the	work	of	[19],	the	mathematical	programming	to	de‐
termine	the	optimal	sequence	of	single	part	manufactured	on	a	CNC	machining	center	equipped	
with	 the	 single	 tombstone‐type	 fixture	 was	 developed.	 The	 minimization	 of	 total	 production	
time	required	for	machining,	tool	traveling	and	tool	changing	were	then	determined	under	rele‐
vant	 constraints.	Table	1	 concludes	 the	 relevant	 literature	 reviews	of	process	planning	of	ma‐
chining	processes.	

3. Materials and methods 

3.1 Pallet configuration 

As	mentioned	earlier	the	mixed‐model	parts	in	the	FMS	are	to	be	machined	by	the	CNC	machin‐
ing	center	with	an	automatic	tool	change	and	a	pallet	change	function.	With	a	pallet	change	func‐
tion,	it	allows	up	to	two	pallets	to	be	installed.	Thus,	the	two	tower‐type	pallets	are	equipped	in	
the	machine	which	allows	up	to	eight‐part	faces	to	be	ready	for	machining	as	shown	in	Fig.	1.	

 
Fig.	1	Tower‐type	pallet		

3.2 Mathematical model 

Let	assume	two	different	parts	are	in	the	system	and	each	four‐part	faces	are	required	for	ma‐
chining	 operations.	 Thus,	 a	 process	 planner	must	 integrate	 two	planning	 tasks	 i.e.	which	part	
face	 to	be	 fastened	on	each	tombstone	 face	and	what	 is	 the	sequence	of	machining	operations	
and	tools	to	complete	all	the	required	machining	operations.	It	is	obvious	that	the	planning	task	
is	much	more	complicated;	 consequently,	 the	mathematical	model	using	0‐1	 Integer	program‐
ming	is	proposed	and	can	be	described	as	follows:	
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Indices:	
i		 	 Index	of	tombstone	fixture	faces	(i	=	1,	2,	···,	I).	
j		 	 Index	of	part	faces	of	the	work‐piece	(j	=	1,	2,	···,	J). 
k,	k'		 	 Index	of	machining	operation	number	(k,	k'	=	1,	2,	···,	N).	
l		 	 Index	of	tool	number	(l	=	1,	2,	···,	L).	
m,	m'	 	 Index	of	consecutive	number	(m,	m'	=	1,	2,	···,	N).	

Parameters:	
I	 	 Maximum	number	of	tombstone	fixture	faces	
J		 	 Maximum	number	of	part	faces	
kj	 	 Set	of	operations	to	be	performed	in	part	face	j	
L		 	 Number	of	all	available	cutting	tools	in	the	tool	magazine	
lk		 	 Set	of	tools	that	can	perform	for	operation	k;	lk	 	L	
N	 	 Maximum	number	of	operations	or	sequences	
MTkl	 	 Machining	time	for	operation	k	by	tool	l 
TC		 	 Tool	change	time which	is	constant	
TTkk'	 	 Tool	travel	time	from	operations k	to	operation	k'	
TFCii'	 	 Tombstone	face	change	time	from	the	tombstone	face i	to	i'	

Decision	variables:	
E	 	 Total	production	time.	
Xijklm	 =	1	when	operation	k	 is	performed	on	 the	 tombstone	 face	 i	 on	part	 face	 j	with	

tool	l	in	sequence	m.	
	 =	0,	otherwise		
Zkk’lm	 =	1	when	tool	l	is	used	for	both	operation	k	and	k'	in	sequence	m	and	m	+	1,	re‐

spectively.	
	 =	0,	otherwise		
Wii’m	 =	1	when	sequence	m	is	setup	the	tombstone	face	i	and	sequence	m	+	1	is	setup	

the	tombstone	face	i'.	
	 =	0,	otherwise	
Yij	 	 	=	1	when	part	face	j	occupies	in	tombstone	face	i.	
	 =	0,	otherwise	

The	objective	function	is	to	minimize	the	total	production	time	of	the	parts	which	is	a	summa‐
tion	of	the	four	entities,	namely,	the	machining	times,	the	tool	change	time,	the	tool	travel	times	
and	the	pallet	change	time	and	can	be	formulated	as	(1).	
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(1)

The	set	of	constrains	in	the	mathematical	model	are	as	follows:	

1.	Operation	 completion	 constraint.	 All	 the	 required	machining	 operations	must	 be	 completed	
and	must	not	be	 repeated.	Each	 required	machining	operation	must	be	 completed	at	 the	only	
one	tombstone	pallet	face	and	the	only	one	cutting	tool.		
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2.	Singular	sequence	constraint.	This	constrain	ensures	that	the	operation	k	must	be	scheduled	in	
only	one	sequence	slot	in	the	sequence	plan.		
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3.	Precedence	constraint.	An	operation	k'	must	follow	the	precedence	constraint	rule.	That	is	if	k	
must	precede	k'	and	k	is	sequenced	in	sequence	m,	k'	must	be	able	to	perform	only	at	sequence	
m'	where	m'	≥	m+1.	This	constrain	ensures	a	logical	process	sequence.		
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4.	Tool	change	 time	equation.	Whenever	 there	 is	 any	 tool	 change,	 it	will	 increase	a	production	
time	 in	 the	 objective	 function.	 Thus,	 this	 tool	 change	 time	must	 be	 taken	 into	 account.	 In	 the	
mathematical	expression,	ܼᇲ	is	used	as	a	flag	to	indicate	the	tool	change	action.	That	is,	if	the	
same	tool	l	is	used	in	operation	k	and	k',	then	ܼᇲ	is	set	to	be	1;	otherwise	0.	
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for	all	݇ ് ݇ᇱ,݉ᇱ ൌ ݉  1,… ,ܰ െ 1, ݈ ∈ ݈	

(5)

	

  ܺ
∈ೕ
ஷᇲ



ୀଵ

ூ

ୀଵ

  ܺᇲᇲ

∈ᇲೕ
ஷᇲ



ୀଵ

ூ

ୀଵ

െ 2ܼᇲ  1	

	

for	all	݇ ് ݇ᇱ,݉ᇱ ൌ ݉  1,… ,ܰ െ 1, ݈ ∈ ݈	

(6)

	

5.	Tombstone	 face	occupied	constraint.	 This	 constrain	 ensures	 that	 there	will	 be	only	 one	part	
face	j	occupied	at	each	tombstone	face	i.		
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6.	Tombstone	 rotation	or	 change	 time	 equation.	Whenever	 there	 is	 any	 tombstone	 rotation	 by	
itself	or	completely	alternate	to	the	other	one,	the	lost	time	of	this	action	must	be	taken	into	ac‐
count	 in	the	production	time.	The	logic	 is	that	time	required	to	rotate	 itself	 is	 less	than	that	of	
changing	 to	 the	other	where	TFCii',	 tombstone	 face	change	 time	 is	varied	depending	upon	 face	
index	 relationship.	 In	 the	 mathematical	 expression,	 ܹᇱ	is	 utilized	 as	 a	 flag	 to	 indicate	 the	
change	action.	If	tombstone	face	i	is	scheduled	in	sequence	m	and	the	tombstone	face	i'	is	sched‐
uled	in	sequence	m	+	1,	then	 ܹᇱ	is	assigned	to	1;	otherwise	0.	
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  ܺ
∈ೕ
ஷᇱ



ୀଵ

  ܺᇱᇱᇱ
∈ೕ
ஷᇱ



ୀଵ

െ 2 ܹᇱ  0	

	

for	all ݅, ݅ᇱ ൌ 1,2, … , ,ܫ ݇ ് ݇ᇱ,݉ᇱ ൌ ݉  1,… ,ܰ െ 1, ݈ ∈ ݈	

(10)

	

  ܺ
∈ೕ
ஷᇱ



ୀଵ

  ܺᇱᇱᇱ
∈ೕ
ஷᇱ



ୀଵ

െ 2 ܹᇱ  1	

	

for	all ݅, ݅ᇱ ൌ 1,2, … , ,ܫ ݇ ് ݇ᇱ,݉ᇱ ൌ ݉  1,… ,ܰ െ 1, ݈ ∈ ݈	

(11)

	

7.	Integrality	constraints.	All	decision	variables	are	0‐1	integer.	
	

ܺ ൌ 0,1 for all ݅, ݆, ݇, ݈ and ݉	 (12)

ܼᇱ ൌ 0,1 for all ݇, ݇′ and ݉	 (13)

ܹᇱ ൌ 0,1 for all ݅, ݅′ and ݉	 (14)

4. Case study: Automotive parts (manifold inlet and console) 

4.1 Preparatory steps 

The	developed	mathematical	model	 is	applied	with	actual	 two	automotive	parts.	 It	 is	assumed	
that	the	manifold	inlet	and	the	console	as	shown	in	Fig.	2	and	Fig.	3,	respectively,	are	the	mixed‐
model	parts	needed	to	be	machined	by	the	machining	center	in	FMS.	

A	list	of	available	cutting	tools,	equipped	with	the	tool	magazine,	is	shown	in	Table	2.	It	is	as‐
sumed	that	there	are	nine	cutting	tools	available	that	can	be	used	to	complete	all	the	operations	
in	the	above‐mentioned	parts.	

The	manifold	requires	ten	machining	operations	which	are	arbitrarily	assigned	as	operation	
numbers	1	to	10.	The	console,	on	the	other	hand,	also	needs	ten	machining	operations	which	will	
be	assigned	as	operation	numbers	11	to	20.	Thus,	 there	will	be	a	total	of	 twenty	required	ma‐
chining	operations	to	complete	as	shown	in	Table	3.	Note	that	machining	operation	numbers	1	
to	10	belong	to	the	manifold	and	the	remaining	operations	belong	to	the	console.	For	each	oper‐
ation,	there	is	a	list	of	feasible	tools	as	well	as	the	calculated	machining	time	associated	with	the	
tool.	In	addition,	the	required	precedence	operation	is	also	provided.	As	an	example,	operation	
number	6	must	precede	operation	number	7.	Likewise,	operation	number	13	must	precede	op‐
eration	number	14	and	so	on.	
	

Fig.	2	Manifold	 Fig.	3	Console	
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Table	2	A	list	of	cutting	tools	in	the	tool	magazine	
Tool	number	 Tool	specification	

1 Face	cutter	32	mm	
2 Face	cutter	80	mm	
3 Spot	face	cutter	24	mm	
4 Drill	bit	6.8	mm
5 Drill	bit	10	mm
6 Tap	cutter	M8
7 End	mill	3	mm
8 End	mill	6	mm
9 Ball	mill	6	mm

	
Table	3	The	necessary	machining	data	

Work‐
piece	

Part	face	
Operation	no.
and	description	

Tool	no.
and	description	

Machining	
time	(min)	

Precedence	

M
an
ifo
ld
	

1	

1 Face	milling	 1 Face	cutter	32	mm 30	 ‐
		 2 Face	cutter	80	mm 15	 ‐

2 Drilling		 5 Drill	bit	10	mm 1	 ‐
3 Drilling		 5 Drill	bit	10	mm 1	 ‐

2	
4 Face	milling	 3 Spot	Face	cutter	24	mm 3	 ‐
5 Face	milling	 3 Spot	Face	cutter	24	mm 3	 ‐

3	
6 Drilling		 4 Drill	bit	6.8	mm 1	 ‐
7 Tapping	M8		 6 Tap	M8 2	 Operation	6	

4	

8 Boring		 7 End	mill	3	mm 8	 ‐
		 8 End	mill	6	mm 5	

9 Grooving		 7 End	mill	3	mm 7	 ‐
10 Grooving		 7 End	mill	3	mm 7	 ‐

Co
ns
ol
e	

5	

11 Boring		 7 End	mill	3	mm 6	 ‐
		 8 End	mill	6	mm 3	

12 Boring		 7 End	mill	3	mm 6	 ‐
		 8 End	mill	6	mm 3	

13 Rough	milling 7 End	mill	3	mm 360	 ‐
		 8 End	mill	6	mm 240	

14	 Finish	milling	 9	 Ball	mill	6	mm	 480	
Operation	

13	

6	

15 Drilling		 4 Drill	bit	6.8	mm 1	 ‐

16	 Tapping	M8	 6	 Tap	M8	 2	
Operation	

15	
17 Drilling		 5 Drill	bit	10	mm 1	 ‐
18 Drilling		 5 Drill	bit	10	mm 1	

7	 19 Grooving	 7 End	mill	3	mm 7	 ‐
8	 20 Grooving	 7 End	mill	3	mm 7	 ‐

 
Other	essential	data	are	 tool	 travel	 time	between	 the	operations	and	 tombstone	 rotation	 time	
and	tombstone	change	time	as	shown	in	Table	4	and	5,	respectively.	The	tool	travel	time	is	the	
time	required	to	reach	the	next	operation.	It	assumed	that	the	travel	speed	used	to	calculate	tool	
travel	time	is	the	maximum	speed	that	the	machine	can	provide.	In	this	study	case,	the	maximum	
travel	speed	(rapid	traverse)	is	1.969	in/min.	In	Table	5	the	tombstone	rotation	time	is	around	
0.6	min	whereas	the	tombstone	change	time	is	around	2	min	since	this	operation	requires	the	
other	tombstone	to	swing	into	place.	

All	the	necessary	data	in	Tables	2	to	5	will	be	used	to	formulate	the	mathematical	model	and	
executed	using	Gurobi	Optimizer.	A	total	number	of	generated	variables	 is	2.252	and	the	com‐
puter	processing	time	is	31.18	min.	The	obtained	result	is	summarized	in	Table	6	and	7.		
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Table	4	Tool	travel	time	between	the	operations	

Tool	travel	time	(min)	

From	operation	k	
To	operation	number	k'		

1	 2	 3	 4	 5	 6	 7	 8	 9	 10 11 12 13 14 15	 16	 17	 18	 19 20

1	 ‐	 0.2	 0.1	 0.1	 0.1	 0.1 0.1 0.2 0.1 0.1 0.4 0.4 0.2 0.2 0.2	 0.1	 0.3	 0.3	 0.4 0.4

2	 0.2	 ‐	 0.2	 0.2	 0.3	 0.2 0.2 0.1 0.3 0.3 0.3 0.4 0.3 0.3 0.3	 0.3	 0.1	 0.4	 0.2 0.4

3	 0.1	 0.2	 ‐	 0.1	 0.2	 0.1 0.1 0.2 0.2 0.2 0.3 0.4 0.2 0.2 0.2	 0.2	 0.4	 0.4	 0.4 0.4

4	 0.1	 0.2	 0.1	 ‐	 0.2	 0.1 0.1 0.2 0.2 0.2 0.3 0.4 0.2 0.2 0.2	 0.2	 0.2	 0.3	 0.3 0.3

5	 0.1	 0.3	 0.2	 0.2	 ‐	 0.2 0.2 0.3 0.1 0.1 0.3 0.3 0.2 0.2 0.2	 0.2	 0.3	 0.3	 0.3 0.3

6	 0.1	 0.2	 0.1	 0.1	 0.2	 ‐	 ‐	 0.1 0.1 0.1 0.3 0.3 0.2 0.2 0.1	 0.2	 0.3	 0.3	 0.3 0.3

7	 0.1	 0.2	 0.1	 0.1	 0.2	 ‐	 ‐	 0.1 0.1 0.1 0.3 0.3 0.2 0.2 0.2	 0.1	 0.3	 0.3	 0.3 0.3

8	 0.2	 0.1	 0.2	 0.2	 0.3	 0.1 0.1 ‐	 0.3 0.3 0.2 0.4 0.1 0.1 0.2	 0.2	 0.1	 0.3	 0.1 0.4

9	 0.1	 0.3	 0.2	 0.2	 0.1	 0.1 0.1 0.3 ‐	 0.2 0.2 0.2 0.2 0.2 0.2	 0.2	 0.2	 0.2	 0.2 0.4

10	 0.1	 0.3	 0.2	 0.2	 0.1	 0.1 0.1 0.3 0.2 ‐	 0.4 0.1 0.2 0.2 0.2	 0.2	 0.3	 0.1	 0.4 0.2

11	 0.4	 0.3	 0.3	 0.3	 0.3	 0.3 0.3 0.2 0.2 0.4 ‐	 0.4 0.4 0.4 0.2	 0.2	 0.2	 0.3	 0.1 0.4

12	 0.4	 0.4	 0.4	 0.4	 0.3	 0.3 0.3 0.4 0.2 0.1 0.4 ‐	 0.4 0.4 0.2	 0.2	 0.4	 0.1	 0.4 0.1

13	 0.2	 0.3	 0.2	 0.2	 0.2	 0.2 0.2 0.1 0.2 0.2 0.4 0.4 ‐	 ‐	 0.1	 0.1	 0.2	 0.2	 0.2 0.3

14	 0.2	 0.3	 0.2	 0.2	 0.2	 0.2 0.2 0.1 0.2 0.2 0.4 0.4 ‐	 ‐	 0.1	 0.1	 0.2	 0.2	 0.2 0.3

15	 0.2	 0.3	 0.2	 0.2	 0.2	 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 ‐	 ‐	 0.2	 0.2	 0.2 0.2

16	 0.1	 0.3	 0.2	 0.2	 0.2	 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.1 0.1 ‐	 ‐	 0.2	 0.2	 0.2 0.2

17	 0.3	 0.1	 0.4	 0.2	 0.3	 0.3 0.3 0.1 0.2 0.3 0.2 0.4 0.2 0.2 0.2	 0.2	 ‐	 0.4	 0.1 0.4

18	 0.3	 0.4	 0.4	 0.3	 0.3	 0.3 0.3 0.3 0.2 0.1 0.3 0.1 0.2 0.2 0.2	 0.2	 0.4	 ‐	 0.4 0.1

19	 0.4	 0.2	 0.4	 0.3	 0.3	 0.3 0.3 0.1 0.2 0.4 0.1 0.4 0.2 0.2 0.2	 0.2	 0.1	 0.4	 ‐	 0.4

20	 0.4	 0.4	 0.4	 0.3	 0.3	 0.3 0.3 0.4 0.4 0.2 0.4 0.1 0.3 0.3 0.2	 0.2	 0.4	 0.1	 0.4 ‐	

 
Table	5	Tombstone	rotation	and	change	time	

	 Tombstone	rotation	and	change	time	(min)	

From	tombstone	face i	
To	tombstone	face	i'	

1	 2	 3	 4	 5	 6	 7	 8	
1	 ‐	 0.6	 0.6	 0.6	 2	 2	 2	 2	
2	 0.6	 ‐	 0.6	 0.6	 2	 2	 2	 2	
3	 0.6	 0.6	 ‐	 0.6	 2	 2	 2	 2	
4	 0.6	 0.6	 0.6	 ‐	 2	 2	 2	 2	
5	 2	 2	 2	 2	 ‐	 0.6	 0.6	 0.6	
6	 2	 2	 2	 2	 0.6	 ‐	 0.6	 0.6	
7	 2	 2	 2	 2	 0.6	 0.6	 ‐	 0.6	
8	 2	 2	 2	 2	 0.6	 0.6	 0.6	 ‐	

 

4.2 Results and discussion	

The	obtained	results	in	Tables	6	and	7	can	be	delineated	as	the	following.	In	Table	6	the	optimal	
solution	indicates	which	part	face	of	the	part	will	be	fastened	on	which	face	of	the	tombstone.	It	
can	be	seen	from	Table	4	that	both	Manifold	and	Console	are	fastened	at	both	tombstone	towers	
and	each	part	face	is	assigned	to	a	particular	tombstone	face.	Without	the	solution	obtained	from	
this	paper,	one	will	 randomly	 fasten	 the	part	on	a	 tombstone	 tower.	 In	addition,	 it	 is	common	
that	one	tombstone	fixture	 for	one	type	of	work‐part,	not	a	mixed	part.	Therefore,	 the	process	
planner	will	not	be	able	to	generate	the	most	optimal	process	plan	due	to	the	work‐part	setup	
constraint.	This	paper	therefore	advances	a	further	step	in	the	process	planning	research	field.	
According	to	Table	7,	the	resulted	optimal	operation	sequence	is	18‐17‐15‐6‐7‐16‐…..‐5.	In	other	
words,	the	first	operation	sequence	in	the	plan	is	operation	number	18	which	is	a	drilling	opera‐
tion	with	tool	number	5.	Note	that	the	operation	18	is	located	at	part	face	6	which	is	fastened	at	
tombstone	face	2.	The	second	sequence	 is	operation	number	17	using	the	same	cutting	tool	as	
the	first	sequence.	Next,	 the	cutting	tool	will	be	changed	to	tool	number	4	 in	order	to	perform	
another	drilling	operation	number	15.	
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Table	6	Summary	of	part	and	fixture	setup	result	
Tombstone	face	 Part Part	face Operation	

i	 	 j k	
1	 Manifold 4 10,9,8	
2	 Console 6 18,17,15,16	
3	 Console 8 20	
4	 Manifold 3 6,7	
5	 Console 5 12,11,13,14	
6	 Manifold 1 3,2,1	
7	 Console 7 19	
8	 Manifold 2 4,5	

	
Table	7	Summary	of	the	result	obtained	from	the	optimization	model	

Sequence	 Operation	no.	 Tool	no.	
Machining	time	

(min)	
Tool	change	
time	(min)	

Tool	travel	
time	(min)	

Tombstone	face	
change	time	(min)

m	 k	 l	 MTkl TC TTkk'	 TFCii'
1	 18	 5	 1 ‐ 0.4 ‐	
2	 17	 5	 1 0.5 ‐ ‐	
3	 15	 4	 1 ‐ 0.1 0.6	
4	 6	 4	 1 0.5 ‐ ‐	
5	 7	 6	 2 ‐ 0.1 0.6	
6	 16	 6	 2 0.5 ‐ 0.6	
7	 20	 7	 7 ‐ 0.2 0.6	
8	 10	 7	 7 ‐ 0.2 ‐	
9	 9	 7	 7 0.5 ‐ ‐	
10	 8	 8	 5 ‐ 0.4 2	
11	 12	 8	 3 ‐ 0.4 ‐	
12	 11	 8	 3 ‐ 0.4 ‐	
13	 13	 8	 240 0.5 ‐ ‐	
14	 14	 9	 480 0.5 ‐ 0.6	
15	 19	 7	 7 0.5 ‐ 0.6	
16	 3	 5	 1 ‐ 0.2 ‐	
17	 2	 5	 1 0.5 ‐ ‐	
18	 1	 2	 15 0.5 ‐ 0.6	
19	 4	 3	 3 ‐ 0.2 ‐	
20	 5	 3	 3 ‐ ‐ ‐	
	 	 	 790 4.5 2.6 6.2	

	 Total	production	time(min)	 803.3
	
After	that,	the	tombstone	pallet	rotates	from	face	2	to	face	4	in	order	to	perform	the	drilling	op‐
eration	number	6.	Next,	 the	cutting	 tool	will	be	changed	 to	 tool	number	6	 in	order	 to	operate	
operation	number	7	and	then	rotate	the	tombstone	to	face	2	in	order	to	perform	machining	op‐
eration	number	16	by	the	same	cutting	tool	number	6.	

In	brief,	all	the	twenty	required	machining	operations	are	completed	using	a	total	of	nine	cut‐
ting	tools.	There	is	a	total	of	nine	tool	changes	with	six	times	tombstone	rotation	and	one	tomb‐
stone	change.	The	total	machining	time	 is	790	min,	and	tool	change	time,	 tool	 travel	 time,	and	
tombstone	face	change	time	are	4.5	min,	2.6	min,	and	6.2	min,	respectively.	Therefore,	the	total	
production	time	is	803.3	min.		

5. Conclusion 

This	research	proposed	the	integer	linear	programming	approach	to	determine	an	optimal	solu‐
tion	for	a	mixed‐model	part	manufactured	on	a	machining	center.	This	model	is	a	part	of	auto‐
mated	process	planning,	which	has	 long	been	researched	by	using	various	mathematical	 tech‐
niques.	The	mathematical	model	has	been	verified	by	a	number	of	examples	in	real	cases	and	it	
is	deemed	practical.	The	uniqueness	of	this	developed	model	is	the	ability	to	generate	the	opti‐
mal	 process	 plan	 with	 a	 simultaneous	 consideration	 of	 tombstone	 change	 for	 mixed‐model	
parts.	The mathematical	model	 that	was	developed	 in	 this	 research	deals	with	 the	 complexity	
and	decision	making	of	Tombstone	problems.	In	addition,	based	on	the	literature	review,	none	of	
the	research	has	addressed	this	type	of	problem. This	research	applied	the	real‐world	case	study	
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of automotive parts manufacturing. The two types of automotive parts under consideration 
compose of manifold inlet and console. The results provide the process planning that can simul-
taneously produce two different part types. This mixed-model part consumes the minimum total 
production time. For future research work, the heuristics methods and mathematical relaxation 
techniques should be applied to solve the problems that have more machining operations, 
whereas the large-scale problems cannot easily be solved by general linear programming. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	availability	analysis	plays	a	significant	part in both	the	design	and	opera‐
tions	 management	 of	 production	 lines.	 In	 this	 paper,	 a	 method	 combining	
discrete	event	simulation	(DES)	and	surrogate	model	is	presented	to	predict	
the	 availability	 of	 production	 lines	 with	 unreliable	 workstations	 and	 finite	
intermediate	buffers.	The	DES	can	conduct	computer	experiments	for	produc‐
tion	 lines	 with	 the	 help	 of	 design	 of	 experiments	 (DOE)	 under	 the	 Matlab	
environment.	 The	 surrogate	 model	 is	 constructed	 by	 using	 Kriging	 model	
integrated	with	 Latin	 hypercube	 sampling	 (LHS),	 which	 can	 predict	 the	 re‐
sponses	based	on	a	limited	set	of	simulation	results.	The	major	advantages	of	
the	proposed	approach	are	 its	 flexibility	and	convenience.	Also,	 it	 is	the	first	
time	 to	 investigate	 Kriging	 opportunities	 in	 predicting	 the	 performance	 of	
production	 lines.	 Finally,	 an	 application	 in	 a	 crankshaft	 production	 line	 is	
presented,	 and	 the	 results	 indicate	 that	 the	 proposed	 approach	 can	 achieve	
higher	prediction	accuracy	than	the	other	methods.	
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1. Introduction 

A	production	line,	also	known	as	a	transfer	line	or	a	flow	line,	is	one	of	the	most	important	and	
common	types	of	manufacturing	systems	employed	 for	high‐volume	 low‐variety	production	of	
industrial	 components.	 Unlike	 flexible	 manufacturing	 systems	 (FMS)	 or	 manufacturing	 cells	
(FMC),	production	 lines	play	a	significant	role	 in	processing	 the	main	products	of	a	plant,	and	
usually	 require	 high	 capital	 investment.	 They	 are	 often	 organized	 with	 a	 predetermined	 se‐
quence	of	equipment	[1]	and	intermediate	buffers	arranged	in	a	serial	structure	and	connected	
by	a	material	handling	system.	Because	of	high	sensibility	to	failures,	the	improvement	of	pro‐
duction	 lines’	 availability	 is	 an	 important	 issue	 for	 the	designers	 or	 operators	 to	 resolve.	 It	 is	
therefore	necessary	to	research	the	methods	for	evaluating	or	predicting	the	availability	of	pro‐
duction	lines.	

A	review	focusing	on	availability	analysis	techniques	of	production	lines	is	given	as	follows,	
which	can	be	divided	into	three	groups:	exact	analytical	methods,	approximate	analytical	meth‐
ods	and	simulation.	Exact	analytical	methods,	which	are	generally	on	the	basis	of	queueing	mod‐
els	and	Markov	chain	[2],	can	obtain	the	exact	solutions	of	steady‐state	probability,	thus	provid‐
ing	 insight	 into	 the	qualitative	performance	of	production	 lines.	But	 they	are	only	suitable	 for	
small	lines	(no	more	than	three‐stage)	because	of	the	state	explosion	problem.	

Based	on	the	two‐stage	exact	models,	approximate	analytical	methods	are	developed	for	lines	
with	more	machines.	The	most	representative	methods	are	decomposition	and	aggregation	ap‐



Jia, Tian, Chen, Wang 
 

286  Advances in Production Engineering & Management 12(3) 2017

 

proaches.	The	common	intention	of	decomposition	methods	is	to	decompose	an	N‐machine	sys‐
tem	into	a	cluster	of	N‐1	subsystems	which	contain	two	pseudo‐machines	and	one	original	buff‐
er,	and	to	get	the	result	by	solving	simultaneous	equations	[3].	Gershwin	[4]	developed	an	effi‐
cient	decomposition	method	for	synchronous	lines	and	it	can	get	accurate	results	with	the	help	
of	the	Dallery‐David‐Xie	(DDX)	algorithm	[5].	Afterwards,	Burman	[6]	modified	the	continuous	
model	 for	 asynchronous	 lines	 and	 presented	 a	 new	 accelerate	 DDX	 (ADDX)	 algorithm.	 Other	
extensions	 of	 decomposition	 method	 can	 be	 found	 in	 [7‐9].	 Compared	 with	 decomposition	
methods,	 aggregation	 methods	 are	 more	 straightforward	 and	 simpler.	 The	 general	 idea	 is	 to	
aggregate	 the	original	 line	 into	one	unique	equivalent	machine	by	 iteratively	 replacing	a	 two‐
machine	one‐buffer	subline	[10].	Meerkov	and	his	group	have	obtained	some	achievements	on	
aggregation	methods.	Detailed	descriptions	are	summarized	 in	 [11],	and	a	corresponding	soft‐
ware	called	PSE	Toolbox	is	developed.	Although	approximate	analytical	methods	have	been	fully	
investigated,	there	is	a	limitation	for	wide	application:	all	the	distributions	have	to	be	limited	to	
special	forms,	such	as	geometric	or	exponential.		

Compared	with	analytical	approaches,	simulation	can	build	the	models	of	production	lines	at	
any	requested	level	of	detail	[12]	without	being	restricted	by	assumptions	such	as	specified	dis‐
tributions.	Consequently,	discrete	event	simulation	(DES)	has	been	proved	to	be	 the	 ideal	 tool	
for	exhibiting	the	dynamics	of	complex	manufacturing	process,	and	meanwhile,	the	accuracy	can	
be	controlled.	Because	of	the	applicability	and	practicability,	DES	has	been	widely	used	for	pre‐
dicting	and	optimizing	the	performance	of	production	lines	[13‐15].	Furthermore,	some	authors	
[16‐18]	 investigated	 the	 real	production	 lines	by	means	of	 case	studies.	A	comprehensive	dis‐
cussion	of	many	important	aspects	of	discrete	event	simulation	is	given	by	Law	[19]	from	fun‐
damentals	to	applications.	In	addition,	many	commercial	software	packages	(e.g.,	Flexsim,	Wit‐
ness,	 Plant	 Simulation,	Arena,	 etc.)	 have	been	designed	 specifically	 to	 simulate	manufacturing	
systems,	thus	increasing	the	popularity	of	simulation	in	recent	years.	Despite	the	modelling	flex‐
ibility	 and	 great	 ease	 of	 use,	 DES	 is	 usually	 time‐consuming,	 particularly	 at	 the	 initial	 design	
stage	when	lots	of	system	parameters	are	indeterminate.	Although	high‐performance	computers	
are	developed,	a	 lot	of	 computing	 time	and	resources	are	still	necessary	 to	obtain	statistically	
significant	results.	

To	overcome	the	limitations	of	the	above	methods,	an	integrated	simulation‐surrogate	model	
methodology	 is	presented	 to	predict	 the	availability	of	production	 lines	 in	 this	paper.	For	rea‐
sons	 of	 generality,	 our	 research	 is	 limited	 to	 the	 analysis	 of	 discrete	 serial‐parallel	 lines	with	
unreliable	workstations	 and	 finite	 intermediate	buffers.	The	 rest	of	 the	article	 is	 organized	 as	
follows.	Production	 line	description,	assumptions	and	symbols	are	described	 in	Section	2.	Sec‐
tion	 3	 proposes	 a	 general	 DES	 to	 simulate	 the	 production	 process	 and	 obtain	 the	 production	
lines’	availability.	Section	4	outlines	a	surrogate	model	combined	with	LHS	and	Kriging	model	
for	prediction.	An	application	in	a	rough	machining	production	line	for	crankshaft	is	presented	
in	Section	5.	Finally,	conclusions	and	prospects	close	the	paper	in	Section	6.	

2. Production line model, assumptions and symbols 

2.1 Production line description 

A	discrete	production	line	is	often	organized	with	workstations	connected	in	product‐flow	lay‐
out	and	separated	by	intermediate	buffers.	A	workstation	may	be	composed	of	several	machines	
in	series/parallel	or	 just	one	machine	(in	 this	case	 the	terms	“workstation”	and	“machine”	are	
used	 interchangeably).	 The	 graphical‐based	 structural	model	 of	 an	N‐workstation	 production	
line	is	given	in	Fig.	1,	where	workstations	are	represented	by	squares	and	buffers	are	represent‐
ed	 by	 circles.	 In	 a	 production	 line,	 workpieces	 from	 outside	 enter	 the	 system	 from	 the	 first	
workstation	WS1.	Each	workpiece	is	processed	by	WS1	within	operation	time	T1,	after	which	it	is	
transferred	to	the	first	buffer	B1.	Then	it	moves	in	the	direction	of	arrows	until	it	is	finished	by	
the	last	workstation	WSN,	and	exits	the	system.	
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Fig.	1	The	block	diagram	of	an	N‐workstation	production	line	

In	 the	 real	 production	 operations,	 the	 machines	 always	 experience	 random	 breakdowns.	
Consequently,	failure	of	one	workstation	may	affect	all	other	workstations	upstream	and	down‐
stream.	 This	 complex	 phenomenon	 is	 generally	 regarded	 as	 perturbation	 propagation	 [11],	
which	makes	the	analysis	of	the	production	line	difficult.	To	limit	the	propagation	of	disruptions,	
buffers	are	usually	placed	between	workstations.	In	fact,	buffers	are	capable	to	provide	continui‐
ty	 by	 means	 of	 saving	 parts	 from	 the	 upstream	 subsystem	 and	 releasing	 parts	 to	 the	 down‐
stream	subsystem.	The	buffer	inventory	can	provide	a	period	of	isolation	time	[20]	for	mainte‐
nance	actions	before	the	buffer	becomes	empty	or	full	without	bringing	down	the	entire	system	
immediately.	From	 this	point	of	view,	buffers	alleviate	 this	mutual	 interference	by	decoupling	
adjacent	workstations	from	“rigid”	connection	to	“elastic”	connection.	

Except	the	failures	of	machines,	another	reason	for	line	inefficiency	is	the	workstations’	inter‐
ference:	 starvation	 and	 blocking.	 A	 workstation	 is	 called	 starved	 when	 its	 upstream	 buffer	 is	
empty	(buffer	inventory	is	0).	It	is	said	to	be	blocked	when	its	downstream	buffer	is	full	(buffer	
inventory	is	its	maximum	capacity	Cn).	Taking	WSn	as	an	example,	starvation	is	the	phenomenon	
that	when	WSn	has	finished	a	workpiece	it	is	forced	to	wait	because	Bn‐1	is	empty.	When	a	work‐
station	is	up,	it	is	said	to	be	busy	when	it	is	processing	a	workpiece,	and	is	said	to	be	idle	when	it	
is	either	starved	or	blocked.	Generally,	uptimes	(including	busy	times	and	idle	times)	and	down‐
times	exhibit	statistical	regularity,	and	can	be	expressed	as	independent	and	identically	distrib‐
uted	random	variables.	Thus,	the	state	is	summarized	as	follows:	

the	state	of	WSn ൌ ൞up		 ൝
	busy																				

idle	 ቄstarved
blocked

		

down																												

	

As	mentioned	above,	the	parallel	machines	are	simplified	to	one	workstation	in	this	research	
(see	Fig.	1).	They	are	generally	used	to	balance	the	production	line,	and	have	the	same	operation	
as	well	as	configuration	in	most	situations.	They	are	therefore	assumed	to	have	identical	opera‐
tion	time	as	well	as	parameter	distributions.	Thus	the	workstation’s	operation	time	equals	to	the	
machines’	 operation	 time	 divided	 by	 the	 number	 of	 parallel	machines.	Moreover,	we	 defined	
“degradation	 ratio”	 as	 the	 production	 capacity	 coefficient	 of	 the	workstation	when	one	 of	 the	
parallel	machines	is	down.	For	example,	the	degradation	ratio	is	2/3	when	the	workstation	con‐
tains	three	parallel	machines.	Without	loss	of	generality,	let	it	be	0	in	the	series	case.	

2.2 Assumptions 

The	following	additional	assumptions	are	also	used:	

(a) As	the	supply	and	storage	of	production	line	are	beyond	the	scope	of	this	research	and	
they	are	considered	to	be	infinite.	In	other	words,	WS1	is	never	starved	and	WSN	is	never	
blocked.	

(b) Scheduled	downtimes	such	as	breaks,	meetings,	 and	preventative	maintenance	are	not	
concerned	in	this	paper.	

(c) Operation	time	of	each	workstation	which	contains	transfer	time	and	setup	time	is	con‐
stant	 because	 most	 gantry	 robots	 and	 machines	 are	 controlled	 by	 predetermined	 NC	
code.	

(d) Failures	 don’t	 destroy	workpieces.	 Therefore,	 the	workpieces	 remain	 at	 the	machines	
during	maintenance,	and	processing	resumes	when	the	machines	are	up.	
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(e) The	two‐parameter	Weibull	distribution	is	employed	to	model	uptimes	and	downtimes.	
Although	 the	proposed	DES	model	 is	appropriate	 for	any	distributed	workstations,	 the	
Weibull	distribution	 is	one	of	 the	most	common	distributions	 in	reliability	engineering	
and	can	be	conveniently	transformed	into	exponential	distribution,	which	is	widely	used	
in	analytical	approaches.	

2.3 Symbols of system parameters 

It	 is	necessary	to	present	a	summary	of	 the	symbols	as	well	as	 their	explanations	used	 in	 this	
research.	The	system	input	and	output	parameters	are	listed	in	Table	1	and	Table	2,	respectively.	

Table	1	The	input	parameters	of	model	
Notations	 Explanation	of	the	notations	

N	 Total	number	of	workstations
Tn	 Operation	time	of	WSn,	and	T	= (T1,	T2,	···,	TN)T

Cn	 Maximum	capacity	of	Bn	(including	the	space	at	WSn+1),	and	C = (C1,	C2,	···,	CN‐1)T	
Dn	 Degradation	ratio	of	WSn,	and	D = (D1,	D2,	···,	DN)T,	Dn∈[0,	1)
utni	 Uptime	of	WSn	before	the	ith	failure,	and	UTn	= {utn1,	utn2,	···,	utni,	···}
dtni	 Downtime	of	WSn	during	the	ith failure,	and DTn	= {dtn1,	dtn2,	···,	dtni,	···}
αn	 Scale	parameter	of	Weibull	distribution	for	WSn,	and	α = (α1,	α2,	···,	αN)T

βn	 Shape	parameter	of	Weibull	distribution	for	WSn,	and	β = (β1,	β2,	···,	βN)T

tsim	 Simulation	time	
twarmup	 Warmup	period	
r	 Number	of	independent	replications	of	the	simulation

Table	2	The	output	parameters	of	model	
Notations	 Explanation	of	the	notations	
kn(t)	 Inventory	level	of	Bn	at	time	t,	and	0  kn(t)  Cn
ctn(t)	 Cumulative	busy	time	of	WSn	at	time	t
opn(t)	 Output	of	WSn	at	time	t	

sn(t)	
State	of	WSn at	time	t,	and	sn	= Dn during	downtime,	sn	= 1	during	busy	time,	sn	=	“starved”	or	“blocked”	
during	idle	time	

OP	 Total	amount	of	output,	and	OP = opN(tsim)
OPh(t)	 Hourly	output	of	system	at	time	t
MTBF	 Mean	time	between	failures,	and	MTBFn	=	utഥ n	
MTTR	 Mean	time	to	repair,	and	MTTRn	=	dtഥ n	

A	

Availability	of	the	whole	line,	defined	as	the	probability	of	system	being	processing.	Actually,	in	the	
steady	state,	if	no	failures	occur,	the	system	can	process	a	workpiece	in	every	bottleneck	operation	
time	Tmax,	which	is	the	maximum	operation	time	of	workstations.	Thus,	the	total	processing	time	of	
system	is	OP	×	Tmax,	and	A	=	OP	×	Tmax/tsim.	

3. Discrete event simulation 

In	this	section	a	general	DES	is	developed	under	Matlab	environment	to	simulate	the	manufac‐
turing	process	of	production	lines.	The	simulation	model	can	provide	real‐time	information	on	
operating	 characteristics,	 and	 evaluate	 the	 availability	 of	 production	 lines	 with	 various	 input	
parameters.	Meanwhile,	it	has	a	good	compatibility	with	subsequent	surrogate	model	programs.	

3.1 Simulation process 

The	flow	chart	of	the	proposed	DES	is	shown	in	Fig.	2	and	the	main	steps	are	described	as	fol‐
lows:	

(a) Set	the	input	parameters	for	the	DES	model:	N,	T,	C,	D,	tsim,	and	twarmup.	
(b) Initialization	of	kn(0),	ctn(0)	and	opn(0)	for	every	buffer	and	workstation	with	the	default	

values	all	zero.	
(c) Generate	sample	sets	UTn	and	DTn	with	required	distribution	by	Monte	Carlo	technique	

for	 every	workstation.	Accumulate	 and	 sort	 these	data	 in	 chronological	 order	until	tsim	
ends.	
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(d) Scan	the	real‐time	state	for	every	workstation	and	buffer	at	each	time	unit	by	means	of	a	
nested	 loop,	of	which	 the	outer	 loop	runs	 from	 t	=	1	 to	t	=	 tsim	and	 the	 inner	 loop	runs	
from	n	=	1	to	n	=	N.	In	this	process,	discriminate	WSn	between	up	and	down	according	to	
the	samples	obtained	from	step	(c).	If	WSn	is	up,	discriminate	WSn	between	busy	and	idle	
according	to	kn‐1(t‐1)	and	kn(t‐1).	Then	record	kn(t),	ctn(t),	opn(t)	and	sn(t).	

(e) Calculate	OP,	OPh	and	A	at	the	end	of	simulation.	

Set	input	parameters:	N,	T,	C,	D,	α,	β,	tsim	and	twarmup

Generate	UTn	and	DTn		using	Monte	Carlo,	and	sort	in	
chronological	order

Scan	the	system	state	at	each	time	unit	from	t=1	

kn‐1(t‐1)>0	and	kn(t‐1)<Cn	?

Initialize	kn,	ctn,	opn	for	every	buffer	and	workstation

WSn	being	busy,	
ctn(t)=ctn(t‐1)+sn(t)

Simulate	the	real‐time	state	of	each	workstation	from	n=1	

Finish	a	job？
mod(ctn(t),Tn)=0？

kn(t)=kn(t‐1)+1
kn‐1(t)=kn‐1(t‐1)‐1
opn(t)=opn(t‐1)+1

kn(t)=kn(t‐1)
kn‐1(t)=kn‐1(t‐1)
opn(t)=opn(t‐1)

kn‐1(t‐1)=0	?

WSn	being	up,	sn(t)്0?
WSn	being	completely	

down	sn(t)=0

WSn	being	
starved

kn(t‐1)=Cn	?
WSn	being	
blocked

t=t+1

n=n+1

n<N	?

t<tsim	?

Calculate	the	output	parameters:	OP,	OPh,	A	for	whole	line

Record	kn(t),	opn(t)	and	state	of	WSn	at	time	t

N

Y
N

N

N

N

Y

Y

N

N

Y

Y

Y

Y

	
Fig.	2	The	flow	chart	of	DES	model	for	production	lines 

3.2 Validation 

The	validation	of	proposed	DES	model	was	conducted	by	comparing	the	results	with	Plant	Simu‐
lation	software	in	different	lines.	We	investigated	4	cases	as	follows,	with	the	configuration	de‐
tails	in	Table	3:	

Case	1:	Synchronous	series	line	with	same	workstations;	
Case	2:	Synchronous	series	line	with	different	workstations;	
Case	3:	Asynchronous	series‐parallel	line,	also	be	described	in	Section	5;	
Case	4:	Asynchronous	series‐parallel	line	with	different	buffers	and	Weibull	workstations.	

We	performed	r	=	100	independent	repeated	trials	with	each	of	simulation	length	tsim	=	1440	h	
(3	m	×	30	d	×	16	h).	The	average	results,	which	are	summarized	in	Table	4,	indicate	that	the	per‐
centage	errors	of	OP	are	extremely	small.	That	means	the	proposed	DES	model	is	practicable.	
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Table	3	Configuration	details	of	4	cases	
Parameters	 Case	1	 Case	2 Case	3 Case	4	

N	 5 5 5 5	
T	(s)	 (200,200,200,200,200)	 (200,200,200,200,200) (180,200,190,180,190) (180,200,190,180,190)
K	 (10,10,10,10)	 (10,10,10,10) (10,10,10,10) (10,15,10,15)
D	 (0,0,0,0,0)	 (0,0,0,0,0) (0,0,0.5,0,0) (0,0,0.5,0,0)

UT	(h)	
α	 (400,400,400,400,400)	 (400,600,350,300,450) (400,600,350,300,450) (400,600,350,300,450)
β	 (1,1,1,1,1)	 (1,1,1,1,1) (1,1,1,1,1) (1.2,0.8,1.2,0.8,1.2)

DT	(h)	
α	 (2,2,2,2,2)	 (1.5,2,2.5,3,1.5) (1.5,2,2.5,3,1.5) (1.5,2,2.5,3,1.5)
β	 (1,1,1,1,1)	 (1,1,1,1,1) (1,1,1,1,1) (0.8,1.2,0.8,1.2,0.8)

Table	4	Simulation	results	of	Plant	Simulation	and	the	DES	in	proposed approach	

Parameters	
Case	1	 	 Case	2	 Case	3	 	 Case	4	

Matlab	 PS	 Error,	%	 	 Matlab PS	 Error,	% Matlab PS	 Error,	% 	 Matlab	 PS	 Error,	%
OP	 25351	 25369 ‐0.0710	 	 25294 25301 ‐0.0277 25480 25486 ‐0.0235 	 25505	 25511	 ‐0.0235

3.3 Warm‐up 

The	start‐up	or	initial	transient	problem	is	a	common	problem	in	simulation	process.	In	order	to	
ensure	 that	observations	can	represent	steady‐state	behaviour,	 the	warming	up	or	 initial‐data	
deletion	technique	is	often	suggested.	In	this	research,	a	graphical	procedure	proposed	by	Welch	
is	employed	to	choose	the	warm‐up	period	(see	[19]).	This	procedure	can	smooth	out	the	plot	of	
observations	based	on	ݎ	independent	replications	of	the	simulation	and	moving	average	with	w	
(where	w	 is	 the	window,	 a	parameter	 to	adjust	 the	 smoothness).	Output	parameters	OPh(t)	 is	
selected	as	the	observation,	because	A	is	closely	related	to	OP.	Taking	case	3	as	an	example,	the	
moving	averages	for	OPh(t)	with	w	=	50	h	are	shown	Fig.	3.	From	the	plot	we	chose	a	warmup	
period	of	twarmup	=	80	h	(5	d	×	16	h).	

	
Fig.	3	Moving	averages	for	OPh(t)	with	w	=	50	h	

4. Prediction based on Surrogate Model 

To	increase	the	efficiency,	design	of	experiments	(DOE)	[21]	technique	is	usually	integrated	into	
the	simulation,	which	also	be	referred	 to	as	computer	experiments	or	 simulation	experiments	
[22].	This	technique	can	help	us	to	explore	the	relationship	between	input	parameters	(factors)	
and	performance	measures	(responses)	with	the	least	amount	of	simulating.	Another	use	of	DOE	
is	 to	 construct	 a	 surrogate	model,	 also	 known	as	metamodel	 or	 response	 surfaces,	which	 is	 a	
simplified	model	of	the	simulation	model	for	representing	the	quantitative	relationship	between	
factors	and	responses	[23].	Fig.	4	illustrates	the	relationship	of	different	models.	Surrogate	mod‐
el	provides	one	approach	 to	predict	 the	responses	 from	a	 limited	set	of	 simulated	 factor‐level	
configurations.	In	this	section,	a	prediction	method	based	on	surrogate	model,	which	combines	
Latin	hypercube	 sampling	 (LHS)	 and	Kriging	model,	 is	 presented	 to	predict	 the	 availability	 of	
production	lines.	
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Fig.	4	The	relationship	of	different	models	

4.1 Latin hypercube sampling 

As	 a	 kind	 of	 space	 filling	 design,	 LHS	 is	 widely	 used	 for	 computer	 experiments	 because	 its	
stratification	property	allows	it	to	cover	the	input	domain	uniformly	in	a	relatively	small	sample	
size.	A	LHS	with	p	sample	points	in	q	dimensions	is	written	as	an	p	×	q	matrix	X	=	[࢞ଵ,	࢞ଶ,	···,	࢞]T,	
in	which	 each	 column	 represents	 a	 factor	 and	 each	 row	࢞	=	 	[ሺሻݔ	,···,ሺଶሻݔ	,ሺଵሻݔ] represents	 a	
sample.	Firstly,	a	LHS	divides	each	dimension	into	p	equal	levels	and	gets		grids.	Then	select	p	
of	them	to	make	that	exactly	one	is	selected	at	each	level.	Finally,	generate	one	point	randomly	in	
every	grid	and	get	p	sample	points.	To	get	better	uniformity,	various	criterions	are	available	to	
optimize	the	design.	

In	this	paper,	the	LHS	experiment	plan	was	created	by	Matlab	function	lhsdesign	with	maxmin	
criterion	 (maximize	 minimum	 distance	 between	 points)	 in	 40	 iterations.	 For	 example,	 Fig.	 5	
shows	a	LHS	with	100	sample	points	for	variation	of	workstations’	reliability	parameters,	which	
is	in	the	range	of	MTBF	∈	[‐200,	200]	h	and	MTTR	∈	[‐1,	1]	h.	

	 	
Fig.	5	A	100	×	2	LHS	experiment	plan 

4.2 Kriging model 

Kriging	 is	a	popular	 interpolation	methodology	 for	computer	experiments	 to	construct	a	 cost‐
effective	model	as	a	surrogate	to	the	tedious	and	time‐consuming	engineering	simulation.	Actu‐
ally,	the	Kriging	is	the	best	linear	unbiased	interpolation	and	has	the	ease	of	immediate	valida‐
tion	by	measuring	its	uncertainty	[24].	Compared	with	traditional	polynomial	regression,	Kriging	
can	give	better	global	predictions	because	it	assumes	that	the	prediction	errors	are	correlated,	
i.e.,	gives	more	weight	to	‘neighbouring’	observations	[25].	

In	Kriging	model,	the	simulation	output	at	design	point	࢞	is	defined	as:	

ܻሺ࢞ሻ ൌ ࣅሻ࢞ሺ࢈  ܼሺ࢞ሻ	 (1)
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This	model	is	built	by	adding	up	two	terms:	The	first	term,	which	represents	the	global	trend,	is	
a	linear	combination	where	࢈ሺ࢞ሻ	is	a	vector	of	given	basis	functions	of	࢞,	and	ࣅ	is	a	vector	of	un‐
known	coefficients	need	to	be	estimated	from	the	simulation	results.	The	second	one	ܼሺ࢞ሻ	is	a	
local	bias	expressed	by	a	second‐order	stationary	random	process	with	mean	zero	and	covari‐
ance	Covሾܼሺ࢞ሻ, ܼሺ࢞ᇱሻሿ ൌ ࢞‖ଶܴሺߪ െ ;‖ᇱ࢞ 	,ሻࣂ where	ߪଶ	can	 be	 elucidated	 as	 the	 variance	 of	ܼሺ࢞ሻ	
for	all	࢞,	and	R	is	the	spatial	correlation	function	(SCF)	that	depends	on	the	‘distances’	‖࢞ െ 	‖ᇱ࢞
(Euclidean	 norm).	 For	 simplification,	 the	 form	ܴሺ‖࢞ െ ;‖ᇱ࢞ ሻࣂ ൌ ∏ ܴ൫หݔሺ௩ሻ െ ሺ௩ሻݔ

ᇱ ห; ሺ௩ሻ൯ߠ

௩ୀଵ 	is	

used	 for	 studying	 q‐dimensional	 problems.	 The	 parameters	ߪଶ	and	ࣂ	are	 estimated	 from	 the	
experimental	data.	

There	are	two	steps	to	build	a	surrogate	model	by	Kriging:	modelling	and	prediction.	Firstly,	
model	ܻሺ࢞ሻ,	 i.e.,	 estimate	 the	 unknown	 parameters	 based	 on	 the	 simulated	 points.	 Secondly,	
predict	the	availability	of	production	lines	for	given	points.	We	performed	these	tasks	by	using	a	
Matlab	 toolbox	 called	 DACE	 (Design	 and	 Analysis	 of	 Computer	 Experiments)	 [26].	 The	 basis	
functions	࢈ሺ࢞ሻ	are	 commonly	 expressed	 as	 polynomials	 of	 orders	 d	=	 0,	 1	 or	 2.	 For	 SCF,	 the	
toolbox	provides	seven	types	and	we	choose	three	of	them:	exponential,	Gaussian	and	spherical,	
which	are	defined	as	follows,	respectively:	

ܴୣ୶୮ሺ|ݔ െ ;|′ݔ ሻߠ ൌ expሺെݔ|ߠ െ 	ሻ|′ݔ (2)

ܴୋୟ୳ୱୱሺ|ݔ െ ;|′ݔ ሻߠ ൌ expሺെݔ|ߠ െ 	ଶሻ|′ݔ (3)

ܴୱ୮୦ሺ|ݔ െ ;|′ݔ ሻߠ ൌ 1 െ ଶߦ1.5  ,ଷߦ0.5 ߦ ൌ minሼ1, ݔ|ߠ െ 	ሽ|′ݔ (4)

4.3 Prediction accuracy 

The	goodness	of	prediction	fit	for	different	models	is	measured	by	their	mean	absolute	percent‐
age	error	(MAPE),	root‐mean‐square	error	(RMSE)	and	R‐square	(R2),	expressed	as:	

ܧܲܣܯ ൌ
1

 ቤ

ݕ െ ොݕ
ݕ

ቤ


ୀଵ
ൈ 100%	 (5)

ܧܵܯܴ ൌ ඨ
1

 ൫ݕ െ ො൯ݕ

ଶ

ୀଵ
	 (6)

ܴଶ ൌ 1 െ
∑ ൫ݕ െ ො൯ݕ

ଶ
ୀଵ

∑ ൫ݕ െ ത൯ݕ
ଶ

ୀଵ

	 (7)

where	ݕ	is	the	simulated	value	and	ݕො	is	the	forecast	value.	For	the	first	two	indicators,	a	value	
closer	to	zero	means	a	better	fit.	With	respect	to	R2,	it	can	take	any	value	between	zero	and	one,	
and	the	higher	the	value,	the	better	accuracy	of	predictions	will	be.	

5. Case study 

In	 this	 section,	 a	 rough	machining	production	 line	before	heat	 treatment	 for	 car	 crankshaft	 is	
given	 to	 illustrate	 application	 of	 the	 proposed	method.	 It	 is	 organized	with	 five	workstations,	
among	which	the	third	one	is	composed	of	two	parallel	machines	(see	Fig.	6).	The	operating	con‐
tent	is	described	in	Table	5,	and	the	design	parameter	is	the	same	as	Case	3	in	Section	3.2.	

WS1 WS2B1 B2

M3a

M3b

WS4B3 B4 WS5

180	s 10 200	s 10 10 10180	s 190	s

380	s

380	s

	
Fig.	6	The	block	diagram	of	crankshaft	production	line	
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Table	5	The	operating	content	of	crankshaft	production	line	
No.	 Operating	content
OP1	 Milling	two	end	faces	and	location	seam,	drilling	center	hole		
OP2	 Turning	rear	and	front	journals
OP3	 Finishing	turning	rear	and	front	journals,	main	journals	and	undercuts	
OP4	 Milling	pin	journals,	undercuts	and	outer	rings	of	balancers	
OP5	 Drilling	vertical/oblique	oil	holes	and	chamfers

To	investigate	how	equipment	management	influences	the	performance	of	the	whole	line,	the	
availability	was	predicted	at	different	levels	of	workstations’	reliability	and	maintainability.	We	
made	r	=	100	independent	replications	of	the	proposed	DES	with	tsim	=	1440	h	and	twarmup	=	80	h	
for	p	=	100	sample	points	obtained	via	experiment	plan	in	Section	4.1.	These	average	simulated	
values	of	ܣ	are	 shown	by	black	 scatter	points	 in	Fig.	 7.	Then	we	built	 the	Kriging	model	 from	
above	simulation	result,	and	made	predictions	for	grid	points	with	step	sizes	of	MTBF	=	40	h	and	
MTTR	=	0.2	h.	Another	simulation	was	performed	for	these	grid	points	as	verification	group	by	
Plant	Simulation	software.	Fig.	7	displays	the	predictions	obtained	from	Kriging	model	with	sec‐
ond‐order	basis	functions	and	Gaussian	correlation	function.	We	can	see	that	the	surface	basical‐
ly	 overlaps	 that	 of	 simulated	 values,	which	 demonstrates	 that	 the	 prediction	 accuracy	 is	 high	
enough.	Meanwhile,	the	response	surface	proves	that	A	is	an	increasing	function	of	MTBF	and	a	
decreasing	function	of	MTTR.		

	
Fig.	7	Response	surface	of	availability	A 

We	also	compared	various	Kriging	models	with	four	other	methods	to	show	the	accuracy	of	
the	proposed	method.	They	are	moving	least	square	(MLS)	method	with	Gaussian	weight	func‐
tion	[27],	Matlab	function	griddata	with	v4	method,	aggregation	approximate	method	[11]	and	
semi‐analytical	simulation	[28].	The	first	two	methods	interpolate	the	same	sample	points	and	
act	like	Kriging	model.	The	results	(listed	in	Table	6)	indicate	that	Kriging	models	have	the	low‐
est	MAPE,	RMSE	and	the	highest	R2,	which	means	that	the	proposed	method	provides	better	pre‐
dictions	than	the	other	four	methods.	The	methods	combining	simulation	and	surrogate	model	
are	generally	better	than	analytical	methods.	Furthermore,	for	Kriging	models,	Gaussian	correla‐
tion	 function	delivers	better	performance,	 and	 the	other	 two	perform	basically	 the	 same.	 The	
ideal	basis	function	is	second‐order	polynomial.	

Table	6	Prediction	accuracy	of	availability	A	

Method	
MAPE	(×	10‐2)	 RMSE	(×	10‐4)	 R2	

d	=	0	 d	=	1	 d	=	2	 d	=	0	 d	=	1	 d	=	2	 d	=	0	 d	=	1	 d	=	2	
Exponential	Kriging	 6.9253	 6.7465	 5.4850	 10.835	 9.4687	 7.2949	 0.99034	 0.99262	 0.99562
Gaussian	Kriging	 4.2619	 4.3389	 4.1437 5.8173	 5.9956	 5.7200 0.99721	 0.99704	 0.99731
Spherical	Kriging	 6.6904	 6.3328	 5.6112	 10.596	 8.7454	 7.3571	 0.99076	 0.99370	 0.99554
Gaussian	MLS	 46.527	 17.823	 6.5864	 67.015	 23.145	 8.8208	 0.63028	 0.95590	 0.99359
Griddata	with	v4	 8.5439	 12.922	 0.98625	
Aggregation	approximate	 65.843	 76.846	 0.51385	
Semi‐analytical	simulation	 11.139	 15.356	 0.98059	
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6. Conclusion and further research 
In this paper, a new procedure has been proposed to predict the availability of discrete produc-
tion lines with unreliable workstations and finite buffers. The main advantages are its flexibility 
and property that it is not restricted by specified distributions. This procedure consists of two 
phases: DES and surrogate model. The first phase involves conducting computer experiments to 
obtain the availability of production lines under different system parameters with the help of 
DOE. These input parameters can describe production lines with different structures, operation 
times, uptimes, downtimes and buffer capacities. The second phase aims to predict the availabil-
ity based on the simulated results by surrogate model. It is constructed by combining Kriging 
model and LHS.  

A case study of crankshaft production line has shown that the proposed method was practi-
cal. It provided better predictions than other interpolation methods, approximate analytical 
method and semi-analytical simulation. For Kriging model, Gaussian correlation function and sec-
ond-order basis function predicted with the best performance. We also got the response surface 
of whole line availability versus workstations’ MTBF and MTTR. The main contribution of this 
paper are developing a new DES under Matlab environment and importing Kriging model to the 
domain of modeling the availability of production lines. Although the proposed method was flex-
ible and accurate, the downside is that its efficiency is still lower than analytical methods. Since 
the method is based on DES, the time-consuming problem will inevitably emerge. Even though 
LHS and Kriging help a lot, there is still room for improvement, especially for the long lines. 

In the future, we will investigate the prediction of other performance measures with more in-
put parameters for higher dimensions, such as speed losses, defect losses or process failure. 
Moreover, sensitivity analysis methods should be helpful to gain a deeper understanding of the 
relationships between factors and responses. It would also be interesting to observe the perfor-
mance of other DOE techniques and surrogate models. 
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Philippines,	September	21‐22,	2017.	

 5th	 International	 Conference	 on	 Industrial	 Engineering,	 Robotics	 &	 Engineering	 Materials,	
Kuala	Lumpur,	Malaysia,	September	27‐28,	2017.	

 3rd	 International	 Conference	 and	 Exhibition	 on	 Automobile	 Engineering,	 Berlin,	 Germany,	
September	28‐29,	2017.	

 2nd	 International	 Conference	 on	 Advanced	 Production	 and	 Industrial	 Engineering,	 Delhi,	
India,	October	6‐7,	2017.	

 2017	International	Conference	on	Material	Engineering	and	Manufacturing	–	EI	Compendex,	
Scopus,	Chengdu,	China,	October	9‐11,	2017.	

 LEAP	HR:	Manufacturing,	Cleveland,	United	States	of	America,	October	17‐18,	2017.	

 4th	World	Congress	on	Robotics	and	Artificial	Intelligence,	Osaka,	Japan,	October	23‐24,	2017.	

 31st	European	Simulation	and	Modelling	Conference,	Lisbon,	Portugal,	October	25‐27,	2017.	

 4th	 International	 Conference	 on	 Mechanical,	 Materials	 and	 Manufacturing,	 Atlanta,	 United	
States	of	America,	October	25‐27,	2017.	

 28th	DAAAM	International	Symposium,	Zadar,	Croatia,	November	8‐11,	2017. 

 International	 Conference	 on	 Mechatronics,	 Automation	 and	 Intelligent	 Materials,	 Paris,	
France,	November	13‐14,	2017.	

 7th	 International	 Conference	 on	 Innovative	 Trends	 in	 Engineering,	 Technology,	 Computers	
and	Applied	Sciences,	Tokyo,	Japan,	November	23‐24,	2017.	

 14th	International	Conference	on	Functional	Energy	Materials,	Dallas,	Texas,	USA,	December	
6‐7,	2017.	

 IEEE	International	Conference	on	Industrial	Engineering	and	Engineering	Management,	Sin‐
gapore,	December	10‐13,	2017.	

 The	7th	Advanced	Functional	Materials	and	Devices	–	SCOPUS,	EI	Compendex,	Havana,	Cuba,	
December	13‐15,	2017.	

 11th	International	Conference	on	Data	Mining,	Computers,	Communication	&	Industrial	Ap‐
plications,	Kuala	Lumpur,	Malaysia,	December	14‐15,	2017.	

 10th	 International	 Conference	 on	Advances	 in	Mechanical	Design	 and	Manufacturing,	 Giza,	
Egypt,	December	18‐20,	2017.	

 9th	 International	 Conference	 on	Mechatronics	 and	Manufacturing,	 Phuket	 Island,	 Thailand,	
January	27‐29,	2018.	
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 2018	 International	 Conference	 on	 Robotics	 and	 Intelligent	 System,	 EI	 Compendex,	 Scopus,	
Amsterdam,	Netherlands,	February	21‐23,	2018.	

 The	8th	International	Conference	on	Key	Engineering	Materials,	Osaka,	 Japan,	March	16‐18,	
2018.	

 2nd	International	Conference	on	3D	Printing	Technology	and	Innovations,	London,	UK,	March	
19‐20,	2018.		

 The	2018	International	Conference	on	Robotics	and	Intelligent	Control,	Nagoya,	Japan,	April	
27‐30,	2018.	
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