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A B S T R A C T  A R T I C L E   I N F O 
This paper presents an analysis of the measurement capability of laser inter-
ferometry for calibrating high-resolution measuring systems, focusing on po-
tential errors that need to be carefully controlled to ensure adequate metrolog-
ical traceability. The primary scientific research focus of our National Dimen-
sional Metrology Laboratory is the development of metrological applications 
for industry, with ongoing improvements in calibration procedures for meas-
uring machines and tools. Through a review of possible error sources, an inno-
vative approach to reducing the most significant factors is proposed. This is 
specifically applied to the following calibration cases: field calibration of coor-
dinate measuring machines, and laboratory calibration of precision probes and 
line scales. Instrumental and environmental errors can be effectively mitigated 
by using periodically calibrated laser interferometers in well-controlled air 
conditions, ensuring an uncertainty of 0.2 μm/m. Most geometrical errors can 
be minimized by precise adjustments to the interferometry and positioning 
systems, achieving an uncertainty of 0.3 μm/m. However, errors caused by 
temperature differences in the material along the measuring path remain the 
most influential. These arise due to the high expansion coefficient of the mate-
rial and some uncertainty in its properties. After several hours of temperature 
stabilization, using three temperature sensors along the displacement range 
for software compensation, temperature differences still contribute signifi-
cantly to measurement uncertainty. For example, the error is 0.5 μm/min in 
the case of line scale calibration and 1.1 μm/m for coordinate measuring ma-
chine calibration. 
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1. Introduction  
A wide range of verification methods, based on various measurement standards, is used for cali-
brating and determining geometric errors in high-resolution measuring systems. Among these, 
laser-based methods are the most accurate. Precision measuring machines used in industry typi-
cally have an uncertainty of around µm per meter in the measuring range. Sub-micrometer accu-
rate measures, such as gauge blocks, setting rings, cylinders, step gauges, and line scales, are com-
monly employed to ensure their measurement traceability. Displacement lasers, known for their 
exceptional accuracy, often exceed manufacturing tolerance requirements. They are used in situ-
ations where more precise and detailed information about the properties of a metrological system 
is needed, such as in advanced monitoring of workpiece geometry in the automotive industry [1-3]. 

Our National Dimensional Metrology Laboratory is constantly improving the capability of our 
calibration and measurement procedures. The core of our research is characterization of current 
laboratory equipment to minimize errors, and development of new measurement procedures for 



Enhancing calibration accuracy with laser interferometry for high-resolution measuring systems 
 

Advances in Production Engineering & Management 19(3) 2024 387 
 

calibrating highly precise instruments and machines. Primary task in the field of scientific and 
Industry metrology of the laboratory is maintaining the national standard for length and assuring 
measurements traceability in Slovenian industry. For this purpose, the laboratory is accredited 
for length-calibrations of standards and measuring equipment by Slovenian Accreditation (SA). 
Its metrology capabilities are published in the database of national metrology institutes at the 
International Bureau of Weights and Measures (KCDB BIPM). The main focus of scientific research 
work of the laboratory is development of metrological applications for practical use in industry, 
science and other branches. We are also performing activities for customers in the field of industry 
and science metrology, as well as education for calibrations. 

To ensure measurement traceability, all potential error sources must be analyzed to identify 
and reduce the most influential factors in real-world environmental conditions, thereby achieving 
proper measurement accuracy. In a laser interferometric system, laser interferometers and cor-
responding air sensors should be periodically calibrated, while the entire instrumental system 
can be directly checked through comparison measurements with a reference laser interferometer 
[4]. This paper presents several metrological laser interferometry (LI) systems with innovative 
adjustments for error mitigation, developed in our laboratory, and summarizes the uncertainty 
budget, which is generally applicable to other similar high-precision metrological systems. 

2. Measurement system and adjustments 
Measurement systems with laser interferometer (LI) provide very precise position or distance 
information. It consists of a laser head, which produces the beam of highly stabilized, low-power 
light, and a variety of optical components and accessories such as air and material sensors. Laser 
interferometry is based on the principle of Michelson interferometer: a beam splitter divides the 
light beam into two beams, the reference beam is returned by a fixed reflector and another one 
returns from the retroreflector which is shifted along the measured path. Combined by the split-
ter, they interfere into pulses, which are counted by a photo-electro detector inside the laser head 
(Fig. 1). 

 
Fig. 1 The principle of Michelson interferometer 

A calibration procedure generally comprehends the following basic steps: 

• Installation and precise alignment of laser head and optics. Special mounting elements are 
constructed for the optics used for specific calibrations.  

• The air conditions shall be stabilized for at least 5 hours. Three material temperature sen-
sors are usual used for material and one air sensor to observe temperature, pressure and 
humidity along the measuring path. 

• Deviations are then measured in eleven points (zero point and ten equal increments along 
the whole measuring length, or more by a customer’s request), repeated three times in each 
point. 

 

Generally, there are three categories of potential measurement errors: geometrical, environ-
mental, and instrumental. The methods upgraded in our laboratory to mitigate these errors are 
presented in the following subsections. 
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2.1 Geometrical errors 

The most of geometrical errors can be eliminated by applying a precise alignment procedure. The 
cosine error occurs when the beam from laser and the axis of the stage motion are not completely 
parallel (Eq. 1), while Abbe error occurs due to sloping of the retroreflector. Firstly, the beam is 
aligned by parallel shifts of the laser head into the centre of the target at close position, then by 
angle adjustments at maximum displacement. 

𝑒𝑒cos = 𝐿𝐿(cos 𝜑𝜑 − 1) ≈ −𝐿𝐿𝜑𝜑2/2 (1) 
where 𝜑𝜑 is angle between the beam and the axis of the moving stage, and L is the displacement. 

When calibrating one-coordinate measuring machines (CCMs) of various types, the retroreflec-
tor is attached to the moving probe (Fig. 2), and the cosine error is eliminated by aligning the 
system at the maximum possible displacement. The LI system is used for calibration of CCMs with 
measuring length minimal 1 m, while CCMs with shorter measuring length are calibrated with 
gauge blocks. Assuming an adjustment at a minimum length of 1 m and visual centering of the 
beam within ± 1 mm, the maximum cosine error, as calculated by Eq. 1, is 0.5 × 10-6 × L. The un-
certainty is calculated by reduction with √3 at assumption of rectangular distribution, ucos ≈ 0.3 × 
10-6 × L.  

Abbe error can be minimized within the resolution of CMM, which is minimally ± 5 nm for the 
best machine with digital display. The position of the optical elements and the moving parts are 
set in such way, that the measured object axis is set in the line with the center of the laser linear 
retroreflector. It allows the Abbe errors to be reduced to negligible levels even for the most de-
manding dimensional metrology tasks [5, 6]. Generally, for a maximal error 15 nm, the Abbe un-
certainty is ua = 0.009 nm. The best mitigation of the Abbe error can reduce it to just a few na-
nometers. 

 

 
Fig. 2 Set-up for calibration of a one-coordinate measuring machine 

When calibrating a precise probe, the retroreflector is installed below the probe (Fig. 3). The 
ceramic gauge is used as a base, and its surface imperfections are eliminated by setting the zero 
position. Precise probe is fixed, while the shift along its measurement range is performed by hor-
izontal shifting the base with moving table, which has angle variation up to 15 micro-radians. 
When visual centering the probe onto retroreflector with offset ± 1 mm, the Abbe error is maxi-
mally ± 15 nm. The cosine error of the probe is eliminated by using dial indicator (Fig. 4). Within 
deviations ± 2 µm along the optic’s frame 40 mm, the cosine error is negligible, 1.25 × 10-9 × L, 
where L is probe’s measurement range, commonly with resolution ± 5 nm. When calibrating the 
one-coordinate measuring machine, the cosine error of the laser head is adjusted horizontally 
along the moving table. By visual centering ± 1 mm at minimal distance 1 m, the maximal cosine 
error is achieved 0.5 × 10-6 L, and the uncertainty ucos ≈ 0.3 × 10-6 × L. 



Enhancing calibration accuracy with laser interferometry for high-resolution measuring systems 
 

Advances in Production Engineering & Management 19(3) 2024 389 
 

 
 

Fig. 3 Set-up for calibration of precise probe 
 

 

 
Fig. 4 Pitch and yaw measurements of the stage in y-direction 

When calibrating a line scale, it is shifted using a movable table, and the centers of the line 
marks are precisely located by a video system with a high-resolution camera and software de-
signed to detect the center of dark regions. A laser interferometer is then used to measure dis-
placement from the zero position of the line scale, with a retroreflector fixed onto the moving table 
(Fig. 5). Similarly to the previous case, the beam is aligned along the moving table at maximal 
displacement and the camera’s axis is adjusted by using dial indicator. The geometrical error of 
the moving table in the x- and z-directions (within the coordinate system that includes the optics, 
camera, and line scale, as shown in Fig. 6) was determined empirically [2]. For pitch, the largest 
angle difference along the 500 mm measurement path was 7 μm/m. The maximum offset of the 
laser retroreflector in the z-direction was estimated to be 3 mm, resulting in an expected error 
interval for pitch of 7 nm/mm × 3 mm = 21 nm. For yaw, the largest angle difference along the 
500 mm measurement path was 10 μm/m. The maximum offset of the laser retroreflector in the 
x-direction was estimated to be 1 mm, resulting in an expected error interval for yaw of 10 
nm/mm × 1 mm = 10 nm. Total error of table inclination, calculated by Pythagorean Theorem, is 
23 nm, so the Abbe uncertainty is maximally ua = 0.013 nm. 
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Fig. 5 Set-up for calibration of line scale with video detecting of line-mark position 

 
Fig. 6 Alignment of optics, camera and the moving table with fixed line scale 

2.2 Environmental errors 

Environmental errors occur due to thermal properties of the machine under test and due to de-
pendence of the light wavelength on the atmospheric conditions. Usually, three material temper-
ature sensors are used along the measuring path, and one air sensor for measuring temperature, 
pressure and humidity. High-quality laser interferometers maintain a stable and repeatable light 
frequency, which is negligible compared to the uncertainty of the sensors. The LI software auto-
matically compensates the material path length with the material sensors and the vacuum wave-
length with air refractive index, which depends on the pressure p, temperature T and humidity H, 
and was empirically determined by Edlen’s equation (with coefficients −0.955 × 10−6 / K, 0.268 × 
10−6 / hPa and −0.0085 × 10−6 / % of air humidity). 

The compensation uncertainty depends on variation of air parameters along the measuring 
path and sensors’ sensitivity. The sensitivity of common high-quality air sensors is around 
0.15 × 10-6 × L, including possible drift through years of application [3]. At common variations of 
air parameters in well-controlled conditions during field calibrations (0.5 K, 0.5 hPa, and 10 % 
humidity fluctuation) along the measuring path, and applying Edlen’s coefficients along with a 
reduction by the square root of three for an assumed rectangular distribution [7], the total uncer-
tainty for air compensation is 0.3 × 10⁻⁶ × L. In well controlled conditions in laboratory chamber, 
where air temperature 20 °C varies just ± 0.1 K, the total uncertainty for air compensation is 0.2 
× 10-6 × L. 

Dead path error is caused by an uncompensated length of the laser beam between the interfer-
ometer and the retroreflector, with the machine stage at zero position (Fig. 1). It gets negligible 
by placing the linear interferometer optics close to the zero point of the moveable retroreflector. 
At L = 10 mm in well controlled conditions, we get maximally 3 nm, which is practically negligible 
in comparison to the best resolution of the calibrated devices, described here. Also, the counting 
system of modern laser interferometers have negligible influence. Both contributes a variation of 
the displayed result LLI on level of nm, usually eliminated by choosing LI resolution of 0.01 µm. So, 
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the maximal permissible uncertainty of the indication of the laser interferometer, including air 
compensation, stability of light stability, counting system and dead path, is taken:  

uLI = 10 nm + 0.3 × 10−6 × 𝐿𝐿  at field conditions (2a) 
uLI = 10 nm + 0.2 × 10−6 × 𝐿𝐿   at conditions in chamber (2b) 

where nominal length L is expressed in metres. 
The software correction uncertainty strongly depends on the uncertainty of thermal expansion 

coefficient, α. For coordinate measuring machines, we take α = (11 ± 1) × 10-6/K, and for precise 
probes we take α = (8 ± 1) × 10-6/K. While in case of line scales made of glass, steel or other ma-
terial, having quite different temperature expansion coefficients, in many cases not exactly known, 
we take α = (10 ± 2) × 10-6/K. Assuming rectangular distribution, their uncertainty uα is calculated 
from deviations by reducing with √3. To provide minimal temperature deviations along the meas-
uring path, calibrations are performed after temperature stabilization of the measuring machines, 
e.g. at least of 5 hours stabilization at field calibrations, and at least of 24 hour stabilization in the 
chamber. Temperature of the calibrated device is measured with three material temperature sen-
sors, installed along the measuring path. 

For our case of material temperature sensors, the uncertainty is maximally 0.015 K, evaluated 
from their calibration certificates (including expanded calibration uncertainty 0.015 K, reduced 
by 2, and maximal deviation 0.016 K and long term maximal drift 0.016 K, both reduced 
by √3).The temperature deviation of the device (from standard temperature 20 °C) is calculated 
as a mean value θ of the three measured deviations. Assuming maximal variation ± 0.3 K in field 
well controlled conditions, the uncertainty of the mean temperature is 0.3 K/√3×3 = 0.1 K. The 
total standard uncertainty is less than uθ = √0.0152 + 0.12 K = 0.1 K, while for cases in the chamber 
with maximal temperature variation ± 0.1 K, we get uθ =  √0.0152 + 0.0332 K = 0.04 K and take 
0.05 K into calculation of total calibration uncertainty. 

3. Results and discussion 
The measurement accuracy of the specific calibration process is calculated from following math-
ematical model of the measured deviation: 

e = Li ⋅ (1 + α ⋅θ ) – (LLI – eg) (3) 
where parameters are: 

Li  indicated value on the calibrated device 
α  thermal expansion coefficient of the measurement system of the device at 20 °C 
θ  temperature deviation of the measurement system of the device from 20 °C 
LLI  length indicated by the laser interferometer 
eg  geometrical error of the measurement system 

Combined standard uncertainty is calculated according to GUM [7] by the equation: 

ue2  = (c i  ⋅ ui)2 + (cα  ⋅ uα)2 + (cθ  ⋅ uθ)2  + (cLI ⋅ uLI)2 + (cg  ⋅ ug)2 (4) 
where coefficients are partial derivatives of the expression (3): 

c i  = ∂e/∂Li = 1 + αm ⋅ θm ≈ 1 at well controlled temperature conditions 
cα  = ∂e/∂αm  = θ   ⋅ Li  ≈ θ   ⋅ L, where L is measured length 
cθ  = ∂e/∂θm = α  ⋅ Li ≈ α  ⋅ L 
c LI  = ∂e/∂LLI = −1 
cg = ∂e/∂eg = 1 

and partial uncertainties are evaluated from errors, discussed before. Resolution, repeatability, 
and actual temperature deviation of the calibrated instrument are considered.  

For the best-known one-dimensional measuring device with digital reading, 10 nm resolution 
and 0 nm repeatability, the reading error is within ± 0.005 µm. At assumed rectangular distribu-
tion, the indication uncertainty is ui = 0.005 µm /√3 = 0.003 µm. At calibration of line scales using 
high-resolution video system (Table 3), the indication uncertainty is ui = 0.025 µm. 
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The combined standard uncertainty calculated by Eq. 3 is given in tables 1-3 for three different 
calibrations, for best presumed devices and conditions. The expanded uncertainty by Eqs. 5 is 
double value of the standard uncertainty, covering 95 % possibility of the measurement results. 
The first term in Eq. 5a is negligible yielding linear graph (Fig. 7a), while the sub-micrometre 
graphs (Figs. 7b and 7c) have comparable terms, with equal value at 30 mm in Eq. 5b and at 50 mm 
in Eq. 5c. 

Tables 1-3 present the basic contributions of measurement uncertainty in length calibration 
procedures using the laser interferometry. With the presented measurement uncertainty, we can 
ensure traceability to calibration laboratories and industry. In the following, the methods and pos-
sible improvements to reduce the measurement uncertainty will be described. 

For reducing the measurement uncertainty, we must always analyse and find the maximal con-
tributions in the uncertainty budget. In Tables 1-3, where the measurement uncertainty budget is 
covered, the laser interferometry, the environmental temperature and the cosine error have the 
greatest influence on the measurement uncertainty. The impact of laser interferometry could be 
improved with better environmental sensors. Researchers [8] propose to measure the distance 
with laser interferometry in a vacuum, but such an approach is very expensive and impractical to 
implement. The uncertainty of the linear temperature coefficient could be reduced by an accurate 
knowledge of the material, but this determination is very critical in the length measurements. In 
the procedures described above, environmental temperature and cosine error for positioning the 
laser beam stand out the most. Minimizing the temperature effect could be eliminated with better 
environmental conditions, but it is very difficult to achieve environmental temperature deviation 
below 0.1 K. Temperatures could be measured in several points and perform real-time tempera-
ture compensation, as suggested by certain authors [1]. Even such a temperature measurement 
system is expensive and requires good handling and detailed analysis. Minimizing the cosine error 
could be eliminated with a better positioning system [3]. The authors presented a digital system 
for laser beam positioning. Such a system is sensitive to outside light and needs to be controlled. 
Proposed methods can contribute to more accurate measurement capabilities. However, they re-
quire additional investment and knowledge. 

Table 1 Uncertainty budget for calibration of one coordinate measuring devices 
Variable Standard uncertainty Distribution Sensitivity coefficient Uncertainty contribution 

Li 0.003 μm Rectangular 1 0.003 μm 
α 0.58 × 10-6 K-1 Rectangular 0.2 K × L 0.12 × 10-6 × L  
θ 0.1 K Normal 11 × 10-6 K-1 × L   1.1 × 10-6  × L  

LLI 0.01 μm + 0.3 × 10-6 × L Normal -1 0.01 μm + 0.3 × 10-6  ×  L 
ecos 0.3 × 10-6 × L Rectangular 1 0.3 × 10-6 × L 
ea 0.009 nm  Rectangular 1 0.009 nm 
   Total: �(0.014 μm)2 + (1.19 × 10−6 × 𝐿𝐿)2 

The expanded uncertainty for calibration of one coordinate measuring devices is: 

𝑈𝑈 = �(0.03 μm)2 + (2.4 × 10−6 × 𝐿𝐿)2 (5a) 

Table 2 Uncertainty budget for calibration of precise probes 

Variable Standard uncertainty Distribution Sensitivity coefficient Uncertainty contribution 
Li 0.003 μm Rectangular 1 0.003 μm 
α 0.58 × 10-6 K-1 Rectangular 0.1 K × L 0.06 × 10-6 × L 
θ 0.05 K Normal 8 × 10-6 K-1  × L 0.4 × 10-6  × L 

LLI 0.01 μm + 0.2 × 10-6 × L Normal -1 0.01 μm + 0.2 × 10-6 × L 
ecos 0.3 × 10-6 × L Rectangular 1 0.3 × 10-6 × L 
ea 0.009 nm Rectangular 1 0.009 nm 
   Total: �(0.014 μm)2 + (0.54 × 10−6 × 𝐿𝐿)2 

The expanded uncertainty for calibration of precise probes is: 

𝑈𝑈 = �(0.03 μm)2 + (1.1 × 10−6 × 𝐿𝐿)2 (5b) 
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Table 3 Uncertainty budget for calibration of line scales 

Variable Standard uncertainty Distribution Sensitivity coefficient Uncertainty contribution 
Li 0.025 μm Normal 1 0.025 μm 
α 1.155 × 10-6 K-1 Rectangular 0.1 K × L 0.1 × 10-6 × L  
θ 0.05 K Normal 10 × 10-6 K-1 × L    0.5 × 10-6  × L  

LLI 0.01 μm + 0.2 × 10-6 × L Normal -1 0.01 μm + 0.2 × 10-6 × L 
ecos 0.3 × 10-6 × L Rectangular 1 0.3 × 10-6 ×  L  
ea 0.013 nm Rectangular 1 0.013 nm 
   Total: �(0.03 μm)2 + (0.63 × 10−6 × 𝐿𝐿)2 

The expanded uncertainty for calibration of line scales is: 

𝑈𝑈 = �(0.06 μm)2 + (1.25 × 10−6 × 𝐿𝐿)2 (5c) 

 
Fig. 7 Expanded calibration uncertainty: (a) one-dimensional coordinate measuring devices, 

                         (b) precise probes, (c) line scales 

When measuring samples, the first term rises due to surface error, depending on sample’s qual-
ity. While roughness of fine polished gauge blocks varies 15-30 nm [9, 10], geometrical imperfec-
tions have a sub-micrometre contribution [11]. Incrementally formed samples had roughness 0.4-
0.75 µm [12], cylinders after turning had waviness 25-100 nm [13], and roughness after polishing 
25-50 nm [14]. The waviness of a setting ring (Fig. 8) in contact with probes contributes 25-50 nm. 

 

 
Fig. 8 Roundness profile of setting rings with diameter: (a) 50 mm, (b) 150 mm 

4. Conclusion 
Proper procedures with calibrated standards, deployable on machine tools, and effective error 
mitigation in real-world environmental conditions are essential to ensure the required measure-
ment accuracy. Calibration procedures typically offer seven to ten times better accuracy than the 
calibrated device, ensuring proper metrological traceability. The uncertainty budget was pre-
sented for three specific cases of improved setups, chosen among the procedures used in our la-
boratory and verified by the national accreditation body. For highly precise calibration, our labor-
atory developed specific positioning systems applying a precise moving table, upgraded with 
clamping system and video probe system, adjusted with dial gauges, as detailed in the paper. By 
reviewing potential error sources in the measuring system, we found that using high-quality, pe-
riodically calibrated laser interferometers and sensors in well-controlled air conditions effectively 
mitigates instrumental and environmental errors. Geometrical errors can also be significantly re-
duced through precise adjustments of optics and probes. The majority of errors in the uncertainty 
budget are proportional to the displacement length, with the absolute term only becoming notice-
able at shorter displacements (up to 100 mm). When calibrating gauge samples, such as cylinders 
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and rings, the surface error contributes essentially, while Abbe and dead-path errors in the abso-
lute term become negligible. The most significant errors arise from material temperature differ-
ences along the measuring path. After several hours of stabilization and using three material tem-
perature sensors along the path, this error remains the primary contributor. When further miti-
gation is necessary, such as for the calibration of step gauges, a more advanced monitoring system 
for material temperature was developed in our laboratory. Based on the content and measure-
ment uncertainty calculations presented in the article, we provide the current needs of industry 
and calibration laboratories. Improvements and future work are also proposed. These enhance-
ments could reduce measurement uncertainties but would require additional investments and 
expertise for implementation. 
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