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#### Abstract

The modified Hosoya polynomial of double weighted graphs, i.e. edge and vertex weighted graphs, is introduced that enables derivation of closed expressions for Hosoya polynomial of some special graphs including unicyclic graphs. Furthermore, the Hosoya polynomial is given as a sum of edge contributions generalizing well known analogous results for the Wiener number. A linear algorithm for computing the Hosoya polynomial on cactus graphs is provided. Hosoya polynomial is extensively studied in chemical graph theory, and in particular its weighted versions have interesting applications in theory of communication networks.
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## 1 Introduction

The Hosoya polynomial was first studied by Hosoya [12], and later introduced independently under the name Wiener polynomial [20], perhaps because of its property that the first derivative of the polynomial evaluated at $x=1$ equals the Wiener number. The name Hosoya-Wiener polynomial may be a good compromise [25, 26], however the majority of researchers nowadays use the term Hosoya polynomial. The main advantage of the Hosoya polynomial is that it contains a wealth of information about distance based invariants. Besides the above mentioned relation to the Wiener number, natural relations to other

[^0]indices are known including the hyper-Wiener index [3] and Tratch-Stankovich-Zefirov index [1, 10]. The Hosoya polynomial has been investigated on many special classes of graphs, and vast literature includes some very recent studies, for example [4, 7, 14, 16].

The Hosoya polynomial generalizes nicely to the weighted graphs, as noted already in [25]. It seems that many properties of the polynomial remain valid in the weighted case, starting with the relations to the weighted Wiener number and hyper-Wiener index [25]. It may be interesting to note that the Wiener number, the polynomial and the corresponding generalizations also have natural applications in theory of communication networks, because the distance properties of a graph are of central importance there [6, 8, 18, 24]. In [26], a recursive formula for the Hosoya polynomial is derived yielding a linear time algorithm for computing the polynomial on trees. A generalization to cactus graphs was left as an open problem in [26]. The main motivation for this work was to design a linear algorithm for the Hosoya polynomial on double weighted cactus graphs. To achieve the main objective, we provide some auxiliary structural results that may be of independent interest, for example we show how the polynomial of a graph with cut edge can be expressed in terms of certain polynomials of the subgraphs (Lemma 4.1). Analogous results are given for graphs with cut vertex (Lemma 4.4) and for graphs generalizing unicyclic graphs (Lemma 5.1). As a related result that may be of independent interest, we show how the Hosoya polynomial can be expressed in terms of edge-contributions. Again, this may be of particular importance in theory of communications, as the edge contributions are under some natural assumptions directly related to communication load of edges (i.e. communication links). Finally, we outline a linear algorithm for computing the Hosoya polynomial on double weighted cactus graphs. More precisely, our algorithm is linear in the number of basic operations on polynomials i.e. addition and multiplication of polynomials.

The rest of the paper is organized as follows. In the next two sections some basic definitions including the definition of Hosoya polynomial are recalled. In Section 4, the Hosoya polynomials of some special graphs are calculated. In Section 5, cycle-like graphs are considered. For later use, the "modified Hosoya polynomial" of two variables is introduced. In Section 6, the Hosoya polynomial is expressed in terms of edge contributions. In Section 7, the algorithm for calculating the Hosoya polynomial is outlined in some details and its linear time complexity is shown.

## 2 Definitions

A double weighted graph $G=(V, E, w, \lambda)$ is a combinatorial object consisting of an arbitrary set $V=V(G)$ of vertices, a set $E=E(G)$ of unordered pairs $\{u, v\}=u v=e$ of distinct vertices of $G$ called edges, and two weighting functions, $w$ and $\lambda$. The weight function $w: V(G) \mapsto \mathbb{R}^{+}$assigns positive real numbers (weights) to vertices and the distance function $\lambda: E(G) \mapsto \mathbb{R}^{+}$assigns positive real numbers (lengths) to edges. The order and size of $G$ are $n=|V(G)|$ and $m=|E(G)|$, respectively.

A path $P$ between $u$ and $v$ is a sequence of distinct vertices $u=v_{i}, v_{i+1}, \ldots, v_{k-1}$, $v_{k}=v$ such that each pair $v_{l} v_{l+1}$ is connected by an edge. The length of the path $P$ is the sum of the lengths of its edges,

$$
\ell(P)=\sum_{l=i}^{k-1} \lambda\left(v_{l} v_{l+1}\right)
$$

The distance $d_{G}(u, v)$, or simpler $d(u, v)$, between vertices $u$ and $v$ in graph $G$ is the length
of a shortest path between $u$ and $v$. If there is no such path, we write $d(u, v)=\infty$. The diameter of a graph $G$ is the maximal distance in $G, \mathcal{D}(G)=\max _{u, v \in V(G)} d_{G}(u, v)$.

A graph $G$ is connected if $d(u, v)<\infty$ for any pair of vertices $u, v \in V(G)$. A vertex $v$ is a cut vertex if after removing $v$ and all edges incident to it the resulting graph is not connected. A graph without a cut vertex is called nonseparable. A block is a maximal nonseparable graph. Here, a cycle is an induced subgraph which is connected and every vertex is of degree two. A cactus is a graph in which every block of three or more vertices is a cycle. We also can say that cactus is a graph in which every edge is a part of at most one cycle.

The weighted Wiener number of a weighted connected graph $G$ is defined as

$$
W(G)=\sum_{\{u, v\} \subseteq V(G)} w(u) w(v) d(u, v)
$$

This is obviously a generalization of the usual definition of (unweighted) Wiener number, the sum of distances over all unordered pairs of vertices of $G$. The definition also generalizes the definition of the Wiener number for vertex-weighted graphs as used in [13]. Let us only mention that the Gutman index or the Schultz index of the second kind [9], where the weights of vertices are their degrees, is listed in [15] as an example of weighted versions of the Wiener index.

## 3 The Hosoya polynomial

A notion closely related to the Wiener number is the Hosoya polynomial of a graph $G$ which is defined as

$$
\begin{equation*}
H(G, x)=\sum_{u, v \in V(G)} x^{d(u, v)} \tag{3.1}
\end{equation*}
$$

where the sum runs over all unordered pairs of vertices $u, v \in V(G)$. This definition, which is used for example in [11], slightly differs from the definition used by Hosoya [12]:

$$
\begin{equation*}
\hat{H}(G, x)=\sum_{\{u, v\} \subseteq V(G)} x^{d(u, v)} \tag{3.2}
\end{equation*}
$$

Obviously, $H(G, x)=\hat{H}(G, x)+|V(G)|$, because in (3.2) the sum runs over all unordered pairs $\{u, v\}$ of distinct vertices $(u, v \in V(G), u \neq v)$, while in (3.1) $u$ and $v$ need not be distinct.

The Hosoya polynomial of a weighted graph $G$ is defined as

$$
\begin{equation*}
\hat{H}(G, x)=\sum_{\{u, v\} \subseteq V(G)} w(u) w(v) x^{d(u, v)} \tag{3.3}
\end{equation*}
$$

where the sum runs over all unordered pairs $\{u, v\}$ of distinct vertices $(u, v \in V(G)$, $u \neq v$ ), as in definition (3.2). In the case when all weights of edges and vertices equal 1 , we get the Hosoya polynomial as usually defined for unweighted graphs.

Remark 3.1. If $G$ is a graph with one vertex and no edges, $G=\{v\}$, we define

$$
\begin{equation*}
\hat{H}(\{v\}, x):=0 \tag{3.4}
\end{equation*}
$$

Note that $\hat{H}(G, x)$ may not be a polynomial if edge lengths are allowed to be arbitrary real numbers. Obviously, if positive integers are used for edge lengths, the function $\hat{H}(G, x)$ is a polynomial. Hence, with appropriate scaling factor, we can always consider $\hat{H}(G, x)$ to be a polynomial, for any model using rational edge lengths.

The Hosoya polynomial has many interesting properties [10, 12, 25], perhaps the most interesting of them is that its derivative at 1 equals the Wiener number.

For a connected graph $G$ with more than one vertex, denote the modified Hosoya polynomial by

$$
\begin{equation*}
M(G, x)=\sum_{\{u, v\} \subseteq V(G)} d(u, v) w(u) w(v) x^{d(u, v)} \tag{3.5}
\end{equation*}
$$

Then clearly,

$$
M(G, x)=x \cdot \frac{d}{d x} \hat{H}(G, x), \quad \text { and } \quad \hat{H}(G, x)=\int_{0}^{x} \frac{M(G, t)}{t} d t
$$

Later we will use the contributions of a vertex to the Hosoya polynomial. More precisely, we denote the contribution of all paths from a fixed vertex $a$ to all vertices of some subgraph $H$ of $G$ (it is also possible $a \in H$ ) by

$$
\begin{equation*}
\hat{H}_{a}(H, x)=\sum_{v \in V(H)} w(a) w(v) x^{d(a, v)}=w(a) \sum_{v \in V(H)} w(v) x^{d(a, v)} \tag{3.6}
\end{equation*}
$$

and

$$
M_{a}(H, x)=\sum_{v \in V(H)} d(a, v) w(a) w(v) x^{d(a, v)}=w(a) \sum_{v \in V(H)} d(a, v) w(v) x^{d(a, v)}
$$

Obviously,

$$
\hat{H}_{a}(\{a\}, x)=w(a)^{2}, \quad M_{a}(\{a\}, x)=0
$$

and

$$
\hat{H}(G, x)=\frac{1}{2} \sum_{a \in V(G)}\left(\hat{H}_{a}(G, x)-w(a)^{2}\right)
$$

Remark 3.2. Note that $\hat{H}_{a}(G, x)$ may be regarded as a natural generalization of "partial Wiener polynomial" $H_{a}(G, x)$ used by Došlić [5] on unweighted graphs. More precisely,

$$
\begin{equation*}
H_{a}(G, x)=\sum_{v \in V(G), v \neq a} w(a) w(v) x^{d(a, v)}=\hat{H}_{a}(G, x)-w(a)^{2} \tag{3.7}
\end{equation*}
$$

## 4 Auxiliary results

Following the idea of [17], we calculate the Hosoya polynomial of some special examples of weighted graphs from the Hosoya polynomials of the given subgraphs. For later reference, auxiliary polynomials $\hat{H}_{a}(G, x)$, i.e. the contributions of all paths from fixed vertex $a$ to all vertices of $G$, are also explicitly evaluated. Until further notice, the subgraphs considered are assumed to have at least one edge.

Lemma 4.1. Let $G_{a}$ and $G_{b}$ be disjoint rooted graphs with roots $a$ and $b$ respectively, and let $G$ be a disjoint union of $G_{a}$ and $G_{b}$ by the edge $e=a b$, see Figure 1. Then the Hosoya polynomial of $G$ equals to

$$
\hat{H}(G, x)=\hat{H}\left(G_{a}, x\right)+\hat{H}\left(G_{b}, x\right)+\frac{1}{w(a) w(b)} \hat{H}_{a}\left(G_{a}, x\right) \hat{H}_{b}\left(G_{b}, x\right) x^{\lambda(e)}
$$

and

$$
\hat{H}_{a}(G, x)=\hat{H}_{a}\left(G_{a}, x\right)+\frac{w(a)}{w(b)} \hat{H}_{b}\left(G_{b}, x\right) x^{\lambda(e)} .
$$



Figure 1: A graph with a bridge.

Proof.

$$
\begin{aligned}
\hat{H}(G, x)= & \sum_{\{u, v\} \subseteq V(G)} w(u) w(v) x^{d(u, v)}=\sum_{\{u, v\} \subseteq V\left(G_{a}\right)} w(u) w(v) x^{d(u, v)}+ \\
& +\sum_{\{u, v\} \subseteq V\left(G_{b}\right)} w(u) w(v) x^{d(u, v)}+\sum_{\substack{u \in V\left(G_{a}\right) \\
v \in V\left(G_{b}\right)}} w(u) w(v) x^{d(u, v)}
\end{aligned}
$$

It is obvious that first two sums equal to $\hat{H}\left(G_{a}, x\right)$ and $\hat{H}\left(G_{b}, x\right)$, respectively. Furthermore, observe that

$$
\begin{aligned}
\frac{1}{w(a)} \hat{H}_{a}\left(G_{a}, x\right) & =\sum_{u \in V\left(G_{a}\right)} w(u) x^{d(u, a)} \\
\frac{1}{w(b)} \hat{H}_{b}\left(G_{b}, x\right) & =\sum_{v \in V\left(G_{b}\right)} w(v) x^{d(b, v)}
\end{aligned}
$$

and

$$
\frac{1}{w(a)} \hat{H}_{a}\left(G_{a}, x\right) \cdot \frac{1}{w(b)} \hat{H}_{b}\left(G_{b}, x\right)=\sum_{\substack{u \in V\left(G_{a}\right) \\ v \in V\left(G_{b}\right)}} w(u) w(v) x^{d(u, a)+d(b, v)} .
$$

Thus

$$
x^{\lambda(e)} \cdot \frac{1}{w(a)} \hat{H}_{a}\left(G_{a}, x\right) \cdot \frac{1}{w(b)} \hat{H}_{b}\left(G_{b}, x\right)=\sum_{\substack{u \in V\left(G_{a}\right) \\ v \in V\left(G_{b}\right)}} w(u) w(v) x^{d(u, v)},
$$

since

$$
d(u, a)+\lambda(e)+d(b, v)=d(u, v)
$$

Similarly,

$$
\begin{aligned}
\hat{H}_{a}(G, x) & =w(a) \sum_{v \in G} w(v) x^{d(a, v)}= \\
& =w(a) \sum_{v \in G_{a}} w(v) x^{d(a, v)}+w(a) \sum_{v \in G_{b}} w(v) x^{d(a, v)}= \\
& =\hat{H}_{a}\left(G_{a}, x\right)+w(a) \frac{1}{w(b)} \hat{H}_{b}\left(G_{b}, x\right) x^{\lambda(e)} .
\end{aligned}
$$

Example 4.2. Let $G_{b}=\{b\}, G_{a}=\{a\}$ and $G=\{a, b\} \cup a b$ (see Figure 2, left). From the definition (3.3) of the Hosoya polynomial it follows $\hat{H}(G, x)=w(a) w(b) x^{\lambda(a b)}$. On the other hand, using Lemma 4.1 we get (the initial values for vertices $a$ and $b$ are determined as in (3.4)):

$$
\begin{aligned}
\hat{H}(G, x) & =\hat{H}\left(G_{a}, x\right)+\hat{H}\left(G_{b}, x\right)+\frac{1}{w(a) w(b)} \hat{H}_{a}\left(G_{a}, x\right) \hat{H}_{b}\left(G_{b}, x\right) x^{\lambda(a b)}= \\
& =0+0+\frac{1}{w(a) w(b)} w(a)^{2} w(b)^{2} x^{\lambda(a b)}
\end{aligned}
$$



Figure 2: A graph $G$ with two vertices (left), a rooted graph $G$ with a bridge (right).

Example 4.3. Let $G_{b}=\{b\}$ and $G_{a}$ be an arbitrary rooted graph, such that $b \notin V\left(G_{a}\right)$. Let $G$ be the rooted graph $G=G_{a} \cup\{b\} \cup a b$ (see Figure 2, right). Using Lemma 4.1 and
equation (3.4)

$$
\begin{aligned}
\hat{H}(G, x) & =\hat{H}\left(G_{a}, x\right)+\hat{H}\left(G_{b}, x\right)+\frac{1}{w(a) w(b)} \hat{H}_{a}\left(G_{a}, x\right) \hat{H}_{b}\left(G_{b}, x\right) x^{\lambda(a b)}= \\
& =\hat{H}\left(G_{a}, x\right)+0+\frac{1}{w(a) w(b)} \hat{H}_{a}\left(G_{a}, x\right) w(b)^{2} x^{\lambda(a b)}= \\
& =\hat{H}\left(G_{a}, x\right)+w(a) w(b) x^{\lambda(a b)}+w(b) \sum_{\substack{v \in V\left(G_{a}\right) \\
v \neq a}} w(v) x^{d(v, a)+\lambda(a b)}
\end{aligned}
$$

Lemma 4.4. Let $G_{1}$ and $G_{2}$ be graphs with one common vertex $a$ and let $G_{1}-a$ and $G_{2}-a$ be disjoint. If $G=G_{1} \cup G_{2}$ (see Figure 3), the Hosoya polynomial of the graph $G$ equals to

$$
\begin{aligned}
\hat{H}(G, x)=\hat{H}\left(G_{1}, x\right)+\hat{H} & \left(G_{2}, x\right)+ \\
& +\frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{1}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{2}, x\right)-w(a)^{2}\right)
\end{aligned}
$$

and

$$
\hat{H}_{a}(G, x)=\hat{H}_{a}\left(G_{1}, x\right)+\hat{H}_{a}\left(G_{2}, x\right)-w(a)^{2}
$$



Figure 3: Two graphs with a common vertex.
Proof. Similarly to the proof of Lemma 4.1, we have

$$
\begin{aligned}
& \hat{H}(G, x)= \sum_{\{u, v\} \subseteq V(G)} w(u) w(v) x^{d(u, v)}= \\
&= \sum_{\substack{\{u, v\} \subseteq V\left(G_{1}\right)}} w(u) w(v) x^{d(u, v)}+\sum_{\{u, v\} \subseteq V\left(G_{2}\right)} w(u) w(v) x^{d(u, v)}+ \\
&+\sum_{\substack{u \in V\left(G_{1}\right) \\
v \in V\left(G_{2}\right)}} w(u) w(v) x^{d(u, a)+d(a, v)}-\sum_{u \in V\left(G_{1}\right)} w(u) w(a) x^{d(u, a)}- \\
&-\sum_{v \in V\left(G_{2}\right)} w(a) w(v) x^{d(a, v)}+w(a)^{2}=
\end{aligned}
$$

$$
\begin{aligned}
= & \hat{H}\left(G_{1}, x\right)+\hat{H}\left(G_{2}, x\right)+ \\
& \quad+\frac{\hat{H}_{a}\left(G_{1}, x\right)}{w(a)} \cdot \frac{\hat{H}_{a}\left(G_{2}, x\right)}{w(a)}-\hat{H}_{a}\left(G_{1}, x\right)-\hat{H}_{a}\left(G_{2}, x\right)+w(a)^{2}= \\
& =\hat{H}\left(G_{1}, x\right)+\hat{H}\left(G_{2}, x\right)+\frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{1}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{2}, x\right)-w(a)^{2}\right) .
\end{aligned}
$$

We used the fact that, because $G_{1}$ and $G_{2}$ share the vertex $a$,

$$
\sum_{\substack{u \in V\left(G_{1}\right) \\ v \in V\left(G_{2}\right)}}=\sum_{\substack{u \in V\left(G_{1}\right) \\ v \in V\left(G_{2}\right) \\ u \neq v}}+\sum_{u=v=a}
$$

The second equation holds because

$$
\begin{aligned}
\hat{H}_{a}(G, x) & =\sum_{v \in V(G)} w(a) w(v) x^{d(a, v)}= \\
& =\sum_{v \in V\left(G_{1}\right)} w(a) w(v) x^{d(a, v)}+\sum_{v \in V\left(G_{2}\right)} w(a) w(v) x^{d(a, v)}-w(a)^{2}= \\
& =\hat{H}_{a}\left(G_{1}, x\right)+\hat{H}_{a}\left(G_{2}, x\right)-w(a)^{2}
\end{aligned}
$$

Remark 4.5. The statement of Lemma 4.4 is a generalization of Theorem 2.1 from [4] for the case when two double weighted connected graphs $G_{1}$ and $G_{2}$ are point-attached to obtain $G$. However, it is easy to see that Lemma 4.4 can be generalized to the general case with any finite number of graphs. As the proof is short, we write and prove the following theorem for completeness of presentation.

Theorem 4.6. Let $G_{i}$ be graphs with one common vertex $a$ and let $G_{i}-a$ be disjoint. If $G=\bigcup_{i=1}^{n} G_{i}$, the Hosoya polynomial of the graph $G$ equals to

$$
\begin{align*}
\hat{H}(G, x)= & \sum_{i=1}^{n} \hat{H}\left(G_{i}, x\right)+ \\
& +\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{i}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{j}, x\right)-w(a)^{2}\right) \tag{4.1}
\end{align*}
$$

and

$$
\hat{H}_{a}(G, x)=\sum_{i=1}^{n} \hat{H}_{a}\left(G_{i}, x\right)-(n-1) w(a)^{2}
$$

Proof. For $n=2$ the result follows from Lemma 4.4, and for arbitrary $n$ the result follows by induction. Suppose the equation (4.1) is valid for $n-1$, let $G_{0}=\bigcup_{i=1}^{n-1} G_{i}$ and $G=$
$G_{0} \cup G_{n}$. Then, using Lemma 4.4,

$$
\begin{aligned}
& \begin{array}{l}
\hat{H}(G, x)= \\
\quad \hat{H}\left(G_{0}, x\right)+\hat{H}\left(G_{n}, x\right)+ \\
\quad+\frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{0}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{n}, x\right)-w(a)^{2}\right)= \\
\quad=\sum_{i=1}^{n-1} \hat{H}\left(G_{i}, x\right)+\hat{H}\left(G_{n}, x\right)+ \\
\quad+\sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} \frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{i}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{j}, x\right)-w(a)^{2}\right)+ \\
+\frac{1}{w(a)^{2}}\left(\left(\sum_{i=1}^{n-1} \hat{H}_{a}\left(G_{i}, x\right)\right)-(n-2) w(a)^{2}-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{n}, x\right)-w(a)^{2}\right)= \\
=\sum_{i=1}^{n} \hat{H}\left(G_{i}, x\right)+\sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} \frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{i}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{j}, x\right)-w(a)^{2}\right)+ \\
\quad+\sum_{i=1}^{n-1} \frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{i}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{n}, x\right)-w(a)^{2}\right)= \\
=\sum_{i=1}^{n} \hat{H}\left(G_{i}, x\right)+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{w(a)^{2}}\left(\hat{H}_{a}\left(G_{i}, x\right)-w(a)^{2}\right)\left(\hat{H}_{a}\left(G_{j}, x\right)-w(a)^{2}\right)
\end{array}
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{H}_{a}(G, x)=\hat{H}_{a}\left(G_{0}, x\right)+\hat{H}_{a}\left(G_{n}, x\right)-w(a)^{2}= \\
& =\sum_{i=1}^{n-1} \hat{H}_{a}\left(G_{i}, x\right)-(n-2) w(a)^{2}+\hat{H}_{a}\left(G_{n}, x\right)-w(a)^{2}= \\
& =\sum_{i=1}^{n} \hat{H}_{a}\left(G_{i}, x\right)-(n-1) w(a)^{2} .
\end{aligned}
$$

## 5 Cycle-like and unicyclic graphs

We now consider the case when the specific vertices $a_{1}, a_{2}, \ldots, a_{n}$ in $G$ are vertices of a cycle.

Lemma 5.1. Let $G_{a_{1}}, G_{a_{2}}, \ldots, G_{a_{n}}$ be disjoint rooted graphs and denote by $G^{C}$ the union of $G_{a_{1}}, G_{a_{2}}, \ldots, G_{a_{n}}$, joined by the edges $a_{1} a_{2}, a_{2} a_{3}, \ldots, a_{n-1} a_{n}$ and $a_{n} a_{1}$, see Figure 4. In this case the Hosoya polynomial of $G^{C}$ equals to

$$
\begin{align*}
\hat{H}\left(G^{C}, x\right)=\sum_{i=1}^{n} & \hat{H}\left(G_{a_{i}}, x\right)+ \\
& +\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{w\left(a_{i}\right) w\left(a_{j}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) \cdot \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right) \cdot x^{d\left(a_{i}, a_{j}\right)} \tag{5.1}
\end{align*}
$$

and

$$
\hat{H}_{a_{i}}\left(G^{C}, x\right)=\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right)+\sum_{\substack{j=1 \\ j \neq i}}^{n} \frac{w\left(a_{i}\right)}{w\left(a_{j}\right)} \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right) \cdot x^{d\left(a_{i}, a_{j}\right)}
$$

for every $i=1,2, \ldots, n$.


Figure 4: A cycle-like graph $G^{C}$.

Remark 5.2. In Lemma 5.1, the graph $G^{C}$ can be any connected graph with a cycle such that all vertices $a_{1}, a_{2}, \ldots, a_{n}$ of the cycle $C$ are cut-vertices, and the $G_{a_{i}}$ can be any subgraphs. Clearly, this includes as a special case the unicyclic graphs.

Proof of Lemma 5.1. Following the idea of the proof of Lemma 4.1, we write

$$
\begin{aligned}
& \hat{H}\left(G^{C}, x\right)=\sum_{\{u, v\} \subseteq V(G)} w(u) w(v) x^{d(u, v)}= \\
& \quad=\sum_{i=1}^{n} \sum_{\{u, v\} \subseteq V\left(G_{a_{i}}\right)} w(u) w(v) x^{d(u, v)}+\sum_{i=1}^{n-1} \sum_{\substack{j=i+1}}^{n} \sum_{\substack{u \in V\left(G_{a_{i}}\right) \\
v \in V\left(G_{a_{j}}\right)}} w(u) w(v) x^{d(u, v)}= \\
& \quad=\sum_{i=1}^{n} \hat{H}\left(G_{a_{i}}, x\right)+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{w\left(a_{i}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) \cdot x^{d\left(a_{i}, a_{j}\right)} \cdot \frac{1}{w\left(a_{j}\right)} \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{H}_{a_{i}}\left(G^{C}, x\right)=\sum_{v \in V(G)} w\left(a_{i}\right) w(v) x^{d\left(a_{i}, v\right)}= \\
& \quad=\sum_{v \in V\left(G_{a_{i}}\right)} w\left(a_{i}\right) w(v) x^{d\left(a_{i}, v\right)}+\sum_{\substack{j=1 \\
j \neq i}}^{n} \sum_{v \in V\left(G_{a_{j}}\right)} w\left(a_{i}\right) w(v) x^{d\left(a_{i}, a_{j}\right)+d\left(a_{j}, v\right)}=
\end{aligned}
$$

$$
=\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right)+\sum_{\substack{j=1 \\ j \neq i}}^{n} \frac{w\left(a_{i}\right)}{w\left(a_{j}\right)} \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right) \cdot x^{d\left(a_{i}, a_{j}\right)},
$$

as claimed in Lemma 4.1.

Example 5.3. Let $C$ be a cycle on three vertices $a, b$ and $c$, with edges $a b, b c$ and $c a$ (see Figure 5). From Lemma 5.1 it follows

$$
\begin{aligned}
& \hat{H}(C, x)=\hat{H}\left(G_{a}, x\right)+\hat{H}\left(G_{b}, x\right)+\hat{H}\left(G_{c}, x\right)+ \\
& \quad+\frac{1}{w(a) w(b)} \hat{H}_{a}\left(G_{a}, x\right) \hat{H}_{b}\left(G_{b}, x\right) x^{\lambda(a b)}+ \\
& +\frac{1}{w(b) w(c)} \hat{H}_{b}\left(G_{b}, x\right) \hat{H}_{c}\left(G_{c}, x\right) x^{\lambda(b c)}+\frac{1}{w(c) w(a)} \hat{H}_{c}\left(G_{c}, x\right) \hat{H}_{a}\left(G_{a}, x\right) x^{\lambda(c a)}= \\
& \quad=w(a) w(b) x^{\lambda(a b)}+w(b) w(c) x^{\lambda(b c)}+w(c) w(a) x^{\lambda(c a)}
\end{aligned}
$$

The result is the same as expected, from the definition (3.3). A similar reasoning applies to larger cycles.


Figure 5: A cycle graph $C$.

Recall that our original motivation was to design a linear algorithm for calculating the Hosoya polynomial of a cactus graph. Observe that from equation (5.1) it appears that a double sum needs to be calculated which yields quadratic complexity. Therefore, we are going to consider this case more carefully and provide an alternative expression that will later be used to show the existence of a linear algorithm.

First, we will consider path-like graphs, and introduce, for technical reasons, polynomials of two variables that will in turn allow a natural generalization to handle cycle-like graphs.

Let $G^{P}$ be a path-like graph, i.e. the union of disjoint graphs $G_{a_{1}}, G_{a_{2}}, \ldots, G_{a_{n}}$, rooted at $a_{1}, a_{2}, \ldots, a_{n}$ respectively, and joined by the edges $a_{1} a_{2}, a_{2} a_{3}, \ldots, a_{n-1} a_{n}$. The Hosoya polynomial $\hat{H}\left(G^{P}, x\right)$ and the polynomial $\hat{H}_{a_{n}}\left(G^{P}, x\right)$ can be calculated recur-
sively using Lemma $4.1(n-1)$ times. For such a path-like graph $G^{P}$, we use the notation

$$
\begin{aligned}
& H_{1}=G_{a_{1}} \\
& H_{j}=\bigcup_{i=1}^{j} G_{a_{i}} \cup\left\{a_{1} a_{2}, a_{2} a_{3}, \ldots, a_{j-1} a_{j}\right\},
\end{aligned}
$$

where $G^{P}=H_{n}$. By Lemma 4.1, the Hosoya polynomial and the corresponding polynomials $\hat{H}_{a_{j}}$ are, for $j=1$ :

$$
\begin{aligned}
\hat{H}\left(H_{1}, x\right) & =\hat{H}\left(G_{a_{1}}, x\right) \\
\hat{H}_{a_{1}}\left(H_{1}, x\right) & =\hat{H}_{a_{1}}\left(G_{a_{1}}, x\right)
\end{aligned}
$$

and, for $j>1$ :

$$
\begin{aligned}
\hat{H}\left(H_{j}, x\right)= & \hat{H}\left(G_{a_{j}}, x\right)+\hat{H}\left(H_{j-1}, x\right)+ \\
& \quad+\frac{1}{w\left(a_{j}\right) w\left(a_{j-1}\right)} \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right) \hat{H}_{a_{j-1}}\left(H_{j-1}, x\right) x^{\lambda\left(a_{j-1} a_{j}\right)}, \\
\hat{H}_{a_{j}}\left(H_{j}, x\right)= & \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)+\frac{w\left(a_{j}\right)}{w\left(a_{j-1}\right)} \hat{H}_{a_{j-1}}\left(H_{j-1}, x\right) x^{\lambda\left(a_{j-1} a_{j}\right)}
\end{aligned}
$$

The recursion above implies that, given polynomials $\hat{H}\left(G_{a_{i}}, x\right)$ and $\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right), i=$ $1,2, \ldots, n$, we need $3(n-1)$ additions and $2(n-1)$ multiplications (of polynomials) to obtain all $\hat{H}\left(H_{i}, x\right)$ and $\hat{H}_{a_{i}}\left(H_{i}, x\right)$.

From the definition of the graphs $H_{i}$ and the recursions written above, we also have
Lemma 5.4. For the graphs $H_{j}, j=2, \ldots, n$, the following is true

$$
\begin{aligned}
\hat{H}\left(H_{j}, x\right)= & \sum_{i=1}^{j} \hat{H}\left(G_{a_{i}}, x\right)+ \\
& +\sum_{i=1}^{j-1} \sum_{\ell=i+1}^{j} \frac{1}{w\left(a_{i}\right) w\left(a_{\ell}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) \hat{H}_{a_{\ell}}\left(G_{a_{\ell}}, x\right) x^{\sum_{k=i}^{\ell-1} \lambda\left(a_{k} a_{k+1}\right)}, \\
\hat{H}_{a_{j}}\left(H_{j}, x\right)= & \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)+\sum_{i=1}^{j-1} \frac{w\left(a_{j}\right)}{w\left(a_{i}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) x^{\sum_{k=i}^{j-1} \lambda\left(a_{k} a_{k+1}\right)} .
\end{aligned}
$$

Proof. Lemma follows directly by the induction on $j$, using Lemma 4.1 and the recursive formulae above.

Before generalizing from path-like to cycle-like graphs, we introduce auxiliary polynomials of two variables. For technical reasons, to distinguish the exponents based on the distance on the path and off the path, i.e. the exponents based on the distance within the graphs $G_{a_{i}}$, we introduce a second variable $y$. For example, assume that a shortest path from $u \in V\left(G_{a_{i}}\right)$ to $v \in V\left(G_{a_{j}}\right)$ has distance $d(u, v)=d\left(u, a_{i}\right)+d\left(a_{i}, a_{j}\right)+d\left(a_{j}, v\right)$. Then the contribution to the auxiliary polynomial is $w(u) w(v) x^{d\left(u, a_{i}\right)} y^{d\left(a_{i}, a_{j}\right)} x^{d\left(a_{j}, v\right)}$.

More formally,

$$
\begin{align*}
\hat{H}\left(H_{j}, x, y\right):= & \sum_{i=1}^{j} \hat{H}\left(G_{a_{i}}, x\right)+  \tag{5.2}\\
& +\sum_{i=1}^{j-1} \sum_{\ell=i+1}^{j} \frac{1}{w\left(a_{i}\right) w\left(a_{\ell}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) \hat{H}_{a_{\ell}}\left(G_{a_{\ell}}, x\right) y^{\sum_{k=i}^{\ell-1} \lambda\left(a_{k} a_{k+1}\right)}, \\
\hat{H}_{a_{j}}\left(H_{j}, x, y\right):= & \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)+\sum_{i=1}^{j-1} \frac{w\left(a_{j}\right)}{w\left(a_{i}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) y^{\sum_{k=i}^{j-1} \lambda\left(a_{k} a_{k+1}\right)} .
\end{align*}
$$

After the introduction of the new variable $y$, the recursion formulae become

$$
\begin{align*}
\hat{H}\left(H_{1}, x, y\right) & =\hat{H}\left(G_{a_{1}}, x\right)  \tag{5.3}\\
\hat{H}_{a_{1}}\left(H_{1}, x, y\right) & =\hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) \tag{5.4}
\end{align*}
$$

for $j=1$ and at every step of the recursion we have

$$
\begin{align*}
\hat{H}\left(H_{j}, x, y\right)= & \hat{H}\left(G_{a_{j}}, x\right)+\hat{H}\left(H_{j-1}, x\right)+  \tag{5.5}\\
& \quad+\frac{1}{w\left(a_{j}\right) w\left(a_{j-1}\right)} \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right) \hat{H}_{a_{j-1}}\left(H_{j-1}, x\right) y^{\lambda\left(a_{j-1} a_{j}\right)}, \\
\hat{H}_{a_{j}}\left(H_{j}, x, y\right)= & \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)+\frac{w\left(a_{j}\right)}{w\left(a_{j-1}\right)} \hat{H}_{a_{j-1}}\left(H_{j-1}, x\right) y^{\lambda\left(a_{j-1} a_{j}\right)} \tag{5.6}
\end{align*}
$$

It is obvious that

$$
\hat{H}\left(H_{j}, x, x\right)=\hat{H}\left(H_{j}, x\right) \quad \text { and } \quad \hat{H}_{a_{j}}\left(H_{j}, x, x\right)=\hat{H}_{a_{j}}\left(H_{j}, x\right)
$$

Let $G^{C}$ be a cycle-like graph, i.e. the union of disjoint graphs $G_{a_{1}}, G_{a_{2}}, \ldots, G_{a_{n}}$, rooted at $a_{1}, a_{2}, \ldots, a_{n}$ respectively, and joined by the edges $a_{1} a_{2}, a_{2} a_{3}, \ldots, a_{n-1} a_{n}$ and $a_{n} a_{1}$. Denote by $L$ the girth of the cycle $C$ on vertices $a_{1}, a_{2}, \ldots, a_{n}$, specifically

$$
L=\lambda\left(a_{n} a_{1}\right)+\sum_{i=1}^{n-1} \lambda\left(a_{i} a_{i+1}\right)
$$

Define new modified polynomials of two variables of the path-like graph $G^{P}$ as follows

$$
\begin{aligned}
& \hat{H}^{m}\left(G^{P}, x, y\right):=\sum_{i=1}^{n} \hat{H}\left(G_{a_{i}}, x\right)+ \\
& +\sum_{i=1}^{n-1} \sum_{\ell=i+1}^{n} \frac{1}{w\left(a_{i}\right) w\left(a_{\ell}\right)} \hat{H}\left(G_{a_{i}}, x\right) \hat{H}\left(G_{a_{\ell}}, x\right) y^{\min \left\{\sum_{k=i}^{\ell-1} \lambda\left(a_{k} a_{k+1}\right), L-\sum_{k=i}^{\ell-1} \lambda\left(a_{k} a_{k+1}\right)\right\}}, \\
& \hat{H}_{a_{n}}^{m}\left(G^{P}, x, y\right):=\hat{H}_{a_{n}}\left(G_{a_{n}}, x\right)+ \\
& \quad \quad+\sum_{i=1}^{n-1} \frac{w\left(a_{n}\right)}{w\left(a_{i}\right)} \hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) y^{\min \left\{\sum_{k=i}^{n-1} \lambda\left(a_{k} a_{k+1}\right), L-\sum_{k=i}^{n-1} \lambda\left(a_{k} a_{k+1}\right)\right\}} .
\end{aligned}
$$

According to Lemma 5.1, the next statement is obvious.

## Proposition 5.5.

$$
\hat{H}^{m}\left(G^{P}, x, x\right)=\hat{H}\left(G^{C}, x\right) \quad \text { and } \quad \hat{H}_{a_{n}}^{m}\left(G^{P}, x, x\right)=\hat{H}_{a_{n}}\left(G^{C}, x\right)
$$

Example 5.6. Let $G^{C}$ be a cycle-like graph which is the union of disjoint graphs $G_{a_{1}}$, $G_{a_{2}}, G_{a_{3}}$ and $G_{a_{4}}$ and edges $a_{1} a_{2}, a_{2} a_{3}, a_{3} a_{4}$ and $a_{4} a_{1}$. We assume that the polynomials $\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right)$ and $\hat{H}\left(G_{a_{i}}, x\right)$ are given and that $\lambda\left(a_{1} a_{2}\right)=2, \lambda\left(a_{2} a_{3}\right)=5, \lambda\left(a_{3} a_{4}\right)=3$ and $\lambda\left(a_{4} a_{1}\right)=1$ as we see in Figure 6. In this case $L=11$. The computations below


Figure 6: A cycle-like graph with given lengths of cycle's edges.
are following the recursion for the path-like graph and the idea of the separation of the exponents, and, in addition, we observe that the distances on the path change when the path is closed to a cycle with the edge $a_{4} a_{1}$. The base of the recursion is

$$
\begin{aligned}
\hat{H}_{a_{1}}\left(H_{1}, x, y\right) & =\hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) \\
\hat{H}\left(H_{1}, x, y\right) & =\hat{H}\left(G_{a_{1}}, x\right)
\end{aligned}
$$

Other steps are clearly

$$
\begin{aligned}
\hat{H}_{a_{2}}\left(H_{2}, x, y\right)= & \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right)+\frac{w\left(a_{2}\right)}{w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(H_{1}, x, y\right) y^{2}= \\
= & \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right)+\frac{w\left(a_{2}\right)}{w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{2} \\
\hat{H}\left(H_{2}, x, y\right)= & \hat{H}\left(G_{a_{2}}, x\right)+\hat{H}\left(H_{1}, x, y\right)+ \\
& \quad+\frac{1}{w\left(a_{2}\right) w\left(a_{1}\right)} \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) \hat{H}_{a_{1}}\left(H_{1}, x, y\right) y^{2}= \\
= & \hat{H}\left(G_{a_{2}}, x\right)+\hat{H}\left(G_{a_{1}}, x\right)+\frac{1}{w\left(a_{2}\right) w\left(a_{1}\right)} \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{2}, \\
\hat{H}_{a_{3}}\left(H_{3}, x, y\right)= & \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right)+\frac{w\left(a_{3}\right)}{w\left(a_{2}\right)} \hat{H}_{a_{2}}\left(h_{2}, x, y\right) y^{5}= \\
= & \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right)+\frac{w\left(a_{3}\right)}{w\left(a_{2}\right)} \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{5}+\frac{w\left(a_{3}\right)}{w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{7},
\end{aligned}
$$

$$
\begin{aligned}
\hat{H}\left(H_{3}, x, y\right)= & \hat{H}\left(G_{a_{3}}, x\right)+\hat{H}\left(H_{2}, x, y\right)+ \\
& +\frac{1}{w\left(a_{3}\right) w\left(a_{2}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{2}}\left(H_{2}, x, y\right) y^{5}= \\
=\hat{H} & \left(G_{a_{3}}, x\right)+\hat{H}\left(G_{a_{2}}, x\right)+\hat{H}\left(G_{a_{1}}, x\right)+ \\
& +\frac{1}{w\left(a_{2}\right) w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{2}+ \\
& +\frac{1}{w\left(a_{3}\right) w\left(a_{2}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{5}+ \\
& +\frac{1}{w\left(a_{3}\right) w\left(a_{1}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{7}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\hat{H}_{a_{4}}\left(H_{4}, x, y\right)= & \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right)+\frac{w\left(a_{4}\right)}{w\left(a_{3}\right)} \hat{H}_{a_{3}}\left(H_{3}, x, y\right) y^{3}= \\
= & \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right)+\frac{w\left(a_{4}\right)}{w\left(a_{3}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) y^{3}+ \\
& \quad+\frac{w\left(a_{4}\right)}{w\left(a_{2}\right)} \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{8}+\frac{w\left(a_{4}\right)}{w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{10}
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{H}\left(H_{4}, x, y\right)=\hat{H}\left(G_{a_{4}}, x\right)+\hat{H}\left(H_{3}, x, y\right)+ \\
&+\frac{1}{w\left(a_{4}\right) w\left(a_{3}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{3}}\left(H_{3}, x, y\right) y^{3}= \\
&=\hat{H}\left(G_{a_{4}}, x\right)+\hat{H}\left(G_{a_{3}}, x\right)+\hat{H}\left(G_{a_{2}}, x\right)+\hat{H}\left(G_{a_{1}}, x\right)+ \\
&+\frac{1}{w\left(a_{2}\right) w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{2}+ \\
&+\frac{1}{w\left(a_{3}\right) w\left(a_{2}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{5}+ \\
&+\frac{1}{w\left(a_{3}\right) w\left(a_{1}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{7}+ \\
&+\frac{1}{w\left(a_{4}\right) w\left(a_{3}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) y^{3}+ \\
&+\frac{1}{w\left(a_{4}\right) w\left(a_{2}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{8}+ \\
& \quad+\frac{1}{w\left(a_{4}\right) w\left(a_{1}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{10} .
\end{aligned}
$$

Than the modified polynomials of two variables are

$$
\begin{aligned}
\hat{H}_{a_{4}}^{m}\left(H_{4}, x, y\right)=\hat{H}_{a_{4}}\left(G_{a_{4}}, x\right)+ & \frac{w\left(a_{4}\right)}{w\left(a_{3}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) y^{3}+ \\
& +\frac{w\left(a_{4}\right)}{w\left(a_{2}\right)} \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{3}+\frac{w\left(a_{4}\right)}{w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y=
\end{aligned}
$$

$$
\begin{aligned}
& =\hat{H}_{a_{4}}\left(G_{a_{4}}, x\right)+\frac{w\left(a_{4}\right)}{w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y+ \\
& \quad+\left(\frac{w\left(a_{4}\right)}{w\left(a_{3}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right)+\frac{w\left(a_{4}\right)}{w\left(a_{2}\right)} \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right)\right) y^{3}
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{H}^{m}\left(H_{4}, x, y\right)= & \hat{H}\left(G_{a_{4}}, x\right)+\hat{H}\left(G_{a_{3}}, x\right)+\hat{H}\left(G_{a_{2}}, x\right)+\hat{H}\left(G_{a_{1}}, x\right)+ \\
& +\frac{1}{w\left(a_{2}\right) w\left(a_{1}\right)} \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{2}+ \\
& +\frac{1}{w\left(a_{3}\right) w\left(a_{2}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right) y^{5}+ \\
& +\frac{1}{w\left(a_{3}\right) w\left(a_{1}\right)} \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right) \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{4}+ \\
& +\frac{1}{w\left(a_{4}\right) w\left(a_{1}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{1}}\left(G_{a_{1}}, x\right) y^{1}+ \\
& +\left(\frac{1}{w\left(a_{4}\right) w\left(a_{3}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{3}}\left(G_{a_{3}}, x\right)+\right. \\
& \left.\quad+\frac{1}{w\left(a_{4}\right) w\left(a_{2}\right)} \hat{H}_{a_{4}}\left(G_{a_{4}}, x\right) \hat{H}_{a_{2}}\left(G_{a_{2}}, x\right)\right) y^{3} .
\end{aligned}
$$

Hence, the Hosoya polynomial and the polynomial $\hat{H}_{a_{4}}\left(G^{C}, x\right)$ are

$$
\hat{H}\left(G^{C}, x\right)=\hat{H}^{m}\left(H_{4}, x, x\right) \quad \text { and } \quad \hat{H}_{a_{4}}\left(G^{C}, x\right)=\hat{H}_{a_{4}}^{m}\left(H_{4}, x, x\right)
$$

Observe that the time complexity of the transformation of a polynomial of two variables $x$ and $y$ to the polynomial of one variable $x$ (where $y \rightarrow x$ ) is comparable to time complexity of multiplication of polynomials. Thus, we can conclude:

Theorem 5.7. The Hosoya polynomial of a cycle-like graph can be computed using the recursion (5.3), (5.4), (5.5), (5.6) in linear time, in the model where addition and multiplication of polynomials are atomic operations.

## 6 The Hosoya polynomial in terms of edge contributions

It is well-known that the Wiener number can be expressed as a sum of edge contributions, see for example [19]. Recall, for example, the version for weighted graphs.

Lemma 6.1 ([22]). For a weighted graph $G$,

$$
W(G)=\sum_{e=u v} \lambda(e) \cdot \sum_{P_{a, b}^{*} \ni e} \frac{n^{*}(a, b, e)}{n^{*}(a, b)} w(a) w(b)
$$

where $P_{a, b}^{*} \ni$ e denotes a shortest path between $a$ and $b, n^{*}(a, b)$ is the number of shortest paths with endpoints $a$ and $b$ and $n^{*}(a, b, e)$ is the number of all shortest paths with endpoints $a$ and $b$ traversing edge $e$.

Hence, the quotient $\frac{n^{*}(a, b, e)}{n^{*}(a, b)}$ represents the proportion of all shortest paths between $a$ in $b$ including $e$, among all shortest paths between $a$ and $b$. On a tree, there is a unique shortest path between any pair of vertices, thus $n^{*}(a, b, e)=n^{*}(a, b)=1$ for all $a, b$. If $G$ is a cactus graph, $\frac{n^{*}(a, b, e)}{n^{*}(a, b)}$ can only have value 1 or $\frac{1}{2}$. Clearly, $\frac{n^{*}(a, b, e)}{n^{*}(a, b)}=\frac{1}{2}$ exactly when $a$ and $b$ are opposite vertices of a cycle and edge $e$ is on this cycle. (More precisely, with opposite vertices of a cycle we mean that $d(a, b)=L / 2$ where $L$ is the girth of the cycle.)

It may be interesting to note that this formulation has an interesting meaning when considering the weighted graphs as communication networks [6, 18, 24]. In this case the Wiener number is interpreted as the total communication traffic in the network, where naturally the communication between nodes $u$ and $v$ contributes $d(u, v) w(u) w(v)$ (distance times population sizes of the two nodes). Assuming that all the communication is routed on the shortest paths and that it is evenly distributed among shortest paths if there are many of them, the edge contribution corresponds to the communication load on the edge.

Example 6.2. Let $G$ be a communication network represented in Figure 7, where all edges have lengths 1 . There are exactly three shortest paths between vertices $u$ and $v$. Ratios indicating the part of the communication load are attached to the edges on the shortest paths.


Figure 7: The quotients $\frac{n^{*}(u, v, e)}{n^{*}(u, v)}$ at edges on all shortest paths between vertices $u$ and $v$.

As shown in [26], the Hosoya polynomial can be represented as a sum of the contributions of all shortest paths:

Lemma 6.3 ([26]). For a weighted graph $G$,

$$
\hat{H}(G, x)=\sum_{\{a, b\} \subseteq V(G)} \sum_{P_{a, b}^{*}} \frac{1}{n^{*}(a, b)} w(a) w(b) \prod_{e \in P_{a, b}^{*}} x^{\lambda(e)}
$$

where $P_{a, b}^{*}$ denotes a shortest path between $a$ and $b$ and $n^{*}(a, b)$ is the number of all shortest paths with endpoints $a$ and $b$.

Representing the Hosoya polynomial in terms of edge contributions is hence somewhat more complicated: For each path crossing the edge, one needs to know the amount of traffic (the intensity of the traffic corresponds to $\left.\frac{1}{n^{*}(a, b)} w(a) w(b)\right)$ but also the length of the paths.

In case when $G$ is a weighted tree, the Hosoya polynomial was expressed as a sum of edge contributions and a recursive formula for computing the Hosoya polynomial was given in [26].

In this section we show that the Hosoya polynomial can be similarly expressed as a sum of edge contributions on general graphs, and then provide a somewhat more elaborated expression that holds for cactus graphs.

Lemma 6.4. The modified Hosoya polynomial, defined by (3.5), is a sum of edge contributions

$$
\begin{equation*}
M(G, x)=\sum_{e \in E(G)} \lambda(e) \cdot M_{e}(G, x) \tag{6.1}
\end{equation*}
$$

where $M_{e}(G, x)$ is given by

$$
\begin{equation*}
M_{e}(G, x)=\sum_{P_{u, v}^{*} \ni e} \frac{n^{*}(u, v, e)}{n^{*}(u, v)} w(u) w(v) x^{d(u, v)} \tag{6.2}
\end{equation*}
$$

Here $P_{u, v}^{*} \ni e$ denotes a shortest path between $u$ and $v$ including $e, n^{*}(u, v)$ is the number of all shortest paths with endpoints $u$ and $v$ and $n^{*}(u, v, e)$ is the number of all shortest paths with endpoints $a$ and $b$ including edge $e$.

Proof. To see this, it is enough to sum up the contribution of each edge to $M(G, x)$ in two different ways. Each pair of vertices $u, v$ contributes $d(u, v) w(u) w(v) x^{d(u, v)}$ to the modified Hosoya polynomial. This can be regarded as a contribution of the pair $u, v$ or it can be divided into $n^{*}(u, v, e) / n^{*}(u, v)$ path contributions, which can be further regarded as a sum of edge contributions along the path. An edge contributes as many times as it appears on various shortest paths. Hence, one can sum up the lengths of all shortest paths, or, equivalently, sum up the contributions of all edges.

Let $G$ be a cactus graph. Recall that each edge $e$ of a cactus graph is on at most one cycle, in other words, either $e$ is not on a cycle or there is a unique cycle $C$ with $e \in C$. On the other hand, a vertex in a cactus graph can lie on more than one cycle.

In case when the edge $e=a b$ does not lie on a cycle, we can write our graph $G$ as disjoint union of two graphs, denote them $G_{a}$ and $G_{b}$, connected with edge $e=a b$ (defined in Lemma 4.1), see Figure 1.

On the other side, when edge $e$ with endpoints $a$ and $b$ lies on a cycle $C$, we can use notations from Lemma 5.1, see Figure 4: $e$ is one of the edges named $a_{i} a_{i+1}$ with $a_{i}=a$ and $a_{i+1}=b, G_{a_{i}}=G_{a}, G_{a_{i+1}}=G_{b}$ for some $i \in\{1,2, \ldots, n\}$. We can also say that $G_{a}$ is the connected component of $G-E(C)$ with $a \in G-E(C)$, where $G-E(C)$ denotes the graph $G$ without edges of the cycle $C$.

According to Lemma 4.1 and Lemma 5.1, we can derive the Hosoya polynomials $\hat{H}(G, x)$ and $M(G, x)$ for a cactus graph $G$ as sums of edge contributions.

Theorem 6.5. The modified Hosoya polynomial $M(G, x)$ on a weighted cactus graph $G$ is a sum of edge contributions

$$
M(G, x)=\sum_{\substack{e=a b \in E(G) \\ \text { e not on a cycle }}} \lambda(e) \frac{x^{\lambda(e)}}{w(a) w(b)}\left(\int_{0}^{x} \frac{M_{a}\left(G_{a}, t\right)}{t} d t\right) \cdot\left(\int_{0}^{x} \frac{M_{b}\left(G_{b}, t\right)}{t} d t\right)+
$$

$$
+\sum_{\substack{e=a b \in E(G) \\ \text { e on a cycle }}} \lambda(e) \sum_{i=0}^{K} \sum_{j=0}^{M}\left(\frac{1}{2}\right)^{N_{i j}} \frac{x^{d\left(a_{i}, b_{j}\right)}}{w\left(a_{i}\right) w\left(b_{j}\right)}\left(\int_{0}^{x} \frac{M_{a_{i}}\left(G_{a_{i}}, t\right)}{t} d t\right) \cdot\left(\int_{0}^{x} \frac{M_{b_{j}}\left(G_{b_{j}}, t\right)}{t} d t\right) .
$$

In case when $e=a b$ is on a cycle $C$ with girth $L$ and vertices

$$
b=b_{0}, b_{1}, b_{2}, \ldots, b_{M}, a_{K}, a_{K-1}, \ldots, a_{1}, a_{0}=a
$$

we define $N_{i j}= \begin{cases}1, & d\left(a_{i}, b_{j}\right)=L / 2 \\ 0, & \text { otherwise. }\end{cases}$
Proof. As every edge $e$ of a cactus graph $G$ does not lie on a cycle or there is unique cycle including $e$, we can discuss separately the two cases.

Case 1: The edge $e$ with endpoints $a$ and $b$ does not lie on a cycle. Then $G=G_{a} \cup\{e\} \cup G_{b}$ (see Figure 1) and, obviously, $\frac{n^{*}(u, v, e)}{n^{*}(u, v)}=1$ for all $u \in G_{a}$ and all $v \in G_{b}$.

Using the definition (3.6)

$$
\hat{H}_{a}\left(G_{a}, x\right) \cdot \hat{H}_{b}\left(G_{b}, x\right)=w(a) w(b) \sum_{\substack{u \in V\left(G_{a}\right) \\ v \in V\left(G_{b}\right)}} w(u) w(v) x^{d(u, a)+d(b, v)}
$$

and

$$
\frac{\hat{H}_{a}\left(G_{a}, x\right) \cdot \hat{H}_{b}\left(G_{b}, x\right) \cdot x^{\lambda(e)}}{w(a) w(b)}=\sum_{\substack{u \in V\left(G_{a}\right) \\ v \in V\left(G_{b}\right)}} w(u) w(v) x^{d(u, v)},
$$

since $d(u, a)+\lambda(e)+d(b, v)=d(u, v)$. So, the contribution (6.2) of the edge $e$ in Case 1 is equal to

$$
\begin{aligned}
M_{e}(G, x) & =\frac{\hat{H}_{a}\left(G_{a}, x\right) \cdot \hat{H}_{b}\left(G_{b}, x\right) \cdot x^{\lambda(e)}}{w(a) w(b)}= \\
& =\frac{x^{\lambda(e)}}{w(a) w(b)}\left(\int_{0}^{x} \frac{M_{a}\left(G_{a}, t\right)}{t} d t\right) \cdot\left(\int_{0}^{x} \frac{M_{b}\left(G_{b}, t\right)}{t} d t\right) .
\end{aligned}
$$

Case 2: The edge $e$ with endpoints $a$ and $b$ lies on a cycle $C$ with girth $L$. Let $A=$ $\left\{a=a_{0}, a_{1}, a_{2}, \ldots, a_{K}\right\}$ be the set of vertices of $C$ that are closer to $a$ than to $b$, i.e. $d\left(a, a_{i}\right) \leq d\left(b, a_{i}\right) . B=\left\{b=b_{0}, b_{1}, b_{2}, \ldots, b_{M}\right\}$ the set of vertices of $C$ that are closer to $b$ than to $a$, i.e. $d\left(b, b_{i}\right)<d\left(a, b_{i}\right)$.

Clearly, for a pair of vertices $a_{i} \in A, b_{j} \in B$ the edge $e$ lies on the unique shortest path between them exactly when $d(a, b)=d\left(a, a_{i}\right)+\lambda(e)+d\left(b, b_{j}\right)<L / 2$. Furthermore, $e$ is on one of the two shortest paths exactly when $d(a, b)=d\left(a, a_{i}\right)+\lambda(e)+d\left(b, b_{j}\right)=L / 2$ and is not on a shortest path between $a_{i}$ and $b_{j}$ when $d(a, b)<d\left(a, a_{i}\right)+\lambda(e)+d\left(b, b_{j}\right)$.

Denote

$$
\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right)=\sum_{u \in G_{a_{i}}} w(u) w\left(a_{i}\right) x^{d\left(u, a_{i}\right)}=w\left(a_{i}\right) \sum_{u \in G_{a_{i}}} w(u) x^{d\left(u, a_{i}\right)}, \quad i=0,1, \ldots, K
$$

$$
\hat{H}_{b_{j}}\left(G_{b_{j}}, x\right)=\sum_{v \in G_{b_{j}}} w\left(b_{j}\right) w(v) x^{d\left(b_{j}, v\right)}=w\left(b_{j}\right) \sum_{v \in G_{b_{j}}} w(v) x^{d\left(b_{j}, v\right)},
$$

Since

$$
\frac{\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) \cdot \hat{H}_{b_{j}}\left(G_{b_{j}}, x\right) \cdot x^{d\left(a_{i}, b_{j}\right)}}{w\left(a_{i}\right) w\left(b_{j}\right)}=\sum_{\substack{u \in V\left(G_{a_{i}}\right) \\ v \in V\left(G_{b_{j}}\right)}} w(u) w(v) x^{d(u, v)}
$$

the contribution (6.2) of the edge $e$ in Case 2 is equal to

$$
\begin{aligned}
& M_{e}(G, x)=\sum_{i=0}^{K} \sum_{j=0}^{M}\left(\frac{1}{2}\right)^{N_{i j}} \frac{\hat{H}_{a_{i}}\left(G_{a_{i}}, x\right) \cdot \hat{H}_{b_{j}}\left(G_{b_{j}}, x\right) \cdot x^{d\left(a_{i}, b_{j}\right)}}{w\left(a_{i}\right) w\left(b_{j}\right)}= \\
& \quad=\sum_{i=0}^{K} \sum_{j=0}^{M}\left(\frac{1}{2}\right)^{N_{i j}} \frac{x^{d\left(a_{i}, b_{j}\right)}}{w\left(a_{i}\right) w\left(b_{j}\right)}\left(\int_{0}^{x} \frac{M_{a_{i}}\left(G_{a_{i}}, t\right)}{t} d t\right) \cdot\left(\int_{0}^{x} \frac{M_{b_{j}}\left(G_{b_{j}}, t\right)}{t} d t\right),
\end{aligned}
$$

where

$$
N_{i j}= \begin{cases}1, & d\left(a_{i}, b_{j}\right)=L / 2 \\ 0, & \text { otherwise }\end{cases}
$$

As we mentioned earlier, the case $\frac{n^{*}(u, v, e)}{n^{*}(u, v)}=\frac{1}{2}$ appears only when $u \in G_{a_{i}}, v \in G_{b_{j}}$ and $a_{i}$ and $b_{j}$ are opposite vertices of a cycle $C$, such that $d\left(a_{i}, b_{j}\right)=L / 2$. In all other cases $\frac{n^{*}(u, v, e)}{n^{*}(u, v)}=1$.

## 7 Linear algorithm

In this section we give some details of the algorithm for computing Hosoya polynomial of a weighted cactus graph that is based on results provided in previous sections. Before writing the algorithm outline we recall the skeleton structure of a cactus graph and the depth first search algorithm. The algorithm and analysis of its time complexity are given in Subsection 7.2. The section is concluded with an example.

### 7.1 The structure of cactus graph and DFS algorithm

In the skeleton structure (elaborated for example in [2]) that corresponds to every cactus graph $G=(V(G), E(G))$, the vertices are of three types:

- $C$-vertex is a vertex on a cycle of degree 2 ,
- $G$-vertex is a vertex not included in any cycle,
- $H$-vertex or a hinge is a vertex which is included in at least one cycle and is of degree $\geq 3$.

The depth first search (DFS) algorithm is a well known method for exploring graphs. It can be used for recognizing cactus graphs providing the data structure (see [17, 21, 22, 23]). Let $G_{r}$ be a rooted cactus graph with a root $r$. After running the DFS algorithm, the vertices of $G_{r}$ are DFS ordered. The order is given by the order in which DFS visits the vertices.
(Note that the DFS order of a graph is not unique as we can use any vertex as the starting vertex (the root) and can visit the neighbors of a vertex in any order. However, here we can assume that the DFS order is given and is fixed.)

For any vertex $v \in V(G)$ we denote by $\operatorname{DFN}(v)$ the position of $v$ in the DFS order and we set $\operatorname{DFN}(r)=0$. DFN is called the depth first number. Following [22], it is useful to store the information recorded during the DFS run in four arrays, called the DFS (cactus) data structure:

- $\operatorname{FATHER}(v)$ is the unique predecessor (father) of the vertex $v$ in the rooted tree, constructed with the DFS.
- $\operatorname{ROOT}(v)$ is the root vertex of the cycle containing $v$ i.e. the first vertex of the cycle (containing $v$ ) in the DFS order. If $v$ does not lie on a cycle, then $\operatorname{ROOT}(v)=v$ by definition. We set $\operatorname{ROOT}(r)=r$. (In any DFS order, if $\operatorname{DFN}(w)<\operatorname{DFN}(v)$ and $w$ is the root of the cycle containing $v$ and $v$ is the root of another cycle (it is a hinge), then $\operatorname{ROOT}(v)=w$.)
- For vertices on a cycle (i.e. $\operatorname{ROOT}(v) \neq v$ ), orientation of the cycle is given by $\operatorname{ORIEN}(v)=z$, where $z$ is the son of $\operatorname{ROOT}(v)$ that is visited on the cycle first. If $\operatorname{ROOT}(v)=v$, then ORIEN $(v)=v$.
- $\operatorname{IND}(v):=|\{u \mid \operatorname{FATHER}(u)=v\}|$ is the number of sons of $v$ in the DFS tree.

We omit detailed description of DFS algorithm here, as it is well known, see for example [21]. The pseudocode of the DFS algorithm is also written in [17]. Some properties of the DFS ordered vertices of cactus and the relationship between the definitions of $C, G$, $H$-vertices in a rooted cactus $G_{r}$ and arrays in the DFS table is described in [17].

In the rest of the paper the following notations are used. For a given cactus graph $G$ and a vertex $v \in V(G)$ let $G_{v}$ be the rooted induced subgraph of $G$ with the root $v$. The set of vertices of $G_{v}$ is the set $V\left(G_{v}\right)=\{w \in V(G) \mid \operatorname{DFN}(w) \geq \operatorname{DFN}(v)\}$. Let $u=\operatorname{FATHER}(v)$ and let the edge $u v$ not be an edge of a cycle of $G$ (i.e. $\operatorname{ROOT}(v)=v$ ). The graph $\tilde{G}_{u}$ is the induced rooted subgraph of $G$ with the root $u$. The set of vertices of $\tilde{G}_{u}$ is the set $V\left(\tilde{G}_{u}\right)=\{w \in V(G) \mid \operatorname{DFN}(u) \leq \operatorname{DFN}(w)<\operatorname{DFN}(v)\}$. The sketch of rooted graphs $G_{v}, \tilde{G}_{u}$ and $G_{u}$ is shown in Figure 8.


Figure 8: A rooted graph $G_{u}$.

### 7.2 The algorithm

The linear algorithm consists of three steps. First, the representation of a given weighted cactus is found, then, in Step 2 the initialization for the recursive algorithm is done and in the third step, the Hosoya polynomials of certain rooted subgraphs are computed recursively that finally give the Hosoya polynomial of the whole graph. More precisely, in Step 3 we traverse the DFS tree of the cactus in the reversed DFS order and for each vertex $v$ compute $\hat{H}_{v}\left(G_{v}, x\right)$ and $\hat{H}\left(G_{v}, x\right)$. The algorithm continues until the last vertex in the back DFS order is considered, which is the root $r$ of the cactus. The result follows from the fact that $\hat{H}(G, x)=\hat{H}\left(G_{r}, x\right)$.

We now give more details of each step.

## Step 1: Cactus recognition

Using a DFS algorithm on the rooted cactus $G$ (any vertex chosen for a root) the data structure of cactus graph can be derived, including arrays $\operatorname{DFN}(v), \operatorname{FATHER}(v)$, $\operatorname{ROOT}(v)$, ORIEN $(v)$ and $\operatorname{IND}(v)$.

## Step 2: Initialization

For every vertex $v$ we set

$$
\hat{H}_{v}\left(G_{v}, x\right)=\hat{H}_{v}(\{v\}, x)=w(v)^{2} \quad \text { and } \quad \hat{H}\left(G_{v}, x\right)=\hat{H}(\{v\}, x)=0
$$

## Step 3: Computation of polynomials $\hat{\boldsymbol{H}}$

Start with $v$, the last vertex in the DFS order. Let $u=\operatorname{FATHER}(v)$.
While $v \neq u$ (i.e. $v=u$ is not the root of $G$ ) do (3a) or (3b):
(3a) If the edge $e=u v$ is not an edge of a cycle of $G$ (i.e. $\operatorname{ROOT}(v)=v$ ):

- If $\operatorname{DFN}(u) \neq \operatorname{DFN}(v)-1$ (i.e. $\operatorname{DFN}(u)<\operatorname{DFN}(v)-1$ ), there exists rooted subgraph $\tilde{G}_{u}$ (see Figure 8). The algorithm calls itself recursively for the subgraph $\tilde{G}_{u}$, the rooted subcactus with root $u$ and vertices in DFS table with $\operatorname{DFN}(u), \ldots, \operatorname{DFN}(v)-1$. We obtain $\hat{H}\left(G_{u}, x\right)=\hat{H}\left(\tilde{G}_{u}, x\right)$ and $\hat{H}_{u}\left(G_{u}, x\right)=\hat{H}_{u}\left(\tilde{G}_{u}, x\right)$.
- After the recursion or when $u$ and $v$ are the sequential vertices in the DFS order, polynomials $\hat{H}_{u}\left(G_{u}, x\right)$ and $\hat{H}\left(G_{u}, x\right)$ are calculated according to Lemma 4.1:

$$
\begin{aligned}
\hat{H}\left(G_{u}, x\right) & =\hat{H}\left(G_{u}, x\right)+\hat{H}\left(G_{v}, x\right)+\frac{1}{w(u) w(v)} \hat{H}_{u}\left(G_{u}, x\right) \hat{H}_{v}\left(G_{v}, x\right) x^{\lambda(u v)} \\
\hat{H}_{u}\left(G_{u}, x\right) & =\hat{H}_{u}\left(G_{u}, x\right)+\frac{w(u)}{w(v)} \hat{H}_{v}\left(G_{v}, x\right) x^{\lambda(u v)}
\end{aligned}
$$

- $v=u$ and $u=\operatorname{FATHER}(v)$.
(3b) If the edge $e=u v$ lies on a cycle $C$ (i.e. $r=\operatorname{ROOT}(v) \neq v$ ):
- We have to read and remember all cycle's vertices. Denote them by $a_{1}, a_{2}, \ldots$, $a_{n}$ where $a_{1}=v, a_{n-1}=\operatorname{ORIEN}(v)$ and $a_{n}=r=\operatorname{ROOT}(v)$.
- If $\operatorname{DFN}\left(a_{j}\right)<\operatorname{DFN}\left(a_{j-1}\right)-1$, denote by $K_{a_{j}}$ the rooted subcacti on vertices with DFN: $\operatorname{DFN}\left(a_{j}\right) \leq \operatorname{DFN}<\operatorname{DFN}\left(a_{j-1}\right)$ for $j=2,3, \ldots, n-1$. Re-
cursively calculate polynomials $\hat{H}\left(K_{a_{j}}, x\right)$ and $\hat{H}_{a_{j}}\left(K_{a_{j}}, x\right)$ and repair polynomials $\hat{H}\left(G_{a_{j}}, x\right)$ and $\hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)$ following Lemma 4.4:

$$
\begin{aligned}
\hat{H}\left(G_{a_{j}}, x\right)= & \hat{H}\left(G_{a_{j}}, x\right)+\hat{H}\left(K_{a_{j}}, x\right)+ \\
& +\frac{1}{w\left(a_{j}\right)^{2}}\left(\hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)-w\left(a_{j}\right)^{2}\right)\left(\hat{H}_{a_{j}}\left(K_{a_{j}}, x\right)-w\left(a_{j}\right)^{2}\right) \\
\hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)= & \hat{H}_{a_{j}}\left(G_{a_{j}}, x\right)+\hat{H}_{a_{j}}\left(K_{a_{j}}, x\right)-w\left(a_{j}\right)^{2} .
\end{aligned}
$$

- According to the discussion in Section 5 we calculate $\hat{H}_{r}\left(G_{r}, x\right)$ and $\hat{H}\left(G_{r}, x\right)$ using details $\hat{H}\left(G_{a_{j}}, x\right)$ and $\hat{H}_{a_{j}}\left(G_{a_{j}}, x\right), j=1,2, \ldots, n$.
- $u$ is the vertex with $\operatorname{DFN}(u)=\operatorname{DFN}(\operatorname{ORIEN}(v))-1$.
- $v=u$ and $u=\operatorname{FATHER}(v)$.

We conclude the subsection summarizing the time complexity. Step 1: It is well-known that traversing the graph with DFS algorithm and computing arrays DFN $(v), \operatorname{FATHER}(v)$, $\operatorname{ROOT}(v)$, $\operatorname{ORIEN}(v)$ and $\operatorname{IND}(v)$ can be done within $\mathcal{O}(m)$ time. Obviously, Step 2 can be computed in $\mathcal{O}(m)$ time. In Step 3, existence of implementation that uses $\mathcal{O}(m)$ additions and multiplications of polynomials follows from Lemmata 4.1, 4.4, 5.1, and Theorem 5.7. Hence we can conclude that the algorithm runs in linear time.

Theorem 7.1. The algorithm for the Hosoya polynomial on a weighted cactus graph (given in Subsection 7.2) correctly calculates the polynomial, in linear time in the model where the addition and multiplication of polynomials are atomic operations.

### 7.3 Example

Example 7.2. Let $G$ be a cactus graph in Figure 9 (high) with representing DFS tree (one of possibilities) in Figure 9 (low) and its DFS structure in Table 1.

Table 1: The DFS structure of graph $G$.

| $v$ | $\operatorname{DFN}(v)$ | $\operatorname{FATHER}(v)$ | $\operatorname{ROOT}(v)$ | $\operatorname{ORIEN}(v)$ | $\operatorname{IND}(v)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | 0 | $v_{1}$ | $v_{1}$ | $v_{2}$ | 2 |
| $v_{2}$ | 1 | $v_{1}$ | $v_{1}$ | $v_{2}$ | 3 |
| $v_{3}$ | 2 | $v_{2}$ | $v_{3}$ | $v_{3}$ | 0 |
| $v_{4}$ | 3 | $v_{2}$ | $v_{4}$ | $v_{4}$ | 0 |
| $v_{5}$ | 4 | $v_{2}$ | $v_{1}$ | $v_{2}$ | 2 |
| $v_{6}$ | 5 | $v_{5}$ | $v_{6}$ | $v_{6}$ | 1 |
| $v_{7}$ | 6 | $v_{6}$ | $v_{7}$ | $v_{7}$ | 0 |
| $v_{8}$ | 7 | $v_{5}$ | $v_{1}$ | $v_{2}$ | 1 |
| $v_{9}$ | 8 | $v_{8}$ | $v_{9}$ | $v_{9}$ | 0 |

Starting from the initialization (Step 2) and following the algorithm (Step 3), we obtain

$$
\begin{aligned}
\bullet & =v_{9}, u=v_{8}: G_{v_{9}}=\left\{v_{9}\right\}, G_{v_{8}}=\left\{v_{8}, v_{9}\right\} \cup v_{8} v_{9} \\
& \text { - step 2: } \hat{H}_{v_{9}}\left(G_{v_{9}}, x\right)=1, \hat{H}\left(G_{v_{9}}, x\right)=0 \\
& \text { - step (3a): } \hat{H}_{v_{8}}\left(G_{v_{8}}, x\right)=x+1, \hat{H}\left(G_{v_{8}}, x\right)=x
\end{aligned}
$$



Figure 9: A weighted cactus graph $G$ (high) and its DFS tree (low).

- $v=v_{8}, u=v_{5}: v_{5} v_{8}$ is on cycle with $a_{1}=v_{8}, a_{2}=v_{5}, a_{3}=v_{2}, a_{4}=v_{1}$,
- step (3b): $K_{v_{5}}=\left\{v_{5}, v_{6}, v_{7}\right\} \cup v_{5} v_{6} \cup v_{6} v_{7}, K_{v_{2}}=\left\{v_{2}, v_{3}, v_{4}\right\} \cup v_{2} v_{3} \cup v_{2} v_{4}$,
- recursively:

$$
\begin{array}{ll}
\hat{H}\left(K_{v_{5}}, x\right)=2 x^{3}+2 x^{2}+x, & \hat{H}_{v_{5}}\left(K_{v_{5}}, x\right)=2 x^{3}+2 x^{2}+4 \\
\hat{H}\left(K_{v_{2}}, x\right)=2 x^{3}+4 x^{2}+2 x, & \hat{H}_{v_{2}}\left(K_{v_{2}}, x\right)=4 x^{2}+2 x+4
\end{array}
$$

- from Lemma 4.4:

$$
\begin{aligned}
G_{v_{5}}= & \left\{v_{5}, v_{6}, v_{7}, v_{8}, v_{9}\right\} \cup v_{5} v_{6} \cup v_{6} v_{7} \cup v_{5} v_{8} \cup v_{8} v_{9}, \\
G_{v_{2}}= & \left\{v_{2}, v_{3}, v_{4}, v_{5}, v_{6}, v_{7}, v_{8}, v_{9}\right\} \cup v_{2} v_{3} \cup v_{2} v_{4} \cup v_{2} v_{5} \cup v_{5} v_{6} \cup \\
& \cup v_{6} v_{7} \cup v_{5} v_{8} \cup v_{8} v_{9}, \\
\hat{H}\left(G_{v_{5}}, x\right)= & x^{6}+2 x^{5}+x^{4}+4 x^{3}+4 x^{2}+2 x, \\
\hat{H}_{v_{5}}\left(G_{v_{5}}, x\right)= & 4 x^{3}+4 x^{2}+4, \\
\hat{H}\left(G_{v_{2}}, x\right)= & 5 x^{6}+8 x^{5}+7 x^{4}+14 x^{3}+14 x^{2}+8 x, \\
\hat{H}_{v_{2}}\left(G_{v_{2}}, x\right)= & 4 x^{4}+4 x^{3}+4 x^{2}+4 x+4,
\end{aligned}
$$

- according to discussion in Section 5 we calculate $\left(G_{v_{1}}=G\right)$

$$
\begin{aligned}
\hat{H}\left(G_{v_{1}}, x\right) & =6 x^{6}+9 x^{5}+9 x^{4}+17 x^{3}+13 x^{2}+9 x \\
\hat{H}_{v_{1}}\left(G_{v_{1}}, x\right) & =x^{6}+x^{5}+2 x^{4}+3 x^{3}+3 x^{2}+x+1
\end{aligned}
$$

- $v=v_{1}, u=v_{1}$ : end of the algorithm.

Finally, the Hosoya polynomial of graph $G$ equals

$$
\hat{H}(G, x)=\hat{H}\left(G_{v_{1}}, x\right)=6 x^{6}+9 x^{5}+9 x^{4}+17 x^{3}+13 x^{2}+9 x
$$
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