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Skripta o statisti&nih metodah v gozdar-
stvu so napisana po predavanjih enosemestrskega kur-
za o "Metodiki raziskovalnega dela v gozdarstvu" v
zimskem semestru ¥tudijskega leta 1960/61 na Gozdar-
skem oddelku FAGV v Ljubljani. '

Po vsebini so skripta razdeljena v 11 po-
glavij, ki vsebujejo osnovne statistine metode, ki
jih mora poznati gozdarski strokovnjak pri sVojem
vsakodnevnem delu. Sorazmerno obseZneje in podrob-
neje je obdelano vzor&enje, ker so v specificnih po-
trebah v gozdarstvu Sodobni nalini ocenjevanja po-
sebno pomembni.

Osnova za QeEino primerov je gradivo raz=-
iskav, ki so ga iz prijaznosti dali na razpolago
IGLIS in posamezne katedre Gozdarskega oddelka FAGV,

za kar se vsem zahvaljujem.

Ljubljana, september 1961
L ]

M. Blejec
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1. MNOZICN! POJAVI

Prou€evanje mnoZi&nih pojavov

1.1

Ce se omejimo na prirodo, spoznamo, da je sestavije-
na iz nebroj stveri, rastlin, Zivali, dogodkov in drugih po-
jevov. Ti so med seboj razli&ni ali podobni, sorodni alfi tuji,
povezani in odvisni, vplivajo drug na drugegs itd. Vsaka fz-
med teh rastlin, Zivali, dogodkov ali ne kratko pojavov se v
prostoru in Zasu pojavija v velikem Ztevilu. Vse te pajave
imenuvjemo mnoZi&ne pojave.

V velini znanostih, v prirodosiovnih pa ¥e posebej,
ima izolirano opazovanje posameznih primerov omejen pomen, le
dolgo ravno v prirodoslovnih znanostih izkoriSZamo dejstvo,
da se 3ele pri opazovanju velikega $tevila sorodnih pojavov
poka¥ejo zakonttosti, katere z individualnim opazovanjem ne
moremo odkriti. s

Metode proulevanja mnoZi¥nih pojavov so specifilne
in se je razvila posebna znanstvena disciplina proulevanja
mno¥i¥nih pojavov - statistika. Ta se ukvarja z opisovanjem,
raziskavo in analizo mnoZi¥mnih pojevov. Statistika se je raz-
vila v znanost, ki s kvantitatfivnim prouvZevanjem mnoZilnih
pojavov s specifi¥nimi metodami odkriva zakonitosti mnoZilne-
ga pojavijanje in podaja kvalitativno sliko proufevanega poja-
va. Statistikea ima torej svoj predmet proulevanja - mnoZilne
pojave, specififne metode kvantitastivnega proufevanja in svo-
je podrofje - odkrivanje zakonitcsti mnoZifnega pojavijenja.

Gozdarstvo je tipi¥no podrolje, kjer je velina po-
javov, ki jih provdujemo, mnoZi¥nih. Tako je mnoZifno drevo
doloZene drevesne v¥rste, ker v prostoru in fasu nastopa v ve-

'Iikem‘§+eyilu. lz istega vzroka je mnoZi¥en pojav dolocena
vrsta insekta, posek drevesa, veja, list drevesa, fzvritek iz
drevesa pri gozdarskih poskusth i+d. Zato so statistilne me-
tode va¥no orodje pri proulevanju pojavov v gozdarstvu.
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1.2

Pri statistiZnem proufevanju mnoE?Enih pojavov zdru-
fujemo sorodne pojave, ki.jih.nameravamo prouvievati, v stati-
stiZno mno¥ico ali populacijo. Posamezen pojav. y populacijt

imenujemo statisti¥na enota all na kratko enpta. V gozdarstvu

je najobifajnej¥a populacije sestoj, enote te populaclije pa
morejo bi+i posamezna drevesa v proufevanem sestoju.
Populacija je doloZena z opredeljujodimi pogoefl, kit

predpisujejo, kateri pojav je enota proufevane popuiactje #n
kater! nf. Tako n. pre. so opredel jujoZl pogoji za prouvievant
sestei: enote populecije so vse drevesa, ki rastejeo v sestojlh
gozdno gospodarskega obmofja N.N. na dan 30. juntja 1960, S
temi opredeljujoZimi pogoji je toino dolofeno, iz katarih dre-
ves je sestavljena populacija. Tako ne spada v popuiscijo dre~
vo, ki je bilo posekano 29. junija 1960, nt+i drevesa, ki ra-
steju na negozdnih povr¥inah gozdnega gospodarskega obmoZja
NoN. _ . e
; Ceprav so posamezne enote v smislu opredeljujolih
pogojev med seboj sorodne, se med seboj raziikujejo v ngjraz—
liZnejsih znalilnostih. V konkretnem proulevanju niti ne more-
mo niti nimamo interesa proufevati vse znalilnosti enot. Zna-
Cilnosti enot, ki so predmet konkretnega proufevanja, imenuje-
mo statistine znake ali na kr§+ko znake. Tako so v nalem pri-
meruv znaki: vrsta drevesa, premer drevesa v prgni vidini, vi-
$ina drevesa, velikost kro3nje ftd.,, &¢ proulujemo lesnc maso,
all vrstas drevesa, starost, vi¥ina, jakost napadenosti zdoloe=
nim insektom itd., e proulujemo okuZenost gozda 14d.

StattstiZnil znaki Imajo v principu za vsako enoto
razli1%no vrednost znaks. Pravimo, da. statistiZni znek! variira-
joe Variiranje znakov je eden izmed ospownih lastnosti znakov.
V nalem primeru so drevesa razliine vrste, premeri dreves so
razli&ni, enako je z vidino dreves in razsefnostjo krolnje,
sterostjo dreves pri neenodobnem sestoju, jakos+jo_napadenqs+i
z insekti itd. ZnaZilnosti enot, ki ne variirajo, sc torej za
vse enote iste. Te niso predmet statistifnega proudevanja. Ta~
ko statistino ni+i ni moZno niti nima smisla proufeveti sta-
rost pr! enodobnem sestoju, 217 vrsto gozda.prt‘fté?em smreko=
vem sestoju, ker sta starost in vrsta za vsa drevesa ista.
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Kot ima vsaka enots svoje znalilnosti, jih Tma tudt
populacija. Pravimo jim parametri populacije. Parametri so iz-
_Vedeni oziroma odvismi od vrednosti znakov enot. Tako je para-
~meter ¥tevilo dreves v gozdu, ¥tevilo dreves dane vrste, skupen
volumen vseh dreves v sestoju, povprelen premer dreves v sesto-
jv, odstotek okuZenih dreves, mere variabilposti premera fid.
Ugo+avljan}c in izrafunavanje parametrov za populacije je osnov-
ni cilj opisovanja populacij in eden izmed obZirnih in va¥nih
problemov statistike, '

Statistilne ,.enote’

1.3

Po zgornjem splo¥nem uvodu smatramo za statistiZno
enoto vsak pojav, ki v ¥asu in prostorv mno¥i&no nastopa fn je
predmet statisti¥nega prou¥evanja. Po tej opredelitvi morejo
biti statistiZne enote v gozdarstvu najrazli€nej¥t pojavi. Naj-
pogostej%a enota je drevo. Enota pa more bit+i tudi veja, list
ali izvrtek na drevesu, posamezen gozdni Skodljivec, gozdna
parcela ali gozdno gospodarstve, posamezen poskus trdnosti le-
sa, e proviujemo lastnosti lesa, posek drevesa, odprema hloda
iz gozda itd. :
Formalno je vaZna delitev enot na: a) realne enote

in b) dogodke. Realne enote so n.pr. drevo, gozdni fkodljivec,
parcela, gospodarstvo ftd., ker v Zasu in prostoru dalj Casa
obstajajo. Dogodki kot enote pa so posek drevesa, spravilo hlo-
dov iz gozda itd., ker se v fasu dogode. Dogodek se dogodi v
trenvtky ali v razmeroma kraj%em asovnem razdobju. Kot bomo
spoznali kasneje, je ta delitev enot vaZna zaradi fasovne o-
predelitve populacij, ki je razliZna za populacije . realnih e-
not in za populacije dogodkov.

Statisti¢ne enote so bodisi: a) enostavne enote ali
b) agregati. Tako je enostavna enota n.pr. drevo, e prouluje=-
mo gozd, ali list drevesa, e raziskujemo lastnosti listov.
'Agrcga+? pa so skupinice enostavnih enot. Tako so agregati
skupnost dreves na eni parcelici, enem gospodarstvu itd.
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Statisti&ni znaki

1.4

Statisti¥ni znaki dajo enotam vsebino. Znaki so tis-
te znalilnosti enot, ki so predmet konkretnega proulevanja. Za-
to more neka znalilnost pri enem proufevanju biti znak opazo-
vanja, pri drugem pa ne. Tako ¥irina branike prt dololanjv vo-
lumna v nekem sestoju ni znak, medtem ko je pri raziskavi kva-
litete lesa ¥irina branike vaZen znak.

TS ; ; ]
Vrste statisti&nih znakov., Vsebinsko delimo stati-
stifne znake v tele skupine: a) krajevne, b) Zasovhe in

c) stvarne. Stvarne znake pa naprej delimo v atributivne in

numeriéneg. ‘
K?cigvnf so vsi znaki, ki dolofajo kraj, kjer se eno-
ta nahaja, alt kjer se je zgodil za enoto pomemben dogodek. Ta~-
ko je krajevni znak mesto, kjer raste drevo, kraj, kjer se na-
haja parcela ali gospodarstvo, ki ga proulujemo itd.

i Casovni znaki so znaki, ki so v zvezi s Zasom, ki je
kakorkoli pomemben za. proulevano enoto. Tako je Casovni znak
€as, ko je bila vsajena sadika, Zas poseka itd.

Vsi drugi znaki so stvarni. Glede na to, kako izra-
Yamo vrednosti znakov, stvarne znake delimo na: atributivne in

npmeriﬁne, :
Atributivni znaki so vsi oni stvarni znaki, za kate-

re vrednosti tzraZYamo z besedami oziroma opisno. Tako je atri-
butiven znak n.pr. okuZenost z insekti, &e. vrednosti zmnaka iz-
ra¥Yamo z: okuZen, neokuZen. Enako je vrsta drevesa atributiven
znak, ker posamezne vrste dreves- ozmalujemo z besedami: bukev,
javor, smreka, macesen, bor ftd. Atributiven znak je tudi vrsta
tal, na katerem raste drevo, redka ali gosta poraslost v okoli-
ci drevesa itd. A S ‘

Za numeri&ne znake fzrafamo vrednosti ¥tevilZno. Po
tem, katere vrednosti na danem razmaku %tevil&ne premice more
zavzeti numeriZen znak, imamo: a) nezvezne znake, ki morcjo

zavzeti samo nekatere, obiZajno cele vrednosti in b} zvezne
znake, ki morejo zavzet! vse vrednosti na danem razmakv. Tako

u-4m-



je nezvezen numeri¥en znak n.pr. ¥tevilo novih odganjkov v
enem letu, ¥tevilo vej na drevesu, 3tevilo dreves na parcelf,
Stevilo stor¥ev na smreki itd. Zvezni znaki pa so n.pr. volu-
men drevesa; trdnost, merjema z utisom pri dolofeni sili, pre-
mer drevesa, specifiina te¥a lesa i+d. Vrednosti prvih so samo
cela %¥tevila, ker drevo ne more imeti 25,1 vej, parcela ne 12
in 1/4 dreves itd. Pa% pa je volumen dreves lahko teoreti&no
vsaka vrednost v doloenih mejaho

1.6

Posebna odliks numeriémih znakov je, da se dajo eno-
te populacije urediti po nedvoumnem vrsinem redv po vrednosti
numer i&nfh znakov. To dopu¥fa za Zasovne in numeriine znake
poglobljeno analizo. Te lastnosti krajevni in atributivai zna-
ki nimajo. Vendar moremo tudi vrednosti nekaterih atributivnih
znakov urediti po velikosti. Tako moremo opredeliti okuZenost
z vrednostmi: neokuZen, malenkostno okvZen, srednje okuZen,
precej oku¥em, popolnoma oku¥en. Enako kvalfteto lesa oznalu-
jemo z: prav slaba, slaba, dobra, prav dobra in odligna., Ozad-
je teh atributivnih znakov je vedno nek numerilen znak, ki ga
viasih niti ne moremo dolo&iti, v&asih pa ni potrebe, da ga nu-
meri&no tzrazimo. Tako je pri znaku okuZenost osnova Ztevilo
insektov ali odstotek vej, ki je napaden, v osnovi kvalitete
morda trdnost lesa, ki se da numeri¥no fzraziti, ali enakomer-
nost branfk, ki se da tudi na en alt drug nalim numericno iz-
razitio. Za atributivne znake te vrste moremo v&asih vporabiti
nekatere metode analize, ki so sicer uporabne samo za numeric-

ne znake.

1.7

Za analizo je posebno vaZna delitev znakov na:
a) faktorialne in b) rezultativne. Faktoriaini znaki ?zraiojol
jakost faktorjev, ki vpiivajo na dolofeno znalilnost, ki je
rezultat teh faktorjev. Rezultat delovanja faktorjev pa je iz~
ra¥en z rezultativnim znakom. Tako so faktorfalni znaki n.pr.
.kvalt+e+a tal, starost drevesa, povprelna letna temperatura,
koliZina letnih padavin, relativns vi¥ina drevesa itd., rezul-
tativen zmak, ki je fzraz delovanja vseh teh faktorjev, pa je




Sirina branike v doloZenem letu, prirast it+d. Obiajno ve&
bistvenibh faktorjev vpliva na velikost rezultativnega znaka.
Jasno je, da je nemogo¥e naenkrat vzetti v proufevanje vse fak-
torje, ki vplivajo na rezvltativen znak, bodisi ker jih je
prevel ali pa je njih delovanje tako kompleksno, da ne moremo
vse upo¥tevati,

1.8.
Po drugem nalelu delimo znake na: a) ekstenzfvne

in b) intenzivne. Ekstenzivni znakl nakazujejo koli¥ino in mo-

remc vrednosti ekstenzivnih znakov se¥tevati v smiselno kolf=-
Eino (n.pr. volumne posameznih dreves v _volumen sestojal. In-
tenzivni zneki pa nakazujejo kakovost. Tako je n,pro'!n+enztv-
ni znak specififna teZa lesa za posamezno drevo, povpreina ¥i-
rina branike f+d. Vsote vrednosti intenzivnih znakov nimajo
vsebinske osnove..

1.9
Variiranje statisti&nih znakov. Vsak znak ima dolo-

Ceno 3tevilo vrednosti, NajmanjSe ¥tevilo vrednosti znaka je
dva, ker zna¥ilnost, ki je za vse enote ens in ista, ni stati-
stitni znak, temvel kve¥jemu opredeljujo¥ pogoj. Najvelje Ite~-
vilo vseh moZnih vrednosti je neomejeno. Vst zvezni znaki ima-
jo teoreti¥no neomejeno X¥tevilo moZnih vrednosti, ker morejo
zavzeti vse moZne vrednosti na danem razmaku. Tako ima volumen

dreves teoreti&no neomejeno mo¥nih vrednosti, fsto je z vi¥ino
drevesa, s specifiZno te¥o lesa t+d. Pojav, da Tma tecoreti&no
vsaka enota drugo vrednost dolofenega znaka, imenvjemo varfa-
bilnost znakov. To, da Tma veZ enot v populaciji eno in isto
vrednost za dan znmak, nf v nasprotju z definicijo variiranjas.
Bistvo variiranja znaka je v tem, da nimajo vse enote popula=-
cije iste znaltlnosti, ne pa v.tem, da bi morale vse enote ime-
ti med seboj razli&ne vrednosti danega znaka.

Varfabilnost vrednosti znakov je ena izmed osnovnih
zna¥ilnost! mno¥inth pojavov. Zato se statistika uvkvarja pred-
vsem z varfabilnostjo pojavov v najrazli¥nej¥ih oblikah in z
najrazli¥nej¥imi metodami. Posebno podrobno moremo proulevati
variabilnost numerinih znakov. Zato je tudi najveZ in najbolij

néﬁ



X

podrobnih statistiinih metod, ki se bavijo z analizo numeri&-
nih znakov.

1.10

Pojmu znaka in vrednosti znakov ustreza v matematiki
pojem spremenljivke., Kot ima posamezen znak razli&ne vrednosti,
tako tudi spremenlijivka zavzema razli¥ne vrednosti. Faktorial-
nemu znaku usitreza pojem neodvisne, rezultativnemu znaku pa po-
jem odvisne spremenljivke. Zaradi te ozke sorodnosti med sta-
tistiZnimi znaki in spremenljivkami v matematiki, ki se TzkaZe
predvsem pri proufevanju numeri¥nih znakov, privzamemo iz mate-
matike simbole za spremenijivke: x, y, z, v, w, v itd. in z
njimi zaznamujemo tudi statistiZne zmake.

Populacije

Adr |

Populacija je skupnost istovrstnih pojavov, ki so
opredeljeni z opredeljuvjolimi pogoji. Pojavi, ki so enote dane
populacije, morajo zado3¥ati tem opredeljujolim pogojem. Popu~-
lacije moramo opredeliti krajevno, Easovno in s*vahno. Tako je
populacija: drevesa na gozdnih povr¥ipah v ob&int A na dan
30. junija 1960 opredeljena: krajevno: (obmo&je obZine A), Za-
sovno (30. junija 1960 ob polno¥i) in stvarno (vsa drevesa na
povr¥inah, ki jih v smislu definicije smatramo kot gozdne po-
vriine)., :

Sestoj, za katerega vzamemo, da je sestavljem iz po-
sameznfh dreves, je v gozdarstvu najpogostej¥a populacija. To
populacijo proulujemo v razli&nih oblikah.

1.12
Sesto] je sestavlijen 1z kon&nega Ztevila enot - dre-
ves. Take populacije imenujemo kon&ne populacije. KonZna popu-
lacija je na primer tudi populacija gospodarstev, ki ifmajo
gozd v Sloveniji 31. decembra 1960. Ta populacija je kon&na,
ker je na ta datum ¥tevilo gospodarstev, ki imajo gozd, pre-

¥tevna mno¥ica.



Kon&na populacija je tudi gozdna povr¥ina, &¢ jo raz-
delimo v enote tako, da jo z vodoravnimi in navpi¥nimi pasovi
razdelimo v kvadrate 25 m x 25 m, ki so enote populacije. Zna-
ki teh enot so nepr.: 3tevilo dreves dolc¥ene vrste na eclemen-
tarnih kvadratnih povrZinicah, sestava tal, volumen vseh dre=-
ves na osnovanih povr¥inicah, ¥tevilo okuZfenih dreves i+d.

Ce pa vzamemo, da je enota povr¥ine na gozdni povr-
§ini vsak kvadrat 25 m x 25 m, ne glede na naZin, kako kvadrat
le¥l, in se posamezn? kvadrati med seboj prekrivajo, dobime
populacijo, ki ima neskonXno ¥tevilo enot. .

Za zvezne populacije, ki so take narave kot gozdne

povr¥ina, za katero niso enote vnapre] dane in lo¥ene med se-
boj, moremo. glede na doloftev enote sestaviti populacije s
konZnim ali neskonZnim ¥tevilom enot. ;

Tudi posamezno dreve moremo smatrati kot zvezno po=-
pulacije, ki je sestavijena iz ko¥¥kov lesa n.pr. 3 cm x 5 cm
x 2 em volumna. Drevo moremo razZagatt na take plo¥&ice, ki
jih je v tem primeru kon¥no ¥tevilo. Znaki teh enot so n.pr.
teZa, trdnost, mesto, kjer je bila plo3¥ica v deblu, ¥tevilo
branifk itds |z drevesa pa dobimo neskon&no populacijo ko¥&kov
lesa, &e predpostavijamo, da moremo ko3%ke lesa odrejene oblf-
ke in velikosti izrezati iz debla na katerikoli nalin.

1.13 : : : ;
Ce presku¥amo n.pro. vpliv impregnacije lesa na trd-
nost lesa, sestavimo v ta namem poskus, pri katerem vzameme

dva ko%¥ka less, ki sta po kvaliteti Zim bolj enaka in en
ko¥lek Impregniramo, drugega pa ne. Na koncu poskusa merimo
razlikeo v trdnosti med impregniranim in neimpregniranim ko¥&kom
lesa. Takih poskusov napravimo veZ. Ce hoXemo rezultate teh po-
skusov posplo¥i+t, smatramo tzvedene poskuse kot nekaj enot iz
neskonZne,umitljene - hipotetiZne populacije vs eh moZnih enakfih
poskusev pod enakimi pogojf., V raziskovalnem delu pogosto sma-
tramo skupnost poskusov pod enakimi pogoji kot del 1z umi¥lje-
nih - hipoteti¥nih populacij. To delamo vselej, kadar zakljud-
ke poskusov posblo§ujeno.
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1.14
Delne populacije. Ce drevesom v populaciji: drevesa

za sestoje gozdnega gospodarskega obmoZja N.N. konec leta 1960
dodamo nov opredeljujol pogoj: listavec, 1z osnovne populacije
izdvojimo novo populacijo: drevesa listavcev v sestojih gozd-
nega gospodarskega obmolja N.N. konec lets. Vsa drevesa v tej
delni populaclji so enote osnovne populacije, ker zado%lajo

vsem opredeljujo¥im pogojem 1z osnovne popuiacije. V tem smis~
lu so stvarno izvr¥eni poskust, ki jih smatramo kot enote hi-
potetiZne populacije vseh moZnih poskusov pod enakimi pogoji,
tudi delna populacija, ker so to ont poskusi iz hipotetiZne
populacije, ki so bili stvarno izvrZeni.
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Za analizo populacij je posebno pomembno razdeifti
osnovno populaclijo po.danem znaku v vel delnfh populacij tako,
da je vsaka enota osnovne populacije v eni, a v eni sami delnf
populacijt. Ce razdelimo drevesa v sestoju v delne populacije
po drevesnih vrstah, dobimo osnovo za proulevanje sestoja po
drevesnih vrstah. Ce razdelimo drevesa v'popultcijt po debeli-
ni v delne populacije po debelinskih stopnjah, dobimo osnovo
za uvid v sestav po debelini dreves ftd.

Parame+ri

1.16
Vsak numeri&ni podatek o populaciji je parameter po-

pulacije. Ena izmed csnovnih nalog statisti¥nega proulevanja
mno¥i&nih pojavov je izrafunavanje parametrov o populacijf. V
nadal jevanju se bomo ukvarjali z elementarnimi parameiri, ki
jih dobimo z enostavnim pre¥tevanjem ali se¥tevanjem podatkov
za enote populacij. Iz osnovnih podatkov pa najprej podatke
ahalizlramo tako, da fzradunavamo raziine fzvedene parametre
kot so: relativna ¥tevila, srednje vrednosti, mere varfacije,

mere korelacije ftd,



2. GRUPIRANJE

ZaokroZevanje podatkov

2.1

NumeriZne podatke, kot so n.pr. premer, vi¥ins, vo-
lumen in stsrost dreves merimo samoc do dolofene stopnje natan¥-
nosti. Te podatke zackroZujemo do natanénostl, ki je potrebna
za praktilno uporabo. Tako zaokroZujemo premere dreves na cenw-
timetre, visino dreves na decimetre all metre, starost na leta
ttde .

Podatke zaokrofujemo na dva nalina. Premer dreves
zaokroZujemo na centimetre na najbliZjo celo vrednost v cm,

ali pa na najviSjo celo vrednost v cm. Po prvem nafiny zackro-

Zimo n.pr. premer 32,7 cm na 33 cm, ker Je to najbli%fjz cela
vrednost in se od prave vrednosti razifkuje le za 0,3 cm, Po
drugem nadinu pa zaokro¥imo premer na 32 cm, ker je 32 cm naj-~-
vi¥ja vrednost v zaokro¥enih enotah (cm}, ki ni veEjh kot ob-
ravnavan premer. Prednos+.pri prvem nalinu zaokroZevanja je,
da je v splo¥nem razlika med pravo in zaokro¥eno vrednostjo
vedno manj%a kot polovica enote mere, na katero zaokroZujemo.
lzka¥e pa se, da je pri nadaljnji obdelavi zaokroZenih podat-
kov bolje, €e jih zaokroZujemo na najvifjo celo vrednost, Ce~
prav je razliks med pravo in zaokroZeno vrednostjo.lahko tudi
velja kot pa pri prvem nailinu.

Ne zsokroYujemo pa samo numericne znake. Ce nave jamo
¥as pogozdovanja, je viasih zadosti,d povemo, v katerem letu
je bil sestoj osmovan in ni potrebe, da povemo to&no do dnevea,
kdaj je bilo zasajenc posamezne drevo. :

Tudi Erajevﬁé podatke zaokrofujeme. Tako obitajno ne
navajemo tolnega kraja; kjer je bilo dreve posexano, temvel
zado¥¥a, ¢e¢ navedemo, v katerem sestoju ali odseku je rastlo =

posekano drevo.

Grupfranje vrednosti znakov

2.2
Zsokro¥evanje, ki ga poznamo Tz vsakdanjega Zivlje~-

nja, se ujema z grupiranjem vrednosii znakov, ki ga uporablja-
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s
mo v statistiki. Za znake z velikim Stevilom vrednosti obilaj-
no nf potrebno oziroma je nepregledmo, da navajemo podetke za
vse vrednosti, V takih primerth sorodne vrednosti znakov gru-
piramo v grupe., Pri krajevnih, ¥asovnih in zveznih numeriZnth
znakih, ki imajo neomejeno Ztevilo vseh moZnih vrednosti, pa
je grupiranje nujno potrebno, ker je 3tevilo vseh moZnih osnov-
nih vrednosti neomejeno. : ' .

£ grupiranjem izgubimo na nataninosti, pridobimo pa
na preglednosti, ki je v velini primerov statisti&nega prouvie~
vanjs bistvena. Razen tega pa se zakonitosti in tipi&nosti pri
mnoZi&nih pojavih pokaZejo 8ele, e pojav nastopes v velikem
¥tevilue, To pa dose¥emo s tem, da podatke ne navajamo indivi-

dualno, temvef po grupah.

Nadela grupiranija

2.3

Kako ifzvedemo grupiranje, je odvisno od vrste zmaka,
ki ga grupiramo, od vsebinskih razlogov in cilja statisti&ne~-
ga proulevanjas. Po pravilu nf enotmih nalel in navodil za se-
stavljanje grup.

Za vse znake pa veljajo neka splo¥na nalela.

Za vse vrste znakov mora bitt grupiranje enolicno.
To pomeni, da mora biti grupiranje izvedeno +asko, da vsaka os=-
‘novma vrednost spada v eno in eno samo grupo. V tej zvezi je
poseben problem mejnih vrednosti. Tako je pri Casovnem grupfi-
ranju treba paziti! in dolofiti, v katero grupo spada na primer
pri grupiranju v dneve moment ob koncu enega in zafetku druge=-
ga dne. Pri geografskih grupah je podoben probiem pri odlo¥it-
vi, kam spadajo meje med posameznimi grupami., Sporno morec biti,
kam spada dreve, ki raste to¥no na meji med dvema geografskima
grupama. :
Vse imdividualne vrednosti v ent grupi pri grupira~-
nem znaku so izenacene in dobe meko movo grupmo vrednost.Tako

pri zaokroZevanju ¥tejemo, da imajo vsi premeri v grupi od
32,5 cm do 33,5 cm skupno grupno vrednost 33 c¢cm in se ne ozi~-
ramo na podrobnejSe vrednosti.

Pri ¥asovnih grupah vse trenutke enega dne zdruZuje-
mo v dneve in je za vse trenutke enega dneva grupna vrednost



detum itd. Enako je ime ob&ipe grupna vrednost za vse kraje
obline, e grupirsmo kraje v grupe po ob&inah.

Grupe vsakega znaka moremo naprej grupirati v gruge'
vi¥jega reda, enako kot grupiramo individualne vrednosti, Gru-

pe premerov po en centimeter zdruZujemo v debelinske stopnje,
ki so sestavijene iz petih grup po en centimeter. Tako dobimo
drugo debelinsko stopnjo, &e zdruZimo premere 5 cm, 6 cm, 7 cm,
8 cm, 9 cm v novo grupo - drugo debelinsko stopnjo. Enako &a~-
sovihe grupe - dneve zdruZujemo v grupe visSnje stopnje - tedne,
mesece, leta; geografske grupe - obXine v okraje 1td. ;

Grupe imajo torej iste lastnosti kot vrednosti zna-
kove imajo svoje ime, ki jih ozna¥vje, in jih moremo grupiratl
kot osnovne vrednosti znaka,

Pocsamezne znake moremo grupirati po raziidnih nale~
lihe Za vsak znak moremo sestaviti razliZne grupe, ker je za
vsak znak ve¥ nafel, po katerih izvedemo grupiranje. Omenilf
smo ¥Ye, da je nafelo grupiranja sorodnost med vrednostmi, ki
so v eni grupi. Naelo sorodnosti pa je lahko razii€no. Tako
zem|ji¥%a grupiramo po lastni¥kem ali vsebinskem nafelu. Po
prvem zdruZujemo v grupe vsa zemlji¥%a, ki so last istega last-
nika, po drugem pa zemlji%¥a, ki so si vsebinsko podobna, zasa-
jena z isto vrsto drevja itd.

Enako Tmamo upravno teritorialno grupacijo, e je
nalelo geografskega grupiranja pripadnost v isto upravno teri-
torialno grupo,ali rajone, ¥e¢ je nafelo geografskega grupfira-

nja vsebinsko.

Grupiranje numeriémih znakov

2.4
Pri numeriZnih znakih je merilo sorodnosti dveh vred-

nosti absolutna razlika med njima. Grupam za numericne znake
pravimo razredi. Vsak razred je od drugega razreda razmejen z
mejo razreds tako, da nobena vrednost v razredu, ki je pod me-
jo, ni ve&ja, nobena vrednost v razredu, ki je nad njo, pa nf
manj¥s kot meja razreda. S4mo mejo ¥tejemo bodisi v spodnj i

ali v zgornji razred. Takc je 25 cm meja med peto in festo de~
belinsko stopnjo, ker vkljuZuje peta debelinska stopnja premere




med 20 cm do 25 cm, ¥esta pa premere od 25ando 30 cm. $ predpi-~
som dolofimo all spada meja (25 cm) v spodnji all zgorn]i raz-
red. To v grupaciji tudf naznalimo. Ce vkljuZimo meje razredov
V spodnje razrede, debelinske stopnje ozna¥imo z:

1. deb. stop. da ;5 .cn

2., deb. stop. ned 5 cm do 10 cm
"3. deb. stop. nad 10 ¢m do 15 ¢cm
4. deb. stop. nad 15 ¢cm do 20 cm
ftd.

Da so pa meje razredov vkljufene v zgornje razrede,

pa je razvidno iz naslednje grupacije:

1. deb. stop. do pod § ¢m

2. deb. stop. 5. ¢cm do pod 10 cm

3. deb. stop. 10 cm do pod 15 cm

4, deb. stop. 15 ¢m do pod 20 ecm 1id.
Ker iz grupacije: :

1. debs stop. -5 cm

2. deb. stop. S cm - 10 ¢cm

3. deb. stop. 10 cm = 15 cm

4. deb. stop. 15 cm - 20 cm

itd. .
ni razvidno, v katere razrede spadajo meje razredov, ta grupa-
cija ni enoli¥na Tn je zato pomanjkljiva.

Ce zaokroZujemo premere na najvi¥je cele vrednosti,
moremo grupacijo v debelinske stopnje pisat! tudi takole:

-1, deb. stop. Ccecm -~ 4 cm
2., deb. stop. 5¢e¢m - 9 cm
3. deb. stop. 10Ocm - 14 cm
4, deb. stope. 15cm - 19 cm
f+d.

Da grupacija ni enollfna in da ne spsda vsaka izmed
vrednosti v en 'n en sam razred, fzgleda le navidezno. Premer
14,7 cm spade v 3. debs. stopnjo, ker zaokroZen premer 14 cm
&kljuéu]e vse premere do pod 15 cm, Ng prvi pogled ps fzgleda,
da se spodnja in zgornja meja dveh zaporednih razredov ne pre-
krivata. ) :

. lz navedenega primera vidimo, da zaokroZevanje na
@ajbl?%jo celo vrednost ni primerno. Pri tem nadinu zaokrofe-
Van}a so namre? meje med posameznimi razredi 4,5 cm, 9,5 cm,

S



14,5 cm, 19,5 cm in zato iz njih ne moremo sestaviti pravih
debelinskih stopenj, za katere so meje razredov 5 cm, 10 cm,
15 em, 20 cm §id.

Vsak razred ime 3irino razreda, ki je razlika med

zgornjo in spodnjo mejo razreda. Ce zaznamujemo na splo¥no ka=-

terikoli razred z indeksom k, z X\ ,mln spodnjo, 20X zgor ~

k ,max
njo mejo razreda, z !. pa Sirino razrcda, je po zgorn;? defi-

nictji

i'!‘: * xk,mex T xk,m!n £2.F)

Kot smo omenili, ima vsaka grupa neko grupno vred-
nost, ki reprezentire vse vrednosti razreda. Ta grupna vred-
nost je pri numericnih znakih sredina razreda, ki jo zaznamu-

jemo z X s ifzrafunamo pa po obrazcu .
X + X
x, = k,min k ,ma x (2,9)
2

Pri analizah vzamemo v vsakem primeru pribliZek, da
so vse vrednosti v razredu enake grupni vrednosti = sredint
razreda, ker se nobena vrednost v razreduv ne razlikuvje od nje
za vel& kot za polovico ¥irine razreda.
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Nezvezne numeri&ne znake grupiramo po istih nalelih
kot zvezne. Vendar je glede na to, da so za nezvezne numerine
znake vrednosti izolirane, nekaj tehni&nih razlik v grupiranju.

e vzamemo kot primer za nezvezni znak ¥tevilo dre-
ves na povriinah 10 a v dolo¥enem gozdnem sestoju, morejo biti
grupe naslednje: O = 9 dreves, 10 - 19 dreves, 20 - 39 dreves,
40 fn ve¥ dreves. Nepravilns je grupacijs O - 10, 10 - 20,

20 - 40, 40 in ve¥. Ta grupacija nit enolilna, ker so meje
vklju&ene v po dva razreda.

Tudi za nezvezne razrede moremo doloZiti meje razre=-
dov, ¥irine razredev in sredine razredov po istih obrazcih kot
za zvezne znake, &e¢ teoreti¥no predpostavljamo, da vsaka indi-
vidualna vrednost za nezvezni znak predstavija grupo, ki ob-
sega razmak, kit je ¥irok 1, individualna vrednost pa je sredi-
na tega enotimega razmaka. Tako n.pr. vrednost 9 dreves teore-
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ti%no predstavlja vrednost! v razmaku od 8,5 do 9,5, Zeprav
vemo, da je ¥tevilo dreves nezvezen numerilen zmak, Ce to upo-
Etevamo, so pri zgornjem primeru teoretilne meje 9,5, 19,5,
29,5, 39,5 dreves. Ker je ne.prs v drugem razredu spddn}a meja
9,5, zgornja meja pa 19,5, izralunamo, da je Eirina razreda

12 = 19,5 - 9,5 = 10, sredina razreda ps xp = 9,5 + 19,5 _

. 2
14,5. Tako izena&imo postopek grupiranja zveznih In nezveznin

znakov. Zveznim vrednostim v dololenem razmaky pripitfemo sre-
dine razreda, ki je reprezentant vrednost+i v razmakv, nezvez-
nim vrednostim pe pripifemo enotin rezmak, ki predstavija rez-
mak, na katerega se nanaSa posamezna nezvezna vrednost.

2.6 ‘
Kot vidimo 1z zgornje grupacije dreves, morejo bitt
¥irine posameznih razredov glede na pojav, ki ga proufujemo in
glede na cilj proulevanja,razline. Zadnji razred 40 in vel
dreves pa ifma celo spm5 $podnjo.mejo. Za take razrede, ki ima-
jo saméispodnjo ali sam6fzgornjo mejo, ne moremo dolofiti niti
sredine niti ¥irine razreda. Imenvjemo jih odprte razrede,tvo-
rimo jih pa takrat, kadar pri&skujemo, da je le nekaj enot, za
katere je podatek nad ali pod doloeno vrednostjo, +i podatki

pa zelo variirajo.

Zs formalno statisti¥no analizo je najprimerncje, &e
so §irine vseh razredov enake, vsi razredi pa zaprti. lz vsebin-
skib razlogov pa to ni vedno najboljZe.

2o

Grupiranje numeriéaih znakov. Casovne znake grupira-
mo v naravne fasovne razmake, ure, dmeve, tedne, meaﬁ@, leta,
pet ali desetietja, Eeprav.}z dol%ina posameznih Tzmed njih
razliZna (n.pr. pri mesecih). Vedno pa ne zdruZujemo zapored-
ne Zasovne razmake v velje grupe. Tako n.pr. pri sezonskem pro-
u¥evanju pojavov zdrufujemo v eno grupo fste mesece za veZ let.
Tako dobimo gripe vseh januarjev, vseh februarjev, vseh marcev
itde za ve? zaporednih let In:prouEujemo, kakZne so sezonske
razltke mepre. v seénjie. Ce pa ho¥emo prouv¥evati ¥asovni razvoj
seinje v dalj%em razdobju, pa zdruZimo vse mesece posameznih
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let v letna razdobja. Grupiranje je torej ozko povezano s ci=-

ljem analize.
Kot smo Ze omenili, se pri krajevnih grupacijah na-

vadno oslonimo na teritorialne razdelitve, ki so fzvedene v
druge - obifajno administrativne ﬁamene. NajmanjSe teritorial-
ne grupe, ki pridejo v po¥tev v gozdarstvu, so parcele, sesto-
ji oziroma odseki. Te zdruZujemo po razli&nih nalelih dalje v
vi¥je grupe: oddelke, gospodarske razrede, gospodarske enote
ftd. Razen zgornjega grupiranja pa poznamo tudi vsebinsko kra-
jevno grupiranje v rajone. V rajone zdru¥ujemo vse kraje z
fstimi znalilnostmi pojava. Ker je rajonizacija teZaven posel,
dostikrat zdruZujemo v rajone manj%e administrativme enote po
preteZnosti.

Problematika grupiranja atributivnih znakov je spz—
cifitna. Nafelo sorodnosti je dano s kako lastmnostjo, ki jo
posamezna vrednost atributivmnega znaka izraZa. Tako moremo po-
samezne vrste dreves grupirati v listavce ali drevesa z mehkim

in trdim lesom in podobno.
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3. ELEMENTARNI PARAMETR !
3.1

Stevilo enot in vsote. Na jenostavnej¥i parametrt
o statisti&nt populaciji so absolutni podatk!, katere dobimo
s preStevanjem enot v populaciji in s sedtevenjem vrednost!

za numericine znake. Osnovni parameter je 3¥tevilo enot v popu-
laciji, ki ga dobimo, &e pre3tejemo, koliko enct ges%ayl}a po~-
pulacijo. Tako dobimo XZtevilo dreves v sestoju, &e¢ je populaci-
je, ki jo proulujemo, sestavlijena iz dreves v sestoju. Stevi-
lo enot v populaciji dogovorno zazmamujemo vedno z N (numerus),
Prebras+ parameter o populaciji, ki ga dobimo s se¥te-
- vanjem vrednosti znaka, je.n.pr. lesna zalogs v sestoju. Tega
dobimo, e velumen posameznih dreves {(vrednosti! znaka "volumen
drevesa") sc¥tejemo. Podobno dobimo tudi skupnc temeljnice, &e
se¥tejemo temeljnice posameznih dreves v sestoju. Vsote podat-
kov v populaciji zaznamujemo z velikimi ¥rkami X, Y, Z, U, V,
analogno kot zaznamujcmo 2 % y;:z, U, v znake. Glede na to

velja zveza
N
Y= (3.1)
isl

E:: oznaka za se§+¢vanje od 1 do N; Y; = individualina vrednost
i

3.2 :
J...Statisti&ne vrste. Vendar ti parametri, Ceprav so

bomembn!, povedo razmeroma malo o populaciji. Ce pa preftevamo
enote in se3tevamo podatke po grupah ddloEencga znaka, dobimo
zelo dober uvid v sestav .in osnovo za analizo populacije.

Za populacija .~ "posekans drevesa v letu 1958 v FLRJ",
je skupna posekana bruto lesna masa 13,296 tisol m3. Ta podatek
sam zase je pomemben, vendar df razmeroms malc informacij o po-
sekani lesni masi. Ce pa se¥tejemo posekano lesno maso po dre-
vesnih vrstah, dobimo uvid v sestav poseckanega lesa po vrstah.
Tako dobimo niz podatkov-parametrov, ki kompleksno prikszujejo
sestav posekane lesne mase po vrstah lesa.
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Tabela 3.1 Posekana bruto lesna masa po vrsti lesa

v letu 1958 v FLRJ v +1sof a°
(Vir SG 1959)

Skuphno 13 296
Listavci skupﬁo 9'173
-od tega: hrast 1 662
bukev 5 859 o
ostali trdi 1 084 : ’
topol 213
ostali mehkft 354
lglavci skupno 4 123
od tega: jélka in smreka |3 787
bor 329
ostali ‘ Z

Tak niz istovrstnih podatkov, od katerih se vsa k
nana3a na eno izmed vrednosti ali na grupo vrednosti dolole-
nega znaka, imenujemo statisti&no vrsto. Ker je v nafem pri-

meruv posekana lesna masa razdeljena po atributivnem znaku -
vrsta dreves, imenujemo to statistino vrsto - atributivno
statistiZno vrsto.

3¢3 ; '
.« Casovne vrste. Analogno je Zasovna vrsta niz

istovrstnih podatkov, od katerih se vsak nana%a na dololen za-

poreden Tasovni trenutek ali razmak.
Primer za ¥asovno vrsto je fzvoz gozdnih sortimentov

na glavns skiadi%%a po letih v FLRJ,

Tabela 3.2 lzvoz gozdnih sertimentov na glavna
skladi¥¥a_v FLRJ v razdobju 1946-1958
v tisoZ m3 (Vir: SG 1959)

Leto Lesna masa Leto Lesna masa
1946 4117 1952 8776 :
1947 6734 | ; 1953 7202
1948 9824 1954 7058
1949 12326 1955 6880
1950 9756 1956 8052
1951 8241 1957 7717
1958 6998
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lz navedene Easovne vrste moremo slediti Zasovnt
razvoj fzvoza posekane lesne mase v razdobju 1946-1958. Iz
nje opazimo fzreden porast poseka v razdobju od leta 1946 do
leta 1949, ko je posek najve¥ji (12326 tisol m3) in ustaljen
posek v nasiednjem razdobju 1950-1959, kar je rezultat plani-
ranegs poseka. Nazorneje kot iz tabele moremo slediti Zasoven
rezvoj poseka iz grafi¥negs prikaza v slikf 3.1.
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Slika 3.1
lzvoz gozdnih sortimentov na glavna skla~-
di$&a v FLRJ v rezdoﬁju 1946-1958.
(Vir: $6 1959)

Z linijskim grafikonom je prikazana asovne vrsts v
pravokotnem koordinatnem sistemu teko, da jz abscisns os &a-
sovna os, na ordinatno os pa nanafamo podatek. V naSem prime-
ru je to obseg fzvoza. Velikost podatke merimo s skafo, ki da-
je odnos med enoto mere (md) 1n geometrijsko veiikostjo = dol=-
¥ino. Sistem pomo¥nih &rt, ki olaj3ujejo &itanje grafikona,
imenujemo mrefo grafikona. Velikost podatka je prikazana z od-
daljenostjo ustrezne tofke ad abscisne osi. Kako odberemo na
ordinatn! - koliZ%insk} skali, kolik je uvoz, pa je nakazano za
leto 1948 v sliki. Ker se posek nana%a na celo leto, po pravi=-
lu to¥ke nanafamo nad sredine razmakov, ki pomenijo na abscisf
leta. V primeru, da v grefikonu prikazujemo Zasovmo vrsto po-



dafkov, k! se nanagajo na doloEene ¢asovne momente, pa’r$§emo
tofke tolno nad mesto, ki na Casovni skali ustreza danemu mo-
mentu. Tak primer bi imeli, e bi grafi&no prikazovall Zasovno
vrsto lesne mase stojelega lesa. Ti podatki so momentnega znala-
ja, ker moremo dati stanje lesne zaloge za stojelt s¢$+oj le za
doloZen datum, oziroma trenutek. :

3.4
e Kombinirami podatki. VZasih dobimo osmovo za a-

nalizo, e pre¥tevamo ali se¥tevamo podatke po kombinaciji dveh
ali veé& znakov hkrati. Tako dobimo kombinirano tabelo. Primer
kombinirane tabele je pregled gozdnega fonda po druibenth sek-
torjih in kvaliteti gozda v tabeli 3.3.

Tabela 3.3 Lesna masa gozdnega fonda v FLRJ v lety
1958 po druZbenth §ek+a' jih in kvaliteti
gozda (v milijon m (Vir: SG 1959)

Kvali- : Goz d
Druvz. teta Skupno Grmilevije
sek tor : gojen degradiran
Skupno 880 771 95 14
DruZbenti 700 641 51 8
Privatnt 180 130 44 6

FrekvenZne porazdelitve
e 5.

¥ Za statistino analizo mnoZi&nih pojavov so po-
sebno pomembne statistine vrste, ki za numerilen znak pokaiZe-
jo, koliko enot ima vrednosti v posameznih razredih. Take sta-
tistifne vrste imenvjemo frekvenZne porazdelitve, ker pokaZejo
pogostnost pojavijanja vrednosti. §+eviio enot v posameznem
razredv imenvjemo frekvenca. Dogovorno zaznamujemo v frekven-
ni porazdelitvi frekvence z f, oziroma z f , kadar hoZemo z in-
deksom k naznalfti, da se frekvenca nana3a na konkreitne razrede
v frekvenZni porazdelitvi. V frekven&nih porazdelitvah nimamo
pregleda o tofnih vrednostih znaka v populaciji, ker pokaZe sa-
moé koliko enot ima vrednost v posameznih razredih. Pal pa da,
e je pravilno sestavijena, kompleksen in nazoren pregled o va-

rifranju vrednosti v populdciji.

3,6
i Sestavijanje frekven¥nih porazdelitev. |z neure-

jene vrste individualnih podatkov za posamezne enote tehnilno




sestavimo frekvenZno porazdelitev po vel metodah.

Za manj¥e in enostavnej¥e populacije je prikladna
metoda &rtic, Po tej metod! sestavimo najprej obdelovaino ta-
belo, v kater! so za razrede predvidena velja polja. Ko po
vrstl pregledujemo posamezne vrednosti, za vsak podatek napra-
vimo v ustreznem razredu Zrtico. To ponavljamo, dokier ne fz-
Erpamo celotne populacije. Na koncu v posameznem razredu pre-
S$tejemo &rtice. Stevilo Zrtic v vsakem razredu je enzko ¥tevi~
lu enot, k! Tmajo vrednosti v danem razredw, V praksi uporab-
ljamo ve¥ nalinov &rtanja. Critce moremo enostavno nizati dru-
go poleg druge (////////////). Stetje Ertic pa si olaj¥amo, ¥e
sestavljamo grupe po pet Zrtic tako, da s peto Ertico, v vsaki
grupi po pet, Stiri Zrtice pre¥rtamo ({##%). Uporabl jamo pa
tudi sistem, pri katerem sestavljamo grupe po deset enot. To
dose¥emo s 3tirim! to¥kami za prve ¥tiri enote. Za nadaljnje
¥+iri enote k tem tofkam nari¥emo stranice kvadrata, diagonali
pa dopolnita deveto in deseto enoto Egj-

F ol

Za populacijo premerov za N=53 dreves 27-letne mart-
landske topole so individuvalni podafki naslednji:
49 51 54 54 61 60 64 68 74 57 54 62 37 51 49 45 51 58 43 56 43
61 45 68 33 51 48 41 53 58 72 54 49 48 55 55 36 64 49 44 41 69
52 58 47 50 54 49 52 57 65 55 47.

V sltki 3.2 je po vseh treh nalinith naznaleno, kako
sestavimo frekven¥no porazdelitev. Za prvi podatek #9 cmlsmo
vrisalf ¥rtico v razred 45-49 cm, za drugega (51 cm} v razred
50-54 cm {td. do zadnjega podatka (47 cm), za katerecges smo
vaesli &rtico v razred 45-49 cm,

w0t =
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Slika 3.2 Sestavijanje frekven¥ne porazdelitve
po metodi &rtic im tolk

3.8

Za velje populacije in bolj zamotane obdelave pa me-
toda &értic ni prevel prikladna. Zamotanost posla in velika moZ-
nost_napak so hibe, ki govore proti uporabi te metode za velje
obdelave. V takih primerih je primerncje, da podatke napi¥emo
na individvalne obdelovalne listke. Obdelovalne listke sortira-
mo po grupah in razredth, ustrezno s planom obdelave tako, da
posamezne |listke polagamo ma kupe, ki ustrezajo posameznim
grupam. Na koncu sortiranja preltejemo listke v posameznih raz-
redih in dobimo zanje frekvence. Z mehani&nimi sredstvi stroj-
ne obdelave ta pose! pomembno skrajSamo im mehaniziramo.

3.9

Frekvem&ne porazdelitve za premere dreves. Najznalll-
nejSi primer frekven¥nih porazdelitev v gozdarstvu so frekvem&-
ne porazdelftve premerov dreves v prsal vi¥ini. Porazdelitve
premerov za razli&ne sestoje kaZejo tipicne oblike, ki so po=-
gojene s tipom sestoja. Zato preglejmo frekvenine porazdelitve
za nekaj najznalilnejiih +lbov sestojev.
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V tabeli 3.4 imamo ¥est frekven&n?h'porazdeli%ev
premerov za rainEne-fipe sestojev. Prva in drugs frekvesZna
porazdelitev se nanaSata na enodobna smrekova sestoja A in B
na Pokljuki. Oba sestoja sta raziskovalni pleskvi IGLIS ~a in
obsegata vsak po em hektar povr¥ine. Starost prvegs sestoja je

130 do 140 let, starost drugega sestoja pa 120 do 130 let,

Frekvennas porazdelitev C se nama%a na prebiraini
jelov-bukov sestoj na SneZnfku (2 ha raziskovalne ploskve
IGLIS), porazdelitev D pa prikszuje porazdelitevy premerov za
dvoetaini gozd povr¥ime 1 ha na Otoku, oddelek 12 b ne razis-
kovalni ploskvi FAGV. V prvi eta?i je zasajena marilandsks to-
pele s podrastom jel3e v drugi cta¥fi. LoZena frekvenna poraz-
delitev za topolo in jel¥0 je podana v stolpcin Dy in‘DQ,
Tabelea 3.4 Frekven&ne porazdelitve za enodobna smrekova se~-

stoja, za prebirsien jelkovo-bukov sestoj in dvo-
etaZni sestoj topole in jeiZe.

Enodobna s?re-Pre?lralﬁ Dvoeta¥ni sesto]
Se s 4 0 kova sestoja g;késizzt Q t o k ‘
Pokljuke |stoj skpsl testl el
SneZnik paj pola| Za
Debelinska stopnja A B g D D1 02
3 1Ocm - 14 cm - - 257 25 - 25
4 15 ecm - 19 ¢cm 4 9 138 57 2 55
5 20 cm - 24 cm R 34 111 41 5 36
6 25 em - 29 cm o0 87 84 15 4 11
7 30 cm ~ 34 cm 118 93 77 14 13 1
8 35 cm - 39 cm 112 74 72 11 10 1
9 40 cm - 44 cm 109 42 37 13 11 2
10 45cm=-49cm | 61 23 44 150045 -
11 50 ¢cm - 54 cm 28 13 35 i4 14 -
12 55 ¢cm - 59 cm 9. % 34 9 8 1
13 60 cm - 64 cm 5 2 )L 13 3 -
14 65 cm - 69 cm - 4 10 3 3 -
15 70 cm = 74 cm - - 3 2 2 -
16 75 cm = 79 cm - - - 3 3 -
507 381 919 235 103 132
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3,10
Graficmo prikazovanje frekvemn&nih porazdelitev. Osnov-

ne zakonitosti in tipiZnosti za posamezne vrste sestojev, ki
jih izraZajo frekven&ne porazdelitve premerov, mazorneje im
lepSe kot iz tabele 3.4 proulimo iz grafidmeges prikeza posamez~
nth frekvenZnih porazdelitev.

GrafiZno prikazujemo frekvenme porazdelitve na dva
nacina:

8) s histogrami in
b} s poligoni.

S histogramom prikaZemo frekvenlno porazdelitev s
stolpci. Za wsak razred je frekvenca ponazorjena s stolpcem,
ki je visok v sorazmerju s frekvemco. Skupnost stolpcev za vse
razrede de sliko celotne frekven®ne porazdelitve,

Frekvenni poligon pa dobimo, e za vsak razred v
frekvem&ni porazdelitvi nariSemo nad sredimo razreda tofkeo, ki
je od abscisme osi oddaljena v sorazmerju s frekvenco, te tol-
ke pa med seboj poveZemo z daljicami. Poligomn nazorneje im pra-
vilneje prikaZe stvarno variiranje vrednosti zmaka kot histo-
gram.

¥V sliki 3.3 je za &isti smrekov sestoj A iz tabele
3,4 grafino prikazana frekvenina porazdelitev premerov s hi-
stogramom in s poligonom. |z slike moremo kompleksno analizi-
rati variacijo premerov v sestoju. Najvel premerov je v razre-
du 30 cm do 34 cm, &im bolj pa se od tega centra oddaljujemo,
je ¥tevilo premerov manj%e in manj%e. Frekvence se od mesta
najvelje gostitve zmanj3ujejo na levo in desmo razmeroma ena-
komerno in je slika frekvenZne porazdelitve na obe strani od
sredi¥fa precej simetriZma. Taka porazdelitev frekvenc je +i-
pima ze enodobne sestoje na izenalenem terenu, kjer so splod-
ni pogoji rasti ve& ali manj enaki za celo ploskev,

Frekvenne porazdelitve, ki fmajo tako oblfko kot jo
imamo v primeru sestoja A v sliki 3.3, imenvjemo zaradi tipi¢-

ne oblike simetri&ne in zvonaste, ker pa imajo eno samo mesto

gostitve, pa enovrZne all unimocdaline.

Frekven®ma porazdelitev za Tisti enodobni smrekov
sesto] B na Pokljuki v sliki 3.4 ka¥e Ze vedno tipi¥no zvona-
sto obliko, vendar je lahno asimetrina v desno stran, kar na-

04



e
b, b i .
o /
i Jil iy
[ zecon I f \
b i /
€=¥_| T T %_-.‘L—'l I "":"ﬂ-Ju — r I\L‘EFE
10 20 30 40 50 60 70 10 20 30 40 50 60 70
em a) histogram o b) poligon
Slika 3.3 Grafikon za frekven&no porazdelitev

enodobnega &istega smrekovega sesto-
ja A iz tabele 3.4

kazuje, da pogoji rasti v tem sestoju niso povsem enakomerni,

da je ne.pr. lega posameznih delov parcele razliZna.

. A
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0 35 101520253035404550556’06‘5707580‘1"
Slika 3.4 Frekvemn&nt poligon za premere dreves
v Cistem enodobnem smrekovem sestoju

B na Pokljuki

Slika 3.5 kaZe tipi&no porazdelitev premerov za pre-
biralen gozd. Porazdelitev je zelo asimetrina v desno, ker

mo¥no prevladujejo drevesa z majhnim premerom, ker se molnej-

¥a drevesa postopoma fzsekavajo. Porazdelitev za prebiralni
gozd ima t+ipi&no obliko ¥rke J, zato take porazdelitve imenu-

jemo kar J=porazdelitve.

Slika 3.6 ponazarja porazdelitev premerov za dvoe-
ta¥ni sestoj Ofok. Kot je nekazanmo, je sestavljena iz dveh po-
razdelitev: porazdelitve za nasad mar flandske topole (D4) fin
podrasta jel3e (DQ}. Porazdelitvi za posamezni etaZi kaZeta
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Slika 3,6 Frekven&ni poligoni za dvoetaZni
sestoj Otok

tipiZno zvonlasto oblikeo, skupna porazdelitev, ki je vsota
frekvenc za ohe etaZi, pa odstopa od te lastnosti in nakazuje
dva vrﬁa (bimodalna porazdelitev), ker je sestavijena iz dveh
unimodalnih porazdelitev, '



3.11
Druge frekven¥ne porazdelitve. Zaradi pomembnosti

frekvencnih porazdelitev navedimo %e dva primera. FrekvenZna
porazdelitev v tabeli 3.5 podaja porazdeiftev specifine te¥e
lesa za N=3376 preskusov na zeleni duglazijt,

Tabela 3.5 Frekvenina porazdelitev specifitne te¥e lesa za
zeleno duglazijo (Po podatkih IGLIS=~a)

TeZa kg/m3 {k
320 - pod 340 7
340 - pod 360 71
360 - pod 380 163
380 -~ pod 400 289
400 ~ pod 420 397
420 - pod 440 484
440 - pod 460 531
460 - pod 480 453
480 - pod 500 381
: 500 - pod 520 279
520 = pod 540 165
540 - pod 560 94
560 - pod 580 45
580 - pod 600 16
600 - pod 620 1
3376 =N

Frekvenna porazdelitev lepo pokaZe variasbilnost
specifiZne teZe lesa za zeleno duglazijo. Slika 3.7 nazorno
pokaZe, da je porazdelitev specifi¥nih te¥ za zeleno duglazi=
jo simetri¥na, zvonasta porazdelitev, da je torej moZno pribli-
Zana tipi&ni porazdelitvi za primer, e na  pojav razen opre-
deljujo¥ih pogojev vplivajo le sluZajni vplivi. Take porazde-
litve imenujemo normaline porazdelitve.



£§00

500 A\

i LN
300 ' / / \\
S AR RN
100 [/ \

oggdﬁ/ ; &

220 40 60 8040020 <0 60 80 50020 40 60 80 60020 40
kg/m3

"Stika 3,7 Porazdelitev specifilnih teZ N=3376

preskusov za les za zeleno duglazijo

3.12

Kot zadnji primer navedimo ¥e porazde!itev N=1256
kmetijskih gospodarstev v biviem okraju Novo mesto po gozdni
povr¥ini, po stanju leta 1956.

Tabela 3.6 Kmetijska gospodarstva v okraju Novo mesto
po gozdni povr¥int

Gozdna bovr§1na fk
O - pod 1 ha 394
1 ha = pod 2 ha 208
2 ha =~ pod 4 ha 282
4 ha - pod 7 ha 246
7 ha - pod 10 ha 81
10 ha - pod 15 ha 35
15 ha = pod 20 ha 10
1256 = N

Ta frekvenZna porazdelitev kaZe, da je najvel gospo-
darstev, ki imajo malo gozds. 5tevilo gospodarstev z ve¥jo po-
vr¥ino je vedno manj%e., Vemdar ta zakonitost 1z zgornje frek-
venine porazdelitve ni povsem vidma, ker so ¥irine razredov
razliZne, frekvence v posameznih razredih pa so razen od dru-
gih vplivov odvisne tudi od ¥irine razredov. Podrobnej¥t uvid

i T
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v porazdelitev frekvenc, e so razredi neenaki, bomo dobili v
nasltednjem odstavku, ko bomo spoznali relativna Stevila,

3.13
Problem ¥irine razredov. Poseben problem pri sestav=-

ljanju frekvenZnih porézdel?+ev je Sirina razredov., Pri tem se
namre? kosata dva momenta. Ce je 8irina razreda premajhna, so
frekvence v posameznih‘razredih moéno pod vplivem siuZajnih
faktorjev. Zato ne pride dovolj do izraza mnoZiénost pojavlja-
nja. Ce pa so razredi preliroki, je sliika pregroba In zabriZe
osnovne teinje gostitve pojava. {

V siiki 3.8 so vrisane tri frekvenine porazdeiitve
premerov za isto populacijo premerov dreves v &istem smrekovem
sestoju B na Pokljuki. V prvi frekven&ni porazdelitvi so ¥iri=-
ne razredov 1 cm, v druglt 5 cm, v tretji pa 10 ¢cm. 1z slike na-
zorno vidimo, da je 3irina razreda 1 cm v prvi porazdelitvi
premajhna. Zaradi sluZajnih vzrokov frekvence po razredih pre-
ve& nihajo. 5irina 10 cm v tretji porazdelitvi pa je prevelfika
in ne pride do izraza zakonitost gostitve., NajboljSa oziroma
pravilna je druga frekvenZna porazdelitev, za katero so razre-
di 5 cmes Razredi so tako Zirokf, da se izravnajo rezultati in-
dividualnih vplivov, niso pa preliroki, tako da pride dobro do
izraza zakonftost gostitve premerov.

Dolofnega pravila o ve lTkosti razredov v posameznih
primerih ni. Stevilo razredov je lahko velje, e je populacija
obse¥nej%a, in mora bT+i manj3e, &e je populacija manj obseZna.
ObiZ%ajno dobimo primerno sliko o variabilnosti pojava, e vza~-
memo glede na obseg populacije 3tevilo razredov med deset in
dvajset.

3.14

Kumulativne frekven&ne porazdelitve. |z frekvenZne
porazdelitve dobimo s postopnim seStevanjem frekvenc kumulativ-
no frekvenno porazdelitev. V tabeli 3,7 je za primer specifi&-~
ne te¥e lesa za “zeleno duglazijo nakazano, kako iz frekvencne
porazde |li+ve izraunamo kumulativno frekvenZno porazdelitev.
Ce 2z Fk
Vi, iz frekven¥ne porazdelitve izralunamo Elene v kumulativni

zaznamujemo Elene v kumulativni frekvenZni porazdelit-

vrsti po obrazcu

F

i 20 2 (3.2
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Slika 3.8 Histogrami populacije premerov za &isti
smrekov sestoj B na Pokljuki prt razliZnih Sirinah
razredov



Kumulativo za naslednji razred (k+1) dobimo, Ze ku-
mulativi v danem razredu Fk priStejemo frekvenco fk iz istega

razreda.

Tabela 3.7 Kumulativna frekvenZna porazdelitev za speci-
fi¢no te?o lesa za zeleno duglazijo

TeZa v kg/m3 L Fr

320 - 340 7

340 - 360 ;. i e e A
360 - 380 163 78 = (A sl
380 - 400 289 241 = 78 + 163
400 - 420 397 530 = 241 + 289
420 - 440 484 927 = 530 + 397
440 - 460 531 1411 = 927 + 484
460 - 480 453 1942 = 1411 + 531
480 - 500 381 2395 = 1942 + 453
500 = 520 279 2776 = 2395 + 381
520 - 540 165 3055 = 2776 + 279
540 - 560 94 3220 = 3055 + 165
560 - 580 45 3314 = 3220 + 94
580 - 600 16 3359 = 3314 + 45
600 - 620 1 3375 = 3359 + 16

3376=N = 3376 = 3375 + 1

Iz tabele 3,7 je razvidno, da v prvem razredu vzame-
mo, da je kumulativa enaka ni¥, za vse druge razrede pa izra-
Xunamo kumulativne vrednosti po obrazcuv 3.2. Kontrola pri iz~
ra¥unavanju je zadnjl ¥len v kumulativni vrsti, ki je Ze pod
¢rto. Ce je kumulativna vrsta izra¥unana pravilno, je ta Zlen
enak obsegu populacije N,

Posamezn? Elent v kumulativnt frekvenZni porazdelit-
vi povedo, koljiko enot ima vrednosti, ki so manj¥e kot je
spodnja meja ustreznega razreda. Tako na primer osmi Elen v

~ kumulativai vrsti Fg = 1942 pomeni, da je bifla v 1942 presku-
sih specifi¥na te¥a manj3a kot je spodnja meja ustreznega raz-
reds, xg nin = 460 kg/m>.
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Podobno kot za frekven&ne porazdelitve, da tudi za
kumulativne porazdelitve grafifen prikaz kompleksno sliko, ka-
ko so kumulativne frekvence odvisne od vrednosti znaka. V gra-
fikonu ponazorimo kumulativno frekven&no porazdelitev tako, da
v pravokotnem koordinatnem sistemu nanesemo nad meje razredov
to¥ke, ki so od abscisne osi oddaljene v sorazmerju z vrednost=-
jo ustreznega €lena kumulative. Ko zveZemo te tofke med seboj,
dobimo lomljeno Er?o, ki nazormo prikszuje kumvlativno frek-
venZno porazdelitev. Za unimodalne, simetri&ne In zvonaste
frekven&ne porazdelitve ima slika kumulativne frekvenne poraz-
delitve znaflilno obliko velike ¥rke S. To zna¥ilnost opazimo
tud? ne naSem primerv v slitki 3.9.
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Slika 3.9 Kumulativna frekvenZna porazdelitev
za specififno teZo lesa za zeleno

duglazijo



4, RELATIVNA STEVILA

4.1

Vrsta primerjave. Ze v prejinjih odstavkih smo spoz-
nali, da en sam podatek, kljub svoji cperatfvni vrednost+i, ni-
ma posebnega analiti&nega pomena. Zato podatke navajamo v sta-

tisti&nih vrstah, v katerih jih ne obravnavamo posamezno, tem~-
ve¥ kot celoto. Tako dobimo vpogled v sestav populacije, Ee
imamo podatke po grupah, uvid v varfabilnost, ¥e¢ proviujemo
frekvenno porazdelitev kot celoto, ne pa posamezno frekvenco
itd. Niz podatkov proulujemo kompleksno, ¥e podatke med seboj
primerjamo. Primerjava je najenostavnej¥i, obenem pa tudi naj-
pogostej¥t prijem pri analizl statistiZnih podatkov. Ce pri-
merjamo i{stovrstne podatke med seboj, vgctovimo: a} da je po-
datek ve¥ji ali manj¥%¥i od podatka, s katerim ga primerjamo,

b) za koltko je podatek veZji ali manj¥i od podatka, s katerim
ga primerjamo in c) kolikokrat je podatek ve&ji ali manj3i od
podatka, s katerim ga primerjamo. Najbolj3e primerjamo podatke
na tretji natin, pri katerem z deljenjem primerjanih podatkov
dobimo relativmna 3tevila, ki so zelo primerno sredstvo za ana-
Ifzo statisti¥nih podatkov. Relativna ¥tevila pa niso oméjcna
samo na primerjavo istovrstnih podatkov, ampak moremo z njimf
primerjatt tudf raznovrstne podatke.

V splo¥nem poznamo tri vrste relativnih Stevil. O
strukturah ali strukturnih dele¥th govorimo, ¥e primerjamo po-
datek za del populacije z istovrstnim podatkom za celo popula~-
cfjo. Indekse dobimo, &e primer jamo istovrstne podatke za raz-
li¢ne populacije, ki pa so med sebo] sorodne. O statisti&nih
koefictentih Tn gostotah ps govorimo, e primerjamo dva razno-

vrstna podatks za isto populactijo.

4,2

: Strukture. Od skupno N, = 785 dreves v ses+dju A Je
okuZenth HA = 352 dreves, od skupno NB = 1695 dreves v sestoju
B pa Hg = 542 dreves. Ce ho¥emo primerjati oku¥fenost v obeh se-
stojih, nima smisla primerjati absolutnega Ztevila okuZenih
dreves HA in HB v obeh sestojih, ker je velikost sestojev raz-

l1¢na. Objektivno merilo okuZenosti dobimo, e izra¥unamo, kak-

T P
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¥en del dreves v posameznem sestoju je okuZenih. Ta podatek
dobimo, ¥e ¥tevilo okuZenih dreves delimo s skupnim Ztevilom
dreves v sestoju. Da izrazimo ta deleZ v odstotkih, dobljent
kvocient pomnoZimo s 100. Za pojave, za katere so dele¥i zelo
majhni, izraZamo strukturne deleZe v promilih, V takih prime-
rih pomnoZimo kvocient s 1000. Strukturni delei pe pove, koli-
ki del od celote 1 ima dano znalilnost, strukturni odstotek
P%, koliki del od celote 100, strukturni dele¥ izra¥en v pro-
milih P% pa pove, koliki del od celote 1000 ima dano zmalil-
nost. Z obrazci moremo vse tri vrste struktur fzraziti takole:

P

Zlx

DY g0 L P o rapp L (4.1)
N N

Pri tem pomeni: P®, P% in P%oso strukturnt dele¥i,iz-
raZeni z delom od celote, v odstotkih in promilih, H = delni

podatek.
'V na¥em primeru nazorno vidimo vporabnost struktur=-

nih deleZev. Za prvi sestoj je odstotek okuZenih dreves

Ha 352 '

P = 100 = = 100 == = 44,8 %, odstotek okuJenih dreves
N 785
A Hp 542_

v drugem sestoju pa je Pg% = 100 — = 100 32,0 %.

Ng 1695
Oku¥enost drugega sestoja je torej znatno niZja kot
okufenost v prvem sestoju, kljub temu, da je Ztevilo ockuZenih

dreves v prvem sestoju manj3e.

4,3

Enostavmne strukturne vrste. Strukture tzralunavamo
vsele], kadar primerjamo sestave vel populacij, za katere so
podatki za celoto razli€no veliki. Zato strukture s pridom
vuporabljamo pri proufevanju frekvenZnih porazdelitev. Zaradi
razli¥nega obsega populacij frekvence v istth razredih za raz-
|i¢ne populacije med seboj niso neposredno primerljive. Pal pa
so med seboj primer!jivi s+ruk+urn¥}de!e§l - relativne frekven-

Ee.
V tabeli 4.1 sta dani frekvenZni porazdelitvi za se-

stoja A in B na Pokljukit 1z tabele 3.4. Zanju sta lfzrafunanli
frekvenni porazdelitvi relativnih frekvenc, ki ju moremo zelo

dobro med seboj primerjati.

234«



Tabela 4.1 Relativne frekvenéne porazdelitve za Cista
enodobna smrekova sestoja na Pokljuki
Absolutne Reiativne Kumulativne
Debel inska frekvence frekvence relativne

§ % frekvence F%

stopnja S e s Yol 'S et ol 5> e s tol

A B A B A : B

4 15 cm - 19 cm 4 5 0,8 143 o 0]
5 20 ecm - 24 cm 6 34 1,2 8,9 0,8 V3
6 25 cm - 29 cm 55 87 19,8 20,8 2,0 10,2
7 30 cm - 34 cm 118 .93 23,3 24,4 12,8 33,0
8 35 cm - 39 cm 112 74 22,1 19,4 36,1 57,4
O 40 cm - 44 co | 109 . 42 | 29,5 11,0 58,2 76,8
10 45 cm - 49 cm 61 23 12,0 6,1 79,7 87,8
11 50 cm - 54 cm 28 13 Sy 3,4 91,7 93,9
12 55 cm - 59 cm 9 4 1,8 141 97,2 97,3
13 60 cm - 64 cm 5 2 1,0 0,8 99,0 98,4
14 65 cm - 69 cm el - 11 100,0 98,9
Skupno | 507 381 [100,0 100,0 | 100,0 100,0

tivne frekvenine porazdelitve.

Enako ?zraEun&wo tudi za reiativne frekvence kumula-

lz tabele 4.1, 8¢ nazorneje pa

iz slike 4.1, je razvidno, da je struktura dreves po premeru v

obeh sestojih razli¥na.
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Sitka 4.1 Kumulativni porazdelitvl relativnih
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frekvenc za Eista smrekova sestoja A
in B tz tabele 4.1




4,4
Kombinirane strukturne vrste. Za kombinirano razde-

ljene podatke proudujemo sestav s tremi vrstami struktur. V
tabell 3.3 je n.pr. lesna masa v QOJznih gozdovih, ki so last
druZbenega sektorja (641 mflj. m l del treh populactj: &) skup-
ne populacije (880 miij. m ) b) skupne lesne mase v gojenih
gozdovih (771 milj. m ) in c) skupne lesne mase v dru¥benem
sektorju (700 milj. m ). Analogno je z vsemi drugim! podatki

v kombinacijski tabeli. Zato moremo sestavitt +ri tabele struk-
tur.

Tabela 4.2 Strukturni sestav lesnega fonda v FLRJ v letu
1958 po dru¥benih sektorjih in kvalitet! gozds
tVir: tabs 3.3)

Skupno SN IR R [ e
gojen degradiran |grmilje

A Skupno 100 88 11 2

Dru¥bent 80 73 6 1.0
Privatni 20 15 A 1
B Skupno 100 88 11 2
DruZbeni 100 92 7 1
Privatni 100 72 25 3
C Skupno 100 100 100 100
Dru¥bent 80 83 54 58

Privatni 20 17 46 49 ;

V tabeli A je celota skupni fond, v tabeli B
posamezni druZbeni sektorji, v tabeli C pa ustrezne kvalitete

gozda.
Katerc fzmed navedenih +reh nalinov uporabimo

v konkretnem primeruv za analfzo, je odvisno od problema in cf-
lja analize. V zgornjem primeru je najbolj pou¥na tabela B, ki
prikazuje kvalitetni sestav po posameznih sektorjih. Kvalitet-
ni sestav v dru¥benem sek+orju je znatno bolj3i kot v privat-

nem sektorju.

=36=



4,5

Strukturni sestav po kombinaciji najlepSe prikaZemo
v kwadratu. Ce hoZemo ponazoriti spremembe v kvalitetnem sesta-
vu gozda po sektorjth, je najnazorneje, da kvadrat razdelimo
v pokon¥ne stolpce v sorazmerju z vdeleZbo posameznih sektor-
jev v celotnem fondu, dobljene stolpce pa dalje razdelimo v
sorazmerju s kvalitetnim sestavom gozda iz tabele B. Po teh
vodilth je fzdelan grafikon v sliki 4,2,

% grmidje
100 B
90 A w egram
80 %Y,
i 77
60 .
50 gojlen
40
20
20
10

0 10 20 30 40 50 60 70 80 90 100
%, drulbeni sektor privaini

Slika 4.2 S+ruktura lesnega fonda v FLRJ v letu
1958 po sestojih in kvaliteti- -

Medtem ko je v druZ?benem sektorju 92 % lesne mase v
gojenih gozdovih, jo je v privatnem le 72 %. Obraten redosled
pa imajo odstotki v degradiranih gozdovih in odstotki lesne ma-
se fz grmifevija,

Indekst

4,6
Indeksi s stalno osnovo. Omenili smo %e, da dobimo

Tndekse, e primerjamo istovrstne podatke za razliZne popula-
cijes Indekse moremo tore] fzra¥unati za fzvoz gozdnih sorti-
mentov na glavna skladi%%a po letih v FLRJ 1z tabele 3.2, Ce
vzamemo, da je letni fzvoz na glavna skladi¥Za samostojna po-
pulacija, so podatki o fzvoZeni letni lesni masi fstovrstni

«37=



podatki za istovrstne populacije. Indeks I’/o z osnovo ali ba=-
zo o dobimo, ¥e podatek, ki ga primerjamo (tekoXf podatek Y4),
delimo s podatkom, s katerim ga primerjamo (osnovni all bazi&-
ni podatek Y ), kvocient pa pomnoZimo s sto. Z obrazcem moremo

to naplisati

X

It/t) = 100 ya

{4.2)

Indeks Tzvoza gozdnih sortimentov v letu 1958, Ee
vzamemc za osnovo ali bazo leto 1955, dobimo po zgornjem pra-
vilu, e tzvoz v lety 1958 delimo z fzvozom v letu 1955, kvo=-
cient pa pomnoZime s 100

Y
f = 100 =28 - 100 8228 - 1017
8/55 T 6880

4,7

Za dano ¥asovno vrsto obiZajno fzralunamo celo vrste
indeksov z fsto - stalno bazo alt osnovo. Tako dobimc za nat
primer fndeksno vrsto za Tzvoz s stalno bazo lleto 1939, (e
vsak &len v fasovni vrsti primerjamo z izvozom v bazilnem letu
£.7159)4

Indekse fzrafunavamo najveZ na eno decimaliko. Ce so

pa razlike med podatki znatne, pa najraje zaokro¥ujemo indekse
na cele, ker so nazornej¥i. Pri indeksnih vrstah namrel ne gre
za pretirano natanéne odnose, temvel le za grob vtis. o dinami-

W39

ki pojava.
V tabeli '4.3 je nanizana indeksna Zasovna vrste iz=-
voza na glavna skladii€a v FLRJ v razdobju 1956-1959 s stalno

bazo 1939 = 100.

Tabela 4.3 Indeksns Zasovna vrsta izvoza lesnih sortimentov
na glavna skladi¥%a v FLRJ v razdobju 1946-1958

{leto 1939 = 100}

Leto o]0 1939 1946 1947 1988 1939 1950 1957 1952
10° m3 7159 4117 6734 9824 12326 9756 8241 8776
Fadekis 1000 58 04 S ART . 478 U436 4TS 193
Lete 1953 1954 1955 1956 1957 1958
10° w3 7002 7058 6880 8052 7717 6998
Cndekis 101 99 .96 112  -108 98




Indeksna vrsta z osnovo predvojnim stanjem 1939 po-
kaZ?e, da smo v letih 1948-1950, poscbno pa v letu 1949
(149/39 = 172) znatno presegl! predvojni izvoz na glavna skla-
di¥%a, da pa je v razdobju 1953 do 1958 posek na grobo precej
enak kot v letu 1939. Indeks 149/39 = 172 za leto 1949 z osno-
vo 1939 pomeni, da je bil fzvoz iz gozda v ietu 1949 za 72 od-
stotkov veZji kot v predvojnem letw 1939, :

Vsebinsk! problem pri-izrafunavanju indeksov je pred-
vsem izbira bazes Pri tem ni nekega krutega pravila, temvel se
ravnamo pri fzbirl baze po cifljuv analize. V splo¥nem pa izbe-
remo za bazo &len oziroma ¥as, za katerega smatramo, da je sta-
nje pojava ffplééo all normalno. LaZje, kot kaj je tipi&no ozi-
roma normalno, je povedati, kaj ni normalno. Zato v splo¥nem
ne jemljemo prt primerjsveh za dalj%a razdobja kot osnovo leta
tik pred, med alt +ik po vojni, leta oziroma &8s tzjemnih uvkre-
pov (nepr. v na¥i vrsti leto 1949}, leta slabih letin itde Do~
stikrat vzamemo kot bazo veXlietna povpre&js, ker smatramo, da
se v povprelju netipiZnosti !zravna]o; Tako bl v naSem primeru
mogli vzeti za bazo povpre¥en letni tzvoz v petlietnem razdobju
1954-1958.

4.8
Veri¥n! indeksi. Razen indeksov s stalno osnovo poz-

namo tudi indekse s premi¥no osmovo. NajobiZajnej¥i indeksi s
premi¥no osnovo so veriZni indeksi. Te dobimo, Ze z indeksi
primerjamo po dva fn dva zaporedna Elena., Baza pri veriZnih
indeksih je vedno predhodnt ¥len. Tasko dobimo veriini indeks
za leto 1947, %e podatek za leto 1947 primer jsmo s podatkom za
leto 1946, za leto 1948, ¥e podatek za leto 1948 primerjamo s
podatkom za leto 1947 i+d. VeriiZnt Tndeks I, za splofen Zlen k

izraunamo po obrazcu

Iy = nm-ﬁ— {4,3)
k-1
Vrsta vefiinih tndeksov pokaZe spremembe pojava od
¥lens do Zlena. Ce se pojav ne spreminja, je vrsta veriZnmih
indeksov enaka sto, veri¥nl fndeksi pa so med sebo] enaki,
vendar razli¥ni od 100, ¥e se pojav spreminje v eksponencfial-

nt funkcijie.
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Za nas primer je vrsta veriZnih indeksov podans v
tabeli 4.4.

Tabels 4.4 |lzvoz lesnih sortimentov na glavna skladi%¥a
v FLRJ v razdocbjuv 1946 - 1958

Leto]1946 1947 1948 1949 1950 1951 1952 1953 1954
Y, |4117 6734 9824 12326 9756 8241 8776 7202 7058
% 163,6 145,9 125,5 79,1 84,5 106,5 82,1 98,0

Leto[1955 1956 1957 1958
Y, [6880 8052 7717 6998
97,5 117,0 95,8 90,1

Za leto 1946 veriZnega indeksa ne moremo fzralfunatl,
ker ne poznamo predhodnega &lena. 1z vrste veriZnih fndeksov
vidimo, da fzvoz iz gozda prva ¥tirt letea naglo nara¥¥as, po
tem ietu pa odklont od 100, ki poment popolno stagnacijo, niso
prevelfk!, Veri¥ne indekse-fzra¥unavamo na eno decimalko, ka=-
dar so razlike od ¥lena do ¥lena majhne, ker bi bilo zackroZe-

vanje na cele pregrobo.

4,9
V&asih namesto veriZnth indeksov izra¥unaveamo koefi-

ciente dinamike Kgs ki so samo koeficienti zaporednih ¥lenov
in jth ne pomnoZimo s 100, Zveza med njimi je torej enostavna

7
Ky = Tk; sy =100 Ky (4.4)
Ce pa od veri¥nega fndeksa od¥tejemo 100, dobimo temp rasti
Tk : .
T, = 1, - 100 (4.5}

ki v ods%o+kih poka¥e, za koltko se je pojav spremenil od Zle~

na do &lena.
Za leto 1947, za katero je veriZni findeks 147=163,6,

je koeficient dinamike K,; = 1,636, temp rasti pa T47 = +63,6.
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Koeficienti in gostote

4,10

Koeficlenti. S koeficienti primerjamo med seboj raz-
novrstne podatke., Primerjana podatka pa morats bitl enako opre-
deljena. Razen tega pa mora biti primerjava vsebinsko upravi-

ena.

Vzemimo kot primer za izralunavanje in uporabo koe-
ficientov vrednost in te¥o smole, proizvedene v gozdovih v
splo¥no dru¥benem sektorju v FLRJ v razdobju 1956=-1958.

Tabelas 4.5 Protzvodnja smole v gozdovih splo¥no druZbenega
sektorja v FLRJ v razdobju 1956-1958

1956 1957 1958
Proizvodnja ton 1315 1678 1650
Vrednost v +iso& din 237027 215271 146888

Razmerje vrednosti in proizvodnje za proizvedeno
smolo pomeni povpreZno ceno smole v posameznih letih. Za leto
1956 je koeficient, ki vsebinsko pomeni povpreZno ceno, e de-
limo vrednost s koli&fino

Vv
L 1315
1956

Analogno dobimo za leto 1957 P = 215271 _ 108 din/kg
L 1678

in za leto 1958: P1958 = 1I0088. 89 din/kg.

1650
lzrafunani koeficienti pokaZejo, da je povpreZna cema smole v
letth 1956-1958 vztrajno padala, kar iz absolutnih podatkov o
vrednostf in koliZini ni neposredno razvidnoe.

4.11
Pomembne koeficiente dobimo tudi s primerjave drugih

podatkove $ primerjavo posekane lesne mase s porabljenim Easom
za posek dobfmo pokazatelje o produktivnosti dela, s primerjavo
posekane lesne mase v dolofenem razdobju s povpreZnim Stevilom



prebivalstva v tem razdobju, pokazetelj, ki pove, kak%na je
preskrbl jenost prebivalstva z lesom i+d. Seveda morajo biti
primer jani podatki enako opredeljeni. Jasno Je, da primerjamo
posekano lesno maso s Xtevilom ur, ki so bile porablijene za po-
sek tega lessa in ne drugega. tnako moramo v lety 1958 posckano
- lesnc maso v Sloveniji primerjati s prebivalstvom na istem te-
ritorijs in v fstem Zasv., V tem primerv nastop! problem, kako
tasovno enako oprede!iti posekano lesno maso in prebivalstvo,
Posekeana lesna mass se nara¥a na leto, medtem ko se ¥tevilo
prebivalstva nana%s nse doiofen moment, iz momentnth podatkov

za prebivgistvo dobimo pedatek o prebivalsivu, ki se nanaZa na
cele leto, €e iz vel podatkov o prebivalstvu izrafunamo povpreZ-
jee Ce Tmamo podatke za sredino vsakega meseca v letw, fzrafu~-
namc povpreéno 3tevilo prebivalstva Y tako, da podatke za vse
mesece seftejemo, vsoto pa delimo z dvanajst.

P:%(}Jf--ﬁﬁ-}--.-}m.;}g) (4.6)

Ce pa imamo podatke za zaletke mesecev, izralunamo povprelje

po obrazcu
V:r_;.[}’.g + Y +};n+---+l¢,+lfd+-2’-)§') (4,7}

tako, da se¥tejemo polovico momentnega podatka v zafetku ja-
nuvarja, cele podatke za zatetke drugih mesecev v letu in polo-
vico podatka v zaZfetku janvarja nasiednjega leta Y}, dobl jenc
vsoto pa deiimo z 12, To je potrebno zato, da se izrafunano

povpre&je nanala tofno na le¥ni razmak.

4,12

Gostote. S primerjavo raznovrstnih podatkov ps dobi-
mo tudi gostote. V primerv gostet primerjamo parametre, ki so
vsots podatkov za populscijo, z ustreznim razmakom ali fizmero
za nek znek. Tako dobimo gostoto prebivalstva, Te primerjamo
prebivalstvo na danem terotoriju s povr¥ino tega terltorija.
Enako govorimo ¢ gostot! gozda, ¥e primerjamo ¥tevilo dreves
ali lesno maso stojefege gozda s povriino gozda itd.

V gozdu, ki ime povr¥ino X = 7,57 ha, stoji
Y = 2274 dreves.
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Gostota gozda je torej

a =:I = 2274 = 300 dreves/ha
X L g0

Pri gostotah, ps tudl pri koeficientih, so smiselint
tudi recipro¥nt pokazatelji. Gostoto gozda moremo izraziti v

¥tevilu dreves na enoto povriine (v nalem primerv na 1 hal all
s povriino, ki odpade na eno drevo. Ta drugi pokazatelj dobi-
mo, e delimo povr¥ino s Stevilom dreves.

ol =X o0l 0,333 a/drevo
Y 2274

4,13 .

Med relativna ¥tevila sodi tudi prirastek na enoto
Casa v, ki je kvocient med prirastkom volumna AV in Zasovnim
razmakom At

5 dr
1 At {4,8)

Relativni prirastek na enoto asas, ki pove, za koliko povprel-
no priraste v enot! ¥asa enota volumna, pa izrafunamo po ob-
razcu

vuﬁ Sk

4,14

' Gostote fzralumavamo tudl pri proulevanju frekvené-
nih porazdelitev, ki imajo neenake ¥irine razredov. Frekvence
pri takth frekven¥nih porazdelitvah niso neposredno primer|ji-
ve, ker so v bistveni meri odvisne od ¥irine razredov, ki so
razli&ne. Vpliv razli¥nih ¥irin razredov odpravimo, &e fzralu-
namo za vsak razred gostoto frekvence g, . Gostota frekvence za
vsak razred pove, koliki del od skupne frekvence v razredu od-
pade na enoto razmaka. Gostoto frekvence fzraZunavamo po ob-

razcu
fi

7 (4,10)

9 =

w3 -



Ker je reiativna frekvenca enaka {k fk/N

fzralunamo gostoto relativne frekvence gk pc obrazcu

gt = N AT
’k' .
lz tega obrazca dobimc nazaj, da je frekvenca v da-
nem razredu {k enaka

fi = Neipgf (4.12)

Frekvenca f, v danem razredv je tore]j odvisne od velikostl po-
pu!acilt N, od §irine razreda ‘k in gostote relativne frekvence
gk. Medtem ko moremo za dolofen pojav spreminiati obseg popu~
lacifje N tn Sirine razredov, je gostota relativne frekvence
najoZje povezana z vsebino proufevanega pojave. '

4,15

Kot primer za proufitev frekvenine porazdelitve z
neenakimi razredi vzemimo frekvenino porazdelitev gozdnih po=-
vr¥in za N = 1256 anketiranih gospodarstev v okraju Nove mesto,
iz tabele 3.6,

Tabela 4.6 Frekventna porazdelitev gozdnih povriin za
= 1256 anketiranih gospodarstev v Novem mestu

Gozdna povr¥ina by it 9k *E QE
0 - pod 1 ha 1394 Boe © 0314 . 0,314
1 ha - pod 2 ha 1 208 208 0,166 0,166
2 hs - pod 4 ha 0 i ORI 34Y - 0,208 0,112
4 hs - pod 7 ha 3 246 82 0,196 0,065
7 ha - pod 10 ha 3l 27 0,064 0,021

10 ha = pod 15 ha 5 a5 7 0,028 0,006

15 ha = pod 20 ha 5 10 2 0,008 0,002

1256 1,000

iz tabele 4.6 spoznamo, ds frekvence ne podajajo ne-
posredno zskonftosti o variabilnost! pojava. Frekvemca je v
prvem razredu sicer najviija, potem pade na 208, nato v tret-
jem razredu zopet naraste ne 282 tn potem polagoms peda.



V razredu od 2 ha - pod 4 ha je frekvenca izjemno velika, ker
je ¥irina razreda enkrat vefja kot v predhodnem. Enako je tudi

naprej, ker so razredi stalno §irii. Sele, Ze proufimo vrsto za
gostoto frekvenc gy » Spoznamo pravo tendenco zakonitosti o va-
rifranju gozdne povr¥ine po gospodarstvih. Gostota frekvenc je
v prvem razredu najvelja, potem pa rapidno pada, Ze se povriina
vels. lz tega zak!lju¥imo, da se kmetijska gospodarstva razpore-
jujejo po gozdni povr¥ini v J=porazdelitvi in imamo najvel go-
spodarstev z manj%o povr3ino gozda, Z¥tevilo 905p6dars*ev z
veljimi povr¥inami gozda pa rapidno pada. Enak odnos kot med
frekvenco in gostoto frekvence velja tudi za odnos med relativ-
nimi frekvencami in gostoto relativne frekvence.,

Da je frekvenca pri frekvenénih porazdelitvah z ne~-
enakimf! razredi v bistveni mer? odvisna od ¥irine razreda,
moramo upo3tevat! tudi pri grafi&mi ponazoritvl takih frekvend-
nih porazdelitev. Zanje v histogramu prikaZemo frekvence v po-
sameznih razredih s stolpci, za katere so Zirine v sorazmerju
s %irino razreda, viSine pa v sorazmerju z gostoto frekvence.

V takem grafikonu je ploStina stolpcev (i, .9, = fkl proporcio=-

nalna frekvenct f, vsota plo¥&in vseh stolpcev pa (3f, = N)
obsegu populacijes '
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Slika 4.3 Grafi¥ni prikaz frekvenfne porazdelitve
kmetijskih gospodarstev v Novem mestu po

gozdni povr¥int



5. KVANTILI

RanZfirns vrsta. Rang,

Sel

Osnovne podatke, ki jih zberemo s statist+i&nim opa-
. zovanjem, obilajno pregledno prikaZemo v frekvenéni porazdelit-
vie Za manj%e populaclije pa osnovne podatke uredimo v ranZirno
vrsto. RanZirna vrsta je niz podatkov za posamezne enote popu=-
lacije, ki so urejeni po velikosti. Vsaka enota oziroma podatek
ima v ranZirni vrst! svoje mesto, ki je oznafeno z zaporedno
Stevilko - rangom. Rang za neko enoto je torej zaporedna ¥te-
vilka v vrsti, v kateri so enote populaclije urejene po veliko~-

st! po nekem numeriénem znaku,

Voemimo na primer podatke o premerih za 19 modelnih
dreves za ¥1stf smrekov sestoj na Pokljuki. Neurejeni osnovni
podatki so dami v tabell 5.1

Tabela 5.1 Premeri za 19 modelnih dreves v.%istem smrekovem
sestoju na Pokljukt

185 86, 14 33, 28:-39° 10,205,204, 30,723,728, 32, 2%, 4%,

14,31, 28, 34.

T! podatk! so nepregledni, ker so vpisani v istem vrstnem re-
du, kot so stala drevesa. RanZirna vrsta teh podatkov je v ta=-
belf 5.2 ;

Tabela 5.2 Ran¥irna vrsta o premerih za 19 modelnth dreves
v Eistem smrekovem sestoju A

Rog 2003 AISE T B0 E YR 1A IS 8 2819
x 14 17 18 19 2123 24 25 27 28 28 3C 31 32 33 34 36 39 44

Ker ima vsaka enota svoj rang R, smatramo rang za statis+i&ni
znak, Ceprav je v zgornjem primeruv rang za posamezno drevo do-
lofen po premeru drevesa, pa rang pove nekaj drugega kot pre~
mer. Ce povemo, da je premer drevesa, ki ga proufujemo, 36 cm,
ne vemo ni& o tem ali je to drevo glede na ostala drevesa v
sestoju majhno all vellko. Medtem pa spozhamo, da je drevo re~-
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lativno debelo, &e povemo, da je proufevano drevo s premerom
36 ¢cm 17. po ramgu od skupno N = 19 dreves. Samo dvoje dreves
ima namre® velji premer, medtem ko je 16 dreves tanj¥ih.

Kvantiini rang

5.2

Hiba ranga pa je v tem, da moramo za danc enoto ra-
zen ranga R navesti ¥e obseg populacije N, &e hofemo z rangom
nakazati mesto enote v populaciji, ker imajo populacije raz-
|1&ne obsege. Tako je 17. enota po rangu v populactji z 19 eno-
tami razmeroma velika, medtem ko bi bila 17, enota po rangu v
populaciji z N = 500 enotami klasificirans kot majhna, ker bi
imelo 483 dreves velje premere, le 16 pa manjSe kot je drevo z
rangom 17. Zato jJe pr!merneje,'da izraZamo mesto enote v popu~-
laciji, namesto z rangom R in obsegom populacije N, s kvantil=-
nim rangom P, Kvantilni rang v relativnem Ztevilu pove, na ka-
terem mestu v ran¥firni vrsti leZi dana vrednost, ker celoto
merimo z 1, ne pa z N. Od enote, za katero je kvantilni rang
P = 0,25, je 0,25 ali 25 % vseh enot manj¥ih, 0,75 alf 75 %
pa veljih od prouEevane vrednosti. Podobno velja za druge vred-
nosti kvan%?lnega.ranga. Enota s kvantiinim rangom P = 0,93
je zelo velika, ker je 0,93 del celote ali 93 % enot z manjSi-
mi vrednostmi. Glavna prednost kvantilnega rangs je v tem, da
je mesto enote v populaciji podano z eno samo vrednostjo. Razen
tega pa je to mesto dolofeno nazorneje, ker je v vsakem prime-
ru, ne glede na obseg populacije, celota merjena z enoto, Ze
so kvantiini rang! izraZ¥eni z delom od ena, ali s sto, e s0

kvantilni rangt fzraZeni v odstotkih.

5«3

V tabelf 5.2 je rang dolo¥en samo za premere, ki jih
imajo posamezna drevesa. Zanje so rangf cels Stevilp. Pojem
ranga pa moremo raz¥irit+i tudi na druge vrednost! med najniZ-
jo (xmin = 14 cm) in najvi¥jo (x . = 44 cm) vrednostjo v popu-
laciji. Tako ¥tejemo, da je rang za premer x = 37cm,; R (x = 37)
med R (x = 36) = 16 in R (x = 39) = 17, ker le%i vrednost
x = 37 c¢m med 36 cm . in 39 cm. To&en rang dolofimo z linearno

—47“
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‘interpolacijo. Ker je raziika med x = 36 cm itn x = 39 cm enaka
3 cm, x =37 cm pa je od 36 oddaljen za 1 cm, razlika med u~-
streznima ranmgoma pa je 7, pripiSemo vrednosti x = 37 cm rang
R = 16-l¢ Enako doloimo rang za poljuben premer med 14 in
44 cm. Rang je torej zvezen znak, ker more zavzeti praktiéno
vse vrednosti na dolofenem razmaku. Vsakemu celemu rangu pri-
pifemo enotin razmak, ki obsega polovico enote pod, polovice
enote pa nad danim rangom. Tako pripiSemo rangu R = 1 razmak
od 0,5 do 1,5, rangu R = 2 razmak od 1,5 do 2,5 i#de do R = N
razmak od N-—0,5 do N+.-0,5, Celoten ranZirni razmak segs torej
od 0,5 do N+-0,5, ima pa ¥irino N.

Giede na to, da obsega rang razmak od 0,5 do N +C,5,
kvantiint reang pa razmak od O do 1, je zveza med rangom R in

kvantiinim rangom P dana z obrazcem

R-I":NP'*O,.'.; (5.1)
‘in obratno
P:B—;V-C—’é (5.2)

Preskus z obrazcem 5.1 pokaZe, da resni&no ustreza P = o,
R =0,5inP =1 rang R =N+ 0,5

Za premer x = 36, za katerega je R = 16 po obrazcu
5,2, fzrafunamo, da je kvantilni rang P = 12.%6915 = 0,82, |z

tega podatka nazorno sklepamo, da je premer proufevanega dre-
vesa tako velik, da ima 0,82 del vseh dreves ali 82 % vseh dre=-

ves manj3Si premer od proulevanegse.
v
Kvantili

S.4
Z obrazcem 5.1 in 5.2 re3ujemo dva po vsebini raz-

1i&na problema,
Ce imsmo danc vrednostx,moremo zanjo dolo¥iti ustrez-
ni kvantilini rang P, ki naka¥e mesto te vrednosti v populactiiji.
Naloge moremo pa tudi obrnit!l in se vpra¥amo, kakZna
vrednost X_ ustreza danemuv kvantilnemu rangu P. Te vrednosti
pa nisc vel karskteristike posameznih enot, ampak so parameiri
za populacijo. Ce n.pr. za dani sestoj Pofi¥iemo premer, ki

iy



'us+rcza-kvon+ilnemu rangu P = 0,50, dobimo vrednost XO,SO’
XO,SO je on! premer, od katerega ima polovica dreves manj§¢?
polovica pa velje premere. Ta vrednost karakterizira populaci-
jo in je za mlad sestoj majhna, za starejsl sesto] pa velja.
Vrednost, s katero razdelimo populacijo v dva po obsegd enaka
dela, je pomemben parameter in jo imenujemo mediana.

Na splo¥no imenujemo vrednosti, ki ustrezajo danim
kvantilnim rangom, kvantile. _

: Teoreti%no moremo izrafunat! Kvantile za katerokolf
vrednost kvantilinege ranga. V praksi pa obi¥ajne fzraZunavamo
kvantile, ki razdelijo populacijo na dva (mediana), na 3tirt
(kvartilf), na deset {decili) all na sto (centili) delov.

Tako imamo tri kvartile

Q) i= xg5.05 By = X5 50 S U

devet deci lov

Bii= %040 Dy =ixg o e g = Xp op
in devetindevetdeset centilov

Cf =g gyv %p = Rg gpi " Ly = g g3 wesin Rggim Xg oy

545
lzraZunavanje kvantilnih rangov in kvantilov fz ne-

grupiranih podatkov. Za premere dreves 1z tabele 5.2 je v sli-
'kt 5.1 nazorno razvidna zveza med osnovnimi vrednostmi, rangf
tn kvantilnimi rangf. Lomljena ¥rta, ki kaZe zvezo med premerf
in rangt oziroma kvantilnimi rangl, je stvarno slfka kumulativ-
ne &rte za na¥% primer. lz nje ni tefko grafilne dololiti dani
vrednost! ustrezni kvantilni rang (primer A) ali danemu kven-
+ilnemu rangu ustreznt kvantil (primer B).
Rs¥unsko ps dobimo dani vrednosti x ustrezen kvan-

+tint rang P po naslednjem postopku:

a) V ran¥irni vrsti podatkov poi3&emo, med kateri zaporedni
vrednosti pade dana vrednest x tako, da je Xg € X < Xg. Vred-

nosti X naj ustreza rang Ro.

o
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Slika 5,1 Odnost med x, R in P za 19 premerov
iz tabele 5,2

b} Po obrazcu

X = X

= +
R‘ R° X1~ %o

(5.3)

fzralunamo rang Rx’ ki ustreza vrednost! x.
Po tem obrazcu izra&unam rang je enostavna linearna
interpolacija med dvema celima rangoma.

c) lz dobijenega ranga Rx fzralunamo ustreznt Px po obrazcu

Ry - 05
E - -—x-A—I-—- 5 (5.4,

Ce za primer Izraéunamo po tem splo3nem pos+opku
kvantiini rang za premer x = 26 cm, dobimo, da je x, = 25 cm,
=x26 tmycxq = 27 cmo X, = 25 cm ustreza rang Ry, = 8¢ Obseg

o
populacije N = 19, 1z teh podatkov dobimo po obrazcu 5.3
26-25
R =8 + = 8,5
Gl 97-25

Po obrazcu 5.4 pa dobimo dalje, da je kvantlini rang P

=50
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ProuZevani premer x = 26 cm je srednje velik,

5.6 .
Danemu kvantilnemuv rangu P pa poi3emo uvstrezni kvan-

til Xy 2 obratnim postopkom tako, da:

3) Danemu P pof¥emo po obrazcu
R, = NP + 05 (5.5)

ustrezen rang RP.

b) V ranZirnt vrsti pol%¥emo, med katerima celima
rangoms R < Rp< R1 je Rp. Rangoma R in R, ustrezata vred-
nosti X0 in Xqe

c) lz dobljenih podatkov tzralunamo ustrezni kvantfil
xp z linearno interpolacijo po obrazcu

=%, * (X=X )(Re- R,) e

*p

5.6
) Vzemimo, da i%%emo za populacijo premerov iz tabele
5.2 kvarttle. lzrafun vseh treh kvartflov izvedemo hkrati, kot

je navedeno v tabeli 5.3,

Tabels 5.3 lzralun kvarttlov za populacijo premerov N = 19
smrekovih dreves iz tabele 5.2

)e {5)+(9) =
8} =0

10

i P RP Ro X X4

EY
-t
-
et
e

6
(
T 3 3 5 | 6 7
1| o,25| 5,25 5 21 | 23 B i 0,05 0/sH . 99 S0
: |
1

2| o,50| 10,00 | 10 | 28 | 28 0 o) 28,00
3 | vocys) A, 75 | e et e 0,75 0,75 32,75

. Cetrtina premerov je manj¥a kot"Q; = 21,50 cm, polovi-
ca manj%a kot @, = 28,00 cm in tri Zetrtine manj¥th kot Qy =
32,75 cm. Nadalje je polovica premerov v razmeku med Q1 =21,5 am

L
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in Gy = 32,75 cme S kvartili je populacija premerov torej Ze

precej opisana,

Se7
tzraunavanje kvantiinih rangov in kvantllov 1z frek-

venZnih porazdelitev., Obl¥ajno populacije nimajo nekaj desetin
enot, temvel vel sto all tisef. Zanje direktnes pot za tzraluna-

vanje kvantilov preko ran¥firne vrste ne pride v poStev, ker je
preobse¥na in neprikladna. Pa¥ pa moremo zanje oceniti vred-
nost kvantiiov, Ze imamo podatke urejene v frekvenEn?'porazdem
fitvi. Podobno kot so v ranZirni vrsti vse vrednosti, ki so

pod doicieno vrednostjo, manj¥e, vse vrednosti, ki so nad dole~-
eno vrednostjo, pa vefje, velja tudi za frekvenZne distribuci-
jeo Vse vrednosti v razredih, kit so pod danim razredom, so
manj3e, vse vrednosti v razredih nad danim razredom, pa so
vetje. Frekven¥ne porazdelitve imajo torej podobne lastnosti
kot ranZfirna vrsta, samo da ne veljajo za posamezne vrednosti,
temvel za vse enote v posameznih razredihe

Ce za frekvenZno porazdelitev tzradunamo kumulativno
porazdelitev in napravimo predpostavko, da je najvelja stvarna
vrednost enot v posameznem razredu enaka zgornji meji razreda,
so posamezni Clemnt v kumulativni vrsti rangi, ki ustrezajo me~-
jam razredov. Kumulativna porazdelitev tako nakaZe range le za
meje razredov, ne pa za vse vrednosti, ki se pojavijajo v po-
pulaciji. Vendar moremo kljub temu iz nje, z linearne interpo~
lacfjo, zadosti dobro oceniti range tudi za vmesne vrednosti,
e predpostavljamo, da se v prvem pribliZku vrednosti v posa~
meznih razredih porazdeljujejo na vsem razmaku enakomermo.

V tabell! 5.4 je za frekvenno porazdelitev specifié-
nih te¥ za zeleno duglszljo iz tabele 3.5 pod zgornjimi pred-
postavkam! nakazara zveza med mejami razredov in &leni v kumu~-
lativai vrsti, '

' lz tabele 5.4 je razvidno, da je kumulativna vrsta
obenem vrsta ramgov za spodnje meje ustreznih razredov,

V rgnZirni vrsti ima n.pr. specifilna teZa
x = 480 kg/m3 rang R = 2395, § trekven&no porazdelitvijo mo-
remo dolofit! ustrezne range tolfkim vrednostim, kolikor fmamo

razredov.
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Tabela 5.4 Kumulativna frekvenina pdrazdelf+ev in okrnjena
rean¥irna vrstas ze specififno teZo lesa za zeleno

duglazijo

Spectfi¥na te¥s v kg/m3 £ F
R Xp
320 kg - pod 340 kg 7 00 390
340 kg = pod 360 kg 71 17 340
360 kg - pod 380 kg 163 - 78 360
380 kg = pod 400 kg 289 241 380
400 kg - pod 420 kg 397 530 400
420 kg = pod 440 kg 484 927 420
440 kg - pod 460 kg 531 1411 440
460 kg - pod 480 kg 453 1942 460
480 kg = pod 500 kg 381 2395 480
500 kg - pod 520 kg 279 2776 500
520 kg - pod 540 kg 165 3055 520
540 kg - pod 560 kg 94 3220 540
560 kg - pod 580 kg 45 3314 560
580 kg - pod 600 kg 16 3359 580
600 kg - pod 620 kg 1 3375 600
N = 3376 3376 620

5.8
Glede nsa to, da dobimo range za druge vrednosti z
linearno interpolacije, moremo 1tz frekvenne porazdelitve oce-

nitt kvamntllin! rang Px za vsako vrednost x po naslednjem po~-

stopkue

a} Za frekven&no porazdelitev izrafuname kumulativno
vrstoo

b} Poi¥¥emo, v katerem razredu le%i vrednost x, za
katere f¥Xemo kvantfint rang P . Za ta "kvantiini razred" po-

i¥¢emo spodnjo mejo Xo.min? Eirtno razreda i4» frekvenco fo In
kumulative F_. ‘
o
c¢) 1z teh podatkov izra¥unsamo pod zgornjimi predpo~

.stavkami Rx po obrazcu

s y A



R, = E + f, < Zemin (5.7)
L] 1

d} |z dobljenega R, dobimo ustrezni kvantilni rang

Px po znanem obrazcu

B - R-05 (5.8)

Ker je glede na to, da je obseg populacije N velik,
obiZajne koli&ino 0,5 Tzpuilamo, ker je nebistvena.

5.9

Vzemimo kot primer, da moramo za dololen les zelene
duglazije oceniti kvaliteto, ki je dana s specifiéno teZo., S
preskusom ugotovimo, da je specifina teZa preskufanege lesa
¥ o 5o kg/mae Zanima nas, ali je ta specifiZna teZfa less gle-
de na sploino kakovost less za zeleno duglazijo vgodna oziro-~
ma dobra ali ne. Odgovor na to vpraZanje dobimo, e fzralunamo
kvantilni rang Px’ ki ustreza x = 554 kg/mao

Po zgornjem navodilu najprej v tabeli 5.4 poiSiemo,
v katerem razredu v frekven¥ni porazdelitvi je ta vrednost.
Kvantilni razred je terej razred 540 kg - pod 560 kg, keli&fi=-
ne, potrebne za iTzraunavanje kvantilnega ranga, pa seo:

3 3 j
Xo. min = 540 kg/m°; 1 = 20 kg/m>; f, = 94; Fo = 3220, Iz teh
podatkov dobimo po obrazcu 5.7 najprej R,
R 3000 4-94 ;204 = 940" I apgs. 8
5 20

po obrazcu 5.8 pa dalje kvantilini rang

3376

Kvaltteta lesa je relativno zelo dobra in le ca 3 %

lesa zelene duglaztije dano kvaliteto presega.

5.10
Obratno za dan kvantilni rang P poi¥¥emo ustrezni
kvantil xp z fstimi predpostavkami po naslednjem postopkus

a) Enako kot pri iskanju kvantilnih rangoev na}pfe}
‘fzrafuname kumulativno vrste Fk.;

o



b} Po znanem obrazcu
Sl Ro = NP + 05 {5.9])

izralunsmo P ustrezni rang RP.-KoIIE!no 0,5 moremo izpustitt,
ker je obifajno napram . N.P. nebistvena,

¢! V kumulativnt vrstl poi3emo, med katerima vred-
nostima kumulative je izralunani rang Rp {Fbg; Rp < F?l. Raz~-
red, za katerega je kumulativs Fe' je kvantiini razred o. Zanj

ugotovimo: spodnjo mejo x Eirfne 'o’ frekvenco fo in ku=-

o,min?
mulative F _.

o

d} Kvantilnemy rangu P ustrezni kvantil xp ocenimo

po obrazcu

{5.10)

2411

Kot primer za fzraZunavanje kvantilov iz frekvenZ-
nth porazdelitev sestavimo tablfco decilev za specifiZno teie
less zelene duglazije iz tabele 5.4] V tabeli 5.4 je Ze fzre-
Zunana kumulativna vrsta frekvenc, Sistematilen izrafun vseh
kvantilov hkrat! je nakazan v tabeli 5.5,

V tabeli 5.5 smo najprej po obrazcu 5,10 izralunali
P ustrezajole range Rp. Zas vsak dobljeni rang smo v tabeli 5.4
poiskall, med katera zaporedna &lena v kumulativni vrsti pade
posamezen R_. V stolpce (3), (4) in (5] smo vpisall ustrezne
koliZine Xo,min? R Fo za kwantilne razrede., V glavi je za
stolpce (6} do {9) nakazane, kako iz teh podatkov postopoma iz-
radunamo po obrazcu 5.10 dectle.

Tablica decilov more slu¥ft+i kot pripomolek za rela-
tivno klasffikactjo kakovosti! lesea zelene duglazije glede na
specifine teZo. :

Tako moremo 1z deciine tablice oceniti, da je les s
specifi&no tefo 500 kg/ms med osmim in devetim deciiom, kar
pomenf, da je najmenj BO % lesa zelene duglazije, ki Ima spe-
cift&no te¥o manj%o, in najman] 10 % lesa zelene duglazije, ki
ima ve¥jo specifiZne te¥o. Natanna vrednost kvantilnega ranmga
za specifiZne te¥o x = 500 kg/m°> je 0,823. Zgornja na¥s Tzjava

. =55=



Tabela 5.5 Ilzra&un decilov 2a specifiZne teZoc less za zeleno

duglazije
i (R-F )
P L F. R-F | 1 (R=F ) 2 - 2 Dy
o ——
r | e ibasn . La sy LSS lenertal] rgis il [i91s
={21= (4) |=131+
-(5) +(8)
0,1 338,1| 380 289 231 | 97,1 1942 6,7 387
0,2 675,7| 400 397 530 | 145,7 2914 7,3 407
0,3 | 1013,3| 420 484 927 86,3 1726 3,6 424
0,4 | 1350,9] 420 484 927 | 423,9 8478 17,5 438
.57 ‘16885 440" 53V AT | 277,59 ¢ BE5Q: - 10,5 450
0,6 | 2026,1| 460 453 1942 84,1 1682 3,7 464
0,7 | 2363,7| 460 453 1942 | 421,7 8434 18,6 479
0,8 | 2701,3| 480 381 2395 | 306,3 6126 16,1 496
0,9 | 3038,9| 500 279 2776 | 262,9 5258 18,8 519

se torej sklada s tonim rezultatom, samo da je bolj groba.
To¥nej¥e vrednosti za kvantiine range dobimo iz centilnih skal,
Z decfilt ocenimo kvantilni rang za posamezno vrednost na eno
decimalko natan¥no. V tablfci centilov pa bt dobtif kvantiline

range ocenjene na dve decimaikfo,

o



6. SREDNJE VREDNOSTI

6.1

Premer, vi¥ina, temeljnica all volumen za posamezno
drevo so rezultat vseh faktorjev, ki vplivajo na rast in raz-
voj drevesa. Ker je udinek vseh faktorjev po pravilu za vsako
drevo razlien, imajo posamezna drevesa razlilne premere, raz-
|i&ne vifine, temeljpice in volumne. Ce prouimo posamezne fak-
torje, jih moremo zdru¥i+i v tri razli&ne skupine. Prouvcujmo
enodoben smrekov sestoj, ki raste na pobolju spremenljivo skal-
natega terena. |z teh podatkov moremo klasificirati faktorje
rasti tega sestoja takole. Ker je sestoj enodoben in smrekov,
je starost in drevesna vrsta za vsa drevesa sestoja ista. Fak-
+o#ﬁa starost’ in drevesna vrsta sta torej faktorja, ki vpli-
vata na vsa drevesa enako - imenujemo jih splo3ne faktorje.

Razen splo¥nih faktorjev pa na posamezno drevo vplivajo 3e dru-
gi faktorji, katerih ulinek se menja od drevesa do drevesa.

Ker je vpliv teh faktorjev razlifen za posamezno enoto - drevo,
jih imenujemo individualne faktorje. V naZem primeru je eden

izmed individualnih vplivov vi¥inska lega drevesa, ker je se-
stoj na pobo¥ju. Drug individualni faktor je skalovitost, ker
se spreminja od drevesa do drevesa. Oba ta faktorja moremo za
posamezno drevo dolo¥itl, ker moremo za vsako drevo ugotoviti
vi¥insko lego ali stopnjo skalovitosti terena, na katerem posa-
mezno drevo raste. Razen tega pa na rast drevesa vplivajo Se
faktorji, ki jth ne moremo za vsako drevo natanino dololiti,
leprav vplivajo na rast drevesa. To so mikrosestav zemlje, ka-
kovost sadike, zasen&enost kraja itd. Te faktorje, katerih v-
Einek ne moremo natanineje opredeliti,. zdruZujemo v skupino
sluajnih faktorjev oziroma vplivov.

e bi na pojav .vplivali samo splo¥ni vplivi, bi bila

vsa drevesa enaka. Njihov premer, vi¥ina, temeljnica in volumen
bi bili pogojeni. le s splo3nimi faktorji: starostjo, drevesno
vrsto in krajem, kjer sestoj raste. Zaradi individualnih vpli-
vov pa se drevesa med seboj razlikujejo in to tem bolj, Cim
ve¥ji je vpliv individvalnih faktorjev. Individualni faktorji
vplivajo na rast dreves ugodno ali nevgodno. Zato se premeri,
temeljnice, vi¥ine in volumni dreves odklanjajo navzgor in

B



navzdol od premera, vi¥ine, temeijnice in volumna, ki bt ga dre-
vesa fmela, e bi nanj vplivalf samo splo¥nt vplivi. Premert,
vi¥ine, temeljnice all volumni zaradi individualnih vplivov va-
riirajo okrog nekih fdealnih vrednosti, ki bi bile rezultat sa-
mo splo3nih vplivov. Ker bt bile te vrednosti za vse enote popu~-
lacije enake, so parametri populacije, imenujemo pa jih srednje
vrednosti. '

6.2 _
Ce je vpliv tndividualnih faktorjev majhen ali pa Ze
celo na enote populacije vplivajo samo spio¥ni in sluajni
vplivi, katerih ulinek je obiZajno majhen, se posamezna dreve-
sa med seboj malo razlikujejo. V takem homogenem sestoju je vo-
lumen vseh dreves precej fzenafen. Za homogene populacije sted-
nja vrednost volumne ni le pokazatelj sploZnfth vplivov, qu'S¢
volumni za posamezna drevesa malo razlikujejo od sredhjé vred-
nostl, smatramo srednjo vrednost tudi za reprezentanta vseh
vrednosti populacije. Cim ve&j! je vpliv Tndividvalnih faktor-
jev, tem slab3%e srednja vrednost reprezentira enote v populaci-
ji in obratno: srednja vrednost je tem bolj¥i reprezentant za
vrednosti enot v populaciji, €im manj¥t je vpliv individvalinih
oziroma sluZajnih faktorjev. ;

. Jasno je namre¥, da srednji premer, srednjs viZina
ali srednji volumen bolje reprezentira premere, vi¥ine in vo-
lumne posameznih dreves v sestoju, €¢ je sestoj enodoben, isto-
vrsten, na ravnini, z enakimi tainimi pogoji, kot pa & je ob-
ravnavani sestoj prebiralen ali vefetaZen, na podrodju, ki je
raziitno skalovit., Za drugi primer srednje vrednosti niso niti
pribliZno reprezentsnti razmer v populaciji. Zato nimajo velike
analiti¥ne vrednosti, Eeprav. jih moremo formalno v vsakem pri-

meru- fzradunatfi.

Vrste srednjih vrednosti

6.3 A :
Parametrov, ki na en alt drug na’in kaZejo centralno

teZnjo vrednosti znaka za populactijo, imamo ve¥. Od njih bomo

obravnavali naslednje:
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a) mediano

b) modus :

c) aritmeti&no sredino
d) kvadrati&no sredino
e) harmoni&no sredino
f) geometrijsko sredino

Mediana in modus sta srednji vrednosti, ki sta dant
z lego vrednostt, medtem ko so druge $tiri fzralunane srednje
vrednosti. Razlika srednjih vrednosti po legi v primerjavi z
izrafunanimi srednjimi vrednostmi je v tem, da srednje vredno-
sti po legi niso odvisne od vseh vrednosti, medtem ko so izra-
unane srednje vrednost! odvisne od vseh vrednosti v populaci-
jie Ta lastnost je v nekem smislu prednost, v nekem smislu pa
pomanjkljivost srednjih vrednosti po legf,

Mediana

6.4 :

Mediana je vrednost, od katere ima polovica enot po-
pulacije manj%e, polovica pa veZje vrednosti. Zaradi te svoje
lastnosti mediana dobro sluZi kot srednja vrednost, ker je v
vsakem primeru vrednost, ki se vsem individvalnim vrednostim
dobro pribliZuje, ker je:v sredini med njimi.

Dolo¥anje mediane se sklada z dolofanjem kvantila
Xp,50° Ker smo izraZunanje kvantilov obravnavali Ze v prej¥njem
poglavju, postopka ne bomo ponavljali.

V prej¥njem poglavju smo izraEunali mediano iz ne-
grupiranih podatkov o premerih za 19 smrekovih dreves na Po-
kljukf. Za ta primer je mediana, ki se sklada z drugim kvar-
tilom, enaka Me = X0,50 = 28,00 cm., Za specifino teZo lesa
za zeleno duglazfijo pa smo v odstavku.5.9 izralunal i, da je
mediana, ki se v +¢m primeru sklada s petim decilom DS’ enaka
Me = Dg = 450 kg/m . Polovica lesa za zeleno duglazijo ima to-
rej manj¥o specifitno teZo kot Me = 450 kg/m , polovica pa
ve¥jo. Oba zgornja parametra sta tipi&ni lastnosti populacij,
ne pa posameznih enot.

~50=
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6-5 y
Lastnosti mediane. Prednost mediane je predvsem v

tem, da je lahko razumljiva in zato priporoéljiva kot opisni
parameter. Velika prednost mediane pred izraunanimi srednjimi
; vrednostmi je tudi ta, da moremo mediano doloditi, €etudi po-
znamo le vrednosti, ki leZfe okrog sredime v ranZirni vrsti ure-
jenih vrednosti. Ta lastnost je posebnpo ugodna, kadar dololamo
srednjo vrednost iz frekven¥nih porazdelitev z odprtimi razre-
di. Za frekvendne porazdelitve z odprtimi razredi namrel obf-
Cajno niti pribliZno ne vemo, kak¥ne so vrednosti v odprtih
razredih, Mediana je priporolljiva srednja vrednost tudi tak-
rat, kadar so ekstremne vrednosti take, da sumimo, da so izraz
nekih drugih kvalitet in zato sploh ne spadajo v populacijo.
Vsota absolutnih odklonov od neke stalne vrednosti
je najmanjSa, e te odklone ralunawo od mediane. Po tem nacelu
je mediana najbolj¥f reprezentant vseh vrednosti populacijee.
Pomanjkljivost mediane pa je v tem, da je le premalo
odvisna od Tndividualnih vrednosti. Za dve razliZal populaciji
je mediana fs+a, e je le polovica vrednosti manjSih kot media-
na, ne glede na to, kak¥ne so individvalne vrednosti.

Modus

6.5 )

Medtana pa ni vedno parameter, ki dobro reprezemtira
-vrednosti v populaciji. Za asimetriine in polimodalne distri-
buctje more bi+i mediana celo vrednost, od katere je velina
vrednost! zelo razli€na. Zanje mediana nf reprezentant vredno-
sti v populaciji. Za take primere je veliko bolje, da vzamemo
za srednjo vrednost tisto vrednost, okrog katere se gosti naj-
vel vrednost?! v populaciji. Mesto najvefje gostitve vrednosti
nekega znaka fimenujemo najpogostej30 vrednost alfi modus.

Ce imamo frekvenZno krivuljo, ki pomazarja razpore-
ditev vrednosti v populactji, je modus enostavno poiskati. V
tem primeruv je modus abscisna vrednost za tisto tofko na frek-
venZni krivulji, za katero je ordinata, ki predstavlja gostoto
frekvence, najve¥ja. To vidimo Tz slike 6.1
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Sltka 6.1 Dolofanje modusa iz frekven&ne
krivulje

Za populacije z majhnim Ztevilom enot in za primere,
v katerih vrednosti posameznih enot niso grupirane v frekven&-
ni porazdelitvi, je neposredno nemogole dololiti modus. Modus
moremo oceniti le za populacije z razmeroma velikim Stevilom
enot, ki so gruptrane v frekven¥ni porazdelitvi, ker moremo le
v tem primerv izsledit+i mesto najvelje gostitve.

6.6 ; .
lzraunavanje modusa 1z frekven&nih porazdelitev.
V frekvenZni porazdelitvi z emako ¥irokimi razredf i3&emo modus
v razredu, za katerega je frekvenca najvefja, ker predvidevamo,
da je v tem razredu mesto najvelje gostitve. Za frekvenine po-
razdelitve z razli&no ¥irokimi razredi pa i¥Zemo modus v razre-
du, za katerega je gostota frekvence najvefja. Vendar se bomo
omejili le na dolo¥anje modusa za frekvendne porazdelitve z

enako ¥irokimi razredi.

Prvi pribliZek modusa je sredina modalnega razreda,
to je razreda z najveljo frekvenco. Vendar je sredina modalne~-
ga razreda modus le za simetri&ne frekvenine distribucije. Za
asimetridne distribucije pa se modus od sredine modalnega raz-
reda odklanja v smer onega sosednega razreds, v katerem je frek-
venca velja.

Zaznamu jmo modalni razred z o, razred pred njim z =1,
razred za modalnim razredom pa s +1. Ustrezne sredine razredov



6 in f+1. S para-

bolo druge stopnje, ki gre skozi tofke s koordinatami (x_1,

SO X_g43 Xgs Xyq5 ustrezne frekvence pa f_1, f

f_1), (x,, fO) in ix*T, f+1), v tem primerv priblfZamo frekvend-
no krfvuljo v obmo€ju modusa. Kot oceno modusa vzamemo absciso
najvi¥je tofke v tej paraboli. Pri tej predpostavki izrafunamo
drugo oceno za modus po naslednjem postopkus

8) v frekven®ni porazdelitvli poi¥€emo razred z naj-
veljo frekvenco - modalini razred. Modalni razred zazmnamujemo
Z Oe Xg min je spodnja meja, ¥ pa frekvenca v modalnem razre-
du. f_1 je frekvenca v razredu pred modalnim razredom, f+1 pa
je frekvenca v razredu za modalnim razredom;

b) izralunamo diferenci sosednih frekvenc:

deog = f 40y d

o sy T Fe i n Tl

c) modus Mo fzra¥unamo iz zgornjih kolilin po obraz-

cu

dy

Mo = Xo,min * i m (6.1)

6.7

ProuZujmo frekven®no porazdelitev premerov zs Zisti
smrekov enodobni sestoj B na Pokljuki.

Prou¥evana frekvenna porazdelitev je naslednja.

Tabela 6.1 Porazdelitev premerov za &isti, enodobni smrekov
sestoj na Pokljukt.

Debelinska stopnja fk
15 ¢cm - 19 cm 5
20 cm -~ 24 cm o
25 cm =~ 29 cm 87
30 cm - 34 cm 2o
35 cm - 39 cm 74
; 40 cm - 44 cm 42
45 cm - 49 cm 23
50 cm - 54 cm 13
55 cm - 59 cm 4
60 cm - 64 cm 2
65 cm - 69 cm 4 ;
i 381 = N

A0
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lz zgornje frekvenEne'porazdeli+ve sklepamo, da je
modus v razredu 30 cm = 34 cm, ker je frekvemca v tem razredv
najvetja (93). Prva ocena moduss je torej M = 32,5 cm, ker se
modalni razred razteza od 30 cm do pod 35 cm,

Drugo oceno moduss dobimo, ¥e najprej iz frekvenine
porazdelitve v tabeli poi¥femo potrebne koli&ine. Modalini raz-
red je razred 30 cm = 34 cm. Za modalni razred je spodnja meja
o,min = = 30 cm, frekvenca f = 93, ¥irina razreda pa i = 5 cme
Frekvenca razreda pred modaln?m razredom je f . = 87, frekven=-
ca razreda za modalnim rezredom pa f+? 74. lz teh podatkov
dobimo, da je:

du1 = 93 = 87 = 6; d+1 =93 - 74 = 19

lz teh podatkov je po obrazcu 6.1

6
6 + 19

=30+ 5 = 31,2 cm

Rezultat resni¥no poka¥e, da je modus odklonjen od sredine

razreda x, = 32,5 cm navzdol v smer! ve¥je sosedne frekvence.

6.8 :

Kako grafi¥no ocenimo modus iz histograms, je naka-
zano v sliki 6.2. Ce zve¥emo tofko A s C, totko B pa z D, je
projekcija presefi¥Za obeh daljfc E na abscisno os - modus.
Teoretiéno se +ta rezultat sklada z rezuvltatom, ki ga dobimo
rafunsko. Eventuelne razlike gredo na ra¥un nenataninega ri=-
sanjae.
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Slika 6.2 Grafi€no dolofanje modusa

—

=63 =



609 ’

Lastnosti modusa. Modus je srednja vrednost, ki ima

Ze po svoji definiciji kvalitete reprezentanta individvalnih
vrednosti, ker je mesto, na katerem se gosti najve¥ vrednosti.
Enako kot mediana, pa je tudli modus neob¥utljiv za spremembe
individuginih vrednosti. Modus ostane v dani populaciji nespre-
menjen vse dotlej, dokler stopnja gostitve na nekem drugem me-
stu ne prekorali stopnje gostitve v modusu.

Heterogene porazdelitve morejo imeti vel mest gostit-
ve. Tako imamo pri frekvenZni porazdelitvi posameznih karakte-
ristik za drevesa v dvoetaZnem sestojv obifajno dva modusa.
Eden fzraZs tipiZnost za'eno, drugt pa tipi¥nost za drugo eta-
70. Podobno imamo pri ve¥-modalnih porazdelitvah ¥e¢ vel rela~
tivnih modusov. V vsakem takem primeruv je pa obiZajno en modus
izmed njih tisti, ki kaZe mesto absolutne najvelje gostitve.

Aritmeti€na sredina

6.10

lzmed vseh srednjih vrednosti zaradi prakti&nih in
teoretiénih lastnosti najpogosteje uporabljamo aritmeti&no
sredino, Aritmeti¥na sredins X je enostavno povprelje iz vseh
individualnih vrednosti za vse enote v populaciji. Dobimo jo,
' %e vsoto vseh vrednosti 'Ext delimo s Stevilom enot v popula~
ciji No Z obrazcem moremo to definictijo aritmeti¥ne sredine za-

pisati

X X
X B R (6.2)

i
N’l’
Aritmeti&no sredino zaznamujemo obiZajno z X, ¥ ..o Pre&na
&rtica nad simbolom za znak pomeni, da gre za aritmeti&ne sre-

dine ustreznih znakov,
Aritmeti&na sredina je izpeljana iz predpos tavke,

da je individvalna vrednost X vsota rezultata splo¥nih vpli=-
vov X in rezultata fndividualnih vplivov e; Ixp = X + e;)o Na-
daljnja predpostavka pa je, da se v vsoti rezultati individual-
nth vplivov uniZijo. Ce se¥tejemo vse individvalne vrednosti,
dobimo glede na to

gx, F (_+ef) ~=x Nx +Zg =N¥X (6.3)
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lz te enatbe pa je X = X/N, kar je po definiciji aritmetiZna
sredina.

Lastnosti aritmetitne sredine

6,11

Aritmet?¥na sredina je najvaZnej%s fzra¥unana sred-
nja vrednost., Zaradi svojih lastnosti je najvaZnejS%a in najpo-
gosteje uporabljana srednja vrednost na sploh.

NajvaZnej%e lastnost! aritmetiZne sredine so:

a) Aritmeti¥na sredina za linearno zvezo
z =8 + bx +# cy med znakom x in y za isto populacijo je enaka
| fnearni zvezi aritmeti¥nih sredin. V obrazcv je ta stavek na-
slednji: j

Z = a+bx+cy = @+ bxX+cy (6.4)

Ta stavek je zlahka dokazati in tzhajs neposredno iz znanega
stavka, da je vsota linearnih fzrazov enaka linearnemuv izrazu
iz vsote

|z obrazca neposredno sledi, da je aritmetilna sre-
dina konstante konstanta sama

= q (605]

Q)

in da je arftmetiZna sredina produkta konstante z znakom enaka
produktu konstante z arftmetitno sredino znake

Bx = b% (6.6)

b} Vsota odklonov individvalnih vrednosti od arfitme-
tine sredine

N % .
.gfx;- X) =0 : (607)
1= . x

je ni&.

c) Vsota kvadratov odklonov od neke konstantne vred-
nosti je najmanj%a, e ralumamo odklone od aritmetjlne sredine

) N ‘
K= 5(x-C) = Min, ceje C=X (6.8)
i=1
Ta lastnost aritmetine sredine je zelo vaZna in je osnova ene
tzmed najvaZfnej¥ih mer varfacije-variance.

L



6,12

lzrafunavanje aritmeti¥ne sredine 1z negrupiraalh
podatkov. |z negrup?rén?h poda tkov fzrafunavamo aritmeti&no
sredino neposredno po obrazcu 6,2.

Ce proviujemo pet dreves, za katere so volumni v m3
lesa 1,04 1,35 1,28 1,57 1,17, je aritmetiZna sredina alj

povprecen volumen zanje enak

(1,06 % 1,35+ 1,28 #1557 + 13273 =844k = 4 080 w?

5

X =

o -

Povprelen volumen zgornpjih petih dreves je X = 1,282 g

To pomeni: e bi vsako fzmed dreves imelo isti volumen kot je
povprelen (1,282 m3}, bf se skupna lesna masa teh dreves skla-
dala z dejansko skupno lesno maso vseh petih dreves.

6,13

lzraunavanje aritmeti&ne sredine 1z frekvenZnih po-
razdelitev. lzralunavanje arfitmeti¥ne sredine 1z fndfvidualnih
podatkov bi bilo za stvarne populacije, ki imajo navadno veli-
ko Stevilo enot, neprikladno in zamudmo. Frekvenina porazdeli-
tev daje pribliZno sliko o vseh vrednostih v populaciji. Zato
moremo fz njih oceniti aritmetiZno sredino. To velja predvsem
za simetriZne porazdelitve. Cim bolj pa je porazdelitev asime-
triZna, tem velja je sistematina napaka v oceni za aritmetii-
no sredino. V skrajnosti je najslab¥a ocena za J=distribucije,
ker so ekstremno asimetriZne. Kakovost ocene za aritmetilno
sredino fz frekven&ne porazdelitve je jasno odvisna tudi od
¥irine razredov v frekven&ni porazdelitvi in je tem boljZa,

Eim manjsi so razredi.

6.14
Neposredna metoda. Ce predpostav!jamo, da so sredine

razredov x, reprezentanti posameznih vrednosti v ustreznih raz-
redih, je ocena za vsoto vrednosti v danem razreduv produkt
frekvence in sredine razreda kak, Ocena vsote wseh vrednosti

v populaciji pa je vsota produktov frekvenc in ustreznih sre-
din razredov za vse razrede E:kako v obre;cu 6,2 za izraluna-

N
vanje aritmetiine sredine moremo torej vsoto ;;xt nadomes+iti
; - ,
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z oceno vsote Ejkak, Tako dobimo, da je ocena za aritmetilno
sred?no iz frekvenéne porazdelr+ve

hxp+ LXpt oo + fx, )&&
G Eolydok - kol Ef&

Ta nalin izrafunavanja aritmeti¥ne sredine imenujemo tehtan ali

f = (609}

ponderiran na&in izralunavanja. Pri tem so frekvemce teZe alli

ponder’ .
Po tem obrazci izraZunavamo aritmeti¥no sredino po

naslednjih stopnjah:

a) Za frekvendno porazdelitev poi3femo frekvencam fk ustrezne
sredine razredov Xy o

b) lzradunamo produvkte frekvenc fin sredin razredov fk K®

¢) lzra%unamo vsoto v to¥ki b dobljenih produktov z_kak.

d) Vsoto fZikxk delimo z vsoto frekwenc ozfirome ¥tevilom enot
N in dobimo arftmetino sredino X.

6,15

Kot primer za izraZunavanje aritmeti&ne sredine po
neposredni metodi vzemimo izrafun povprefnega premera za Eisti
smrekov sestoj A na Pokljuki iz tabele 3.4, lzralun je siste-
mati¥no prikazan v tabeli 6.2.

Ce za oceno kakovosti izralunane aritmetilne sredine
primerjamo dobljeni rezultat s pravo aritmetifno sredino, iz-
rafunano iz individualnih podatkov X = 38,55 cm, spoznamo, da
je razlika resni¥no neznatna: A X = 38,62 - 38,55 = 0,07 cm
ali ca 2 °/oo. Ta dober rezuvltat je- pripisatf temu, da je ob-
ravnavana porazdelitev precej simetri¥na. Povprelje, zaokrofe~
no na eno decimalko X = 38,6 cm, se sklada s pravim rezultatom.
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abela 6.2 lzralun povpreZnega premera po neposredni metodf

za Tistl smrekov sestoj A na Pokljuki (1z tabele

3.4}
“ 15 cm - 19 cm 4 11,5 70,0
5 20 cm - 24 cm 6 22,5 135,0
6 25 cm = 29 cm 55 27,5 1512.,5
7 30 cm = 34 cm 118 32,5 3835,0
8 35 cm = 39 cm 112 S0 4200,0
9 40 cm - 44 cm 109 42,5 4632,5
10 45 cm = 49 cm 61 47,5 2897,5
11 50 cm = 54 cm 28 52,5 1470,0
12 55 cm = 59 cm 9 57,5 L
13 60 cm = 64 cm S 62,5 . 312,5
' N = 507 19582,5 = ¥ fx
7= &fx _ 19582,5 _ 35 6o (m
N 507 ;

6,15
Metoda s pomoZnim znakom u., Za frekvenne porazdelf+-

ve z enakimi Sirfnami razredov itzralunavanje aritmetilne sredi-
ne poenostavimo, ¥e vpeljemo namesto osnovnega znaka x pomo¥ni
znak v, ki je z znakom x v |fnearnt zvezf

W Sl el X s X%+ Ly ' (6,10)

Pri tem je X, sredina poljubnega razreda nekje v sredini frek=-
venZne porazdelitve, i pa Sirina razredov, lz znanih lastnostti
o aritmeti&nih sredinah sledi, da sta tudf aritmet+i&nt sredini

znakov x in u v linearni zvezi
r
fu Yy

X = x + 10 = xo+i"‘N (6,11)

Ce prou¥imo, katere vrednost! za u'us+rczajo sredinam razredov,
s katerimi moramo pri direktni metodi pomnoZiti frekvence, spo-
znamo, da so za sredine razredov u, zelo enostavne vrednosti,

Za razred, za katerega je sredina-razreda.xo, je v = 0, za dru-
ge razrede pa je po vrsti navzgor +1, +2, +3, +4 i+d., po vrsti
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navidol pa =1, =2, =3, =4 itd. lzralun aritmetine sredine se
poenostavi, ker U fzrelunamo enostavmo, X pa dobimo po obrazcu
6,11,

6,17

V tabeli 6.3 je nakazamn izralun povprednega premera
za §sti sesto] kot po meposredni metodf, da s primerjavo spo-
znamo prednosti meiode pomoZnega znaks u.

Tabela 6.3 |lzra%un povpreZnega premera po metodi s pomoZnim
znakom u za ¥isti smrekov sestoj A

DS Deb. stopnja fk Yy fkuk
4 1Scm =19 em & 4 =4 -16
5 20 cm = 24 cm 6 -3 -18
6 25 cm = 29 cm 55 -2 =110
v 30 cm - 34 cm 118 -1 =118
8 35 cm - 39 cm 112 0 0
9 40 cm - 44 cm 109 +1 +109

10 45 cm - 49 cm 61 +2 +122

11 50 cm = 54 cm 28 +3 +84

12 55 cm - 59 cm 9 +4 +36

138 60 cm - 64 cm S +5 +25

N = 507 +114 =S fu

V natem primeru smo vzeli izhodi¥%e v razredv 35 cm - 39 cm,
teko da je x = 37,5, Eirina razreda ' =5 cm. |z teh podatkov
dobimo po.obrazcu 6.11

* 2978 w5t Lign o
507

Primerjava postopka po neposredni metod! s postopkom po metodi
pomo¥nega znaka u pokaZe, da smo se fzognili mnoZenju velmest-
nih Stevil, rezultata pa sts enaka.

6,18 ]
Metoda kumulativ. Metoda kumulativ ima pred metodo
pomo¥nega znaka %e to prednost, da se ifzognemc sploh vsakemu

mno¥enju, ker pridemo do elementov za Tzra¥un aritmetiZne sre-



-:ugin;”;mizﬁﬁjg+fvnfm seftevanjem frekvenc. Po tej metodi izra-
c¢unamo aritmetiZno sredino po maslednjih stopnjah:

al Za frekven&no porazdelitev z enakimi $irinami raz-
redov izralunamo kumulativno frekvem®no porazdelitev Fk' Zadnji
Clen v kumulativnl vrsti je N,

b} Se3tejemo vrednosti vseh Elenov v kumulativni
vrsti Fk’ brez zadnjega pod ¥rto. Tako dobimo koli¥ino A.

c) lz dobljenih podatkov izrafunamo aritmeti&no sre-
dino po obrazcu

T e i%} (6.12)

pri Temer pomeni razem znanth koli&in X0 sredino za zadnjl
razred v frekven¥ni porazdelitvi.

6,19
Na istem primerv kot po prej¥njih metodah prefzkusi-
mo 3e metodo kumulativ,

Tabela 6.4 |lzralun povpre&nega premera po metodi kumulativ
za Zistl smrekov sestoj na Pokljukfi

DS Premer v cm i Fy
4 15 cm - 19 cm 4 0
5 20 cm - 24 cm 6 5
6 25 cm - 29 cm o5 10
7 30 cm - 34 cm 118 65
8 35 cm = 39 cm 112 183
9 40 cm - 44 cm . 109 295
10 45 cm - 49 cm 61 404 .
11 50 cm - 54 cm 28 465
12 55 cm - 59 cm 9 493
13 60 cm - 64 cm 5 502 4+10+65...+493+502=
= 2421 = A
N = 507

=70=



Po obrazcu 6,12 je aritmetiZna sredina

T = 62,5 =5 222198 60 e

507
Iz primera vidimo, da je ta metoda izmed vseh treh najprikliad-
nej¥a, ne glede na to, da dobimo kot postranski rezultat 3e ku-
mulativno vrsto, ki jo mnogokrat potrebujemo za fzralunavanje
drugih parametrov alf za analizo.

ArTimet1Zne sredine sritmetiEnin sredin

6.20

Ce poznamo aritmetiZne sredine ?} in obsege populaci]
Ny, za delne populacije, ki sestavljajo populacijo, izralunamo
aritmetino sredino za celotno populacijo po obrazcu

-— N,?’ + szz L RS Nr?r kZ%?‘.‘
X = = (6.13)
BNy Ny sk N > N

kot tehtano arftmeti¥no sredino fz grupnih sredin, Pri tem
vzamemo 3tevilo enot v delnih populacijah za pondere.

Lastnost, da moremo neposredno iz grupnih arimeti¥-
nth sredin tzrafunati skupno aritmeti¥no sredino, je velika
prednost aritmeti¥ne sredine pred srednjimi vrednostmi po legi.
Zanje namre¥ to ni mogole. Ce ho¥emo za skupno populaciijo dolo-
Eiti mediano all modus, moramo iz delnih populaci] sestaviti
skupno populacijo in ¥ele iz te dolo¥t+i skupno mediano alf

modus o

6,21 :

Vzemimo za primer dvoetaZni sestoj na Otoku iz tabe-
le 3,4, Za obravnavani sestoj je povprelen premer za prvo eta-
%o (topol) §} = 46,82 cim, ¥tevilo dreves pa N, = 103. Za drugo °
etaZo (jel¥a) z Ny, = 132 drevesi pa je povprelen premer
?2 = 19,70 cm. Po, obrazcu 6,13 je povprelen premer dreves v
sestoju

N.X: + N.X
= o MiXp » Moty | 103.46,82 + 132.15,70 _ 51 o5 .4

N1 + N 103 + 132

2
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Ta rezultat pa ima omejeno amalitiZno vrednost, ker ni repre-

zentativen niti za prvo, niti za drugo eta¥o, Zato moramo za
skupinska povpre&ja za heterogene populacije paziti, da jih
pravilno tolmaZimo oziroma jih moramo uporabljati s primernimi
omejitvami,

6,22

Tehtan nalin za fzralunavanje povprelij velja tudi
za fzralunavanje relativnih Etevil za populacijo iz relativnih
Stevil za grupe. Tako rafunamo n.pr. skupni odstotek P iz grup-
nih odstotkov Pk po obrazcwu I

N
p - %,L’?L (6014)
N

6023

V treh me¥anih sestojih nekega gozdnega gospodarstva
je 3tevilo dreves in odstotek jelke po posameznih sestojih na-
slednje: N, =500; R = 20 %, N, = 1000, P, = 15 % fn Ny = 2000,
P3 = 10 .

Povpre¥en odstotek jelke v sestojih gozdnega gospo-

darstva je po obrazcu

N1 + N2 + N3

500 + 1000 + 2000 :

6624

S tehtano aritmeti&no sredino fzralunavamo tudi raz-
|i&ne druge parametre 1z gozdarstva.

Volumen za posamezno drevo je dan z zvezo V = ge.h.f,
pri Eemer pomeni: V = volumen, g = temeljnica, h = vi¥ina,
f = telesninski koeficient.

Ce povpreZno temel jnico fzrafunamo po obrazcu

Fi 29 (6,15)

N
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povpreéno viiino drevesa po obrazce

A L | (6.16)
Z g;
kot tehtano aritme+i&no sredino individvalnih vi¥in, pri Zemer

vzamemo temeljnico posameznega drevesa kot ponder,

povpreni telesninski koeficient f pa po obrazcu
—_ 2 gihif; :
f = S—=p %

S gihi (6.17)
kot tehtano aritmetiZno sredino, pri Zemer vzamemo kot ponde-
re produkte temeljnice in viSine g;h,;, dobimo, da je skupen
volumen v sestoju direktno enak produktu

V= N.g.R.F : (6.18)

Ce izrafunamo povpre¥no temeljnico, povpre¥no vi¥ino in pov-
pre¥ni telesninski koeficient po zgornjih obrazcih, je zveza
med povpreXji za sestoj enska kot za individualne vrednosti,

le da pri posameznem drevesu vpo¥tevamo individualne vrednosti,
pri sestoju pa ralunamo s povprelji.

HarmoniZna sredina -

6025
Harmoni&na sredina je recipro&na vrednost povpreija
iz recipro¥nih vrednosti za posamezne podatke. Po tej defini~-

ciji tzralunamo harmonilno sredino po obrazcu

B N A e (6419)
R I G RTRR & r
Xy~ Xe N X

Tehtano harmoni&no sredino pa izralunamo po obrazcu

: : s E:;_ (6.20)
o
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Ce 1z istih podatkov izralunamo aritmetiéno srédiho in harmo-
nino sredino, spoznamo, da so razltke lahko znatne. Vzemimo
za shematilen primer pet vrednosti: 1, 2, 4, 7, 9. Za te vred-
nosti je aritmet+i&na sredfinas

ot il A s il s KB A s A

X = 4,6
5
harmoni&na sredina pa
= > = 2,5

Boloe W

1 GG SRy St :
Harmeoni&no sredino izrafunavamo redkeje kot aritme+iZno. Kadar
pa se osnovne vrednosti v populaciji porazdeljujejo asimetric-
no, njihovi reciprok! pa simetri&no, harmoni¥na sredina bolje

reprezentira vrednosti populacije kot aritmeti¥nes sredina,

6.26

Razen tega pa je harmoni¥na sredima, ne pa aritmeti&-
na sredina upravi&ena pri izrafunavanju nekaterih relativnih
Stevil. ' '

Vzemimo kot primer pet smrekovih dreves z enakim vo-
lumnom. Zanje so telesninski koeficienti: 0,38. 0,36 0,41
0,35 0,40, Povprelen telesninski koeficient f Tzralunamo s
harmont¥no sredino ‘

fa 2 = 0,3786
1 et 3w s o1 i
0,38 0,36 70,41 0,35 40 i
UpraviZenost zgornjega rezultata sledi iz maslednje~

ga sklepanja. Po obrazcu 6,17 je povpreZen telesninski koefi-

cient

Pl g SN (6.21)
2 9ih; 2. NV
lzpel java tega obrazca se naslanja na to, da je V = g.hof, iz
tegs dalje V/f = hog in da je pri drevesth z enakimi volumni
ZVT = NV, :

Wy 7




lzrafunavanje sumarnih relativnih Stevil

6,27

Alf pri prakti¥nem fzralunavanju povprednih vrednosti
iz relativanih ¥tevi! vporabljamo ariimet+i&no ali harmoniZno
sredino, je odvisno od tega, katere koli¥ine so ponderi.,

To moremo ugotovit! v vsakem posameznem primefu iz
strukture relativath Ztevil,

Ce vzamemo, da je za individualine enote, grupe in po=-
pulacijo relativno 3tevilo kvocient dveh absolutnih podatkov,
je sumarno relativno Stevilo R ‘

2 %

=—-—-Y—=
R.» X ;fja- (6.22)

kvocient vsot absolutnih podatkov Y in X.
Sumarno relativno ¥tevilo pa izralunamo kot tehtano

aritmetifno sredino

Y Zxk Yk

§ X, E‘&Fh

R = | S L] - {6.,23)
> X Y 2, '

kadar so ponderi absolutne koli¥ine, ki v relativnem Ztevilv

nastopajo v imenovalcu.

Tehtano harmoni¥no sredino pa uporakljamo pri fzra-
¥unavanju relativnih ¥tevil, e so ponderi absolutni podatki,
ki nastopajo v relativnem Stevilu v Ztevcu. To vidimo iz zveze

R-%“— Zﬂ/*& 22’7-& (6.24)

6,28
lzra¥unajmo povpreZno temeljnico za dvoetaZni sestoj,
za katerega je povpreZna temeljnica v prvi etaii 31 = 0,050 m2,
v drugi eta¥i pa §2 = 0,075 m2.'Razen teh poedatkov poznamo
skupni temeljnict Gy = 50 m? in G, = 150 m° za obe etaZi.
Povpreina temeljnica je kvocient med skupno temeljni-
co in Stevilom dreves v sestoju g = G/N. Razen povpreénih te-
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meljnic za vsako etaZo pa poznamo ¥e skupno temeljnico, ki je

v relativaem Stevilu v imenovalcu. Po zgornjem pravilu v tem .
primerv fzralunamo povpreZno temel jnico za dvoetaini sestoj po
obrazcu za tehtano harmoniéno sredino

Gy + G

s 1 2 i 50 + 150 = 0,067 m2
El : Eg 50 # 150
9 a5 0,050 0,075

Kvadrat+i®na sredina

6,29
: KvadratiZna sredina je kvadratni koren iz povpreéi]j
kvadratov 1z individuvalnih vrednosti

[ %2+ %2+ --- +x2 i R
N N:Zf

KvadratiZno sredino samostojno redkeje uporabljemo kot druge

izraunane vrednosti. Pa¥ pa je pomembna predvsem zato, ker je
najvaZnej%a mera varfacije - standardni odklon kvadratiZna sre-
dina odklonov Individualnih vrednosti od aritmeti&ne sredine
(6= /—'%;(xi—?')z ).
6,30

V gozdarstvu pa so ¥e drugl probliemi, v katerih upo-
rabljamo kvadratilne sredine.
. Ce i%Zemo, kakSen povpre¥en premer bi morala imeti
vsa drevesa v sestoju, da bi bila skupna temeljnica za tak se-
stoj enaka stvarni skupni temeljnici, spoznamo, da temu pogoju
ustreza kvadratiZna sredina 1z stvarnih premerov v sestoju. To
zlahka spoznamo 1z naslednje zveze.

Ce 2 X zaznamujemo premer za posamezno drevo Vv se-

s+oju,-je-%>% temeljnica posameznega drevesa, %%% pa vso=-

i=1
ta temeljnic vseh dreves v sestoju alf skupna femeljnica. Ce s

K zaznamu jemo povprefem premer, je temeljnfica povpreZnega dre-
ve ss JE-K?' , skupna temeljnfca vseh N dreves pa N—}*L R e

zgornje zahteve, ki naj jo izpolnl povprefen premer, velja

=76~



Tl e X .2

Ce to ena¥bo najprej delimo z N % » 1z desne in leve strani pa

poi¥&emo kvadratni koren, dobimo, da je

K:/-‘-Ex?
N {5

Iskani povpre&ni premer je torej kvadrati&na sredina 1z indli-
viduainih premerov.

6031

Vzemimo kot shematilen prlﬁér pet dreves. Njihovi
premeri so: 38 cm, 28 cm, 32 cm, 35 cm, 41 cm. Povprelen pre-
mer, ki ustreza pogoju, da je skupna temeljnica enaka kot skup-
na temeljnica, &e bi vseh pet dreves imelo emak povprelen pre-
mer, Je enak K = %Vt382 + 282 + 322 + 352 4 41%)= 35,1 cm.

Aritmeti¥na sredina za isti primer je X = 34,8 cm.
Ce napravimo preskus, kateri povprelen premer ustreza zahtevi
glede skupne temeljnice, dobimo:

Drévo Prz:er Teme$£nica
1 38 0,1134
2 28 0,0616
3 32 ‘ 0, 0804
4 35 0,0962
5 41 0,1320
0,4836 m?
4

Skupna temeljnica je torej 00,4836 m“.

Za povprelen premer K = 35,1 cm je temeljnice O =
0,09676 m2, skupna temeljnica petih povpre&nih dreves pa
5 . 0,09676 = 0,4838 m2. Za arltmetl¥no sredino premera
X = 34,8 cm pa dobimo, da je temeljnica pvareEncga drevesa
g = 0,09541 m% skupna temeljnica petih povprelnih dreves pa

5 . 0,09541 = 0,37705 m2,
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Geometrijska sredina

60,32

Geometrijska sredina iz N vrednosti je N-ti koren iz
produkts individualnih vrednosti, Po tej definiciji je geome-
trijska sredina

2
Z

N
3;_-\/x,.x2.....x~ = T X {6,26)

lz definicije za geometrijsko sredino sklepamo, da ima smisel
fzrgfunavati geometrijsko sredino le, ¥e noben osnovni podatek
nf ni& ali negativen,

lzralunavanje geometrijske sredine po osnovnem obraz-
cu je, razen za najenostavnejSe primere, nemogof. Pal pa jo mo-
remo razmeroma enostavno tzralunati z logaritmi. Ce levo in des-
no stran osnovnega obrazca logaritmiramo, dobimo

logG = W’(lagx,-& log X5+ « -« + log Xy) (6.27)

Logaritem iz geometrijske sredine je torej povprelje iz loga-
ritmov individuvalnih vrednosti.

Zaradi razmeroma zamotanega fzra¥unavanjas in teZje=-
ga tolmalenja, geometrijsko sredino ne izrafunavamo pogosto, V
po¥tev pride pri fzra¥unavanju centralne tendence za J poraz=-
delitev, ¥e se zanje logaritmi individuvalnih vrednosti porazde-
ljujejo v normalnt porazdelitvi all v porazdelitvi, ki je nor-

malni podobna.

6633

Razen tega pa je geometrijska sredina logifno upra-
vi¥ena za izrafunavanje povprefnega koeficienta dinamike pri
proufevanju Zasovnih vrst. Vzemimo Easovno vrsto, ki ima prvi
Elen Yo’ zadnji &len YN in zaporedne koeficiente dinamike
ky = Y4/ s kg = Yo /Yy coues ky = YN/YN_,. Vpra¥anje je, s kak-
¥nim stalnim povpreXnim koeficientom dinamike bi se moral raz-
vijat! pojav, da bi 1z zaletne vrednosiI'Yo po N razdobjih bil
pojav mna ravni Y.

Glede na definfcijo koeficiemtov dinamike in povpre&=
nega koeficients dinamike veljajo med zgornjimi koliZinsml na-
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slednje zveze
Vo = Nk ok R Rk S R (6.,28)

Ce zaetno vrednost Yo postopoma mnoZimo z fndividu=-
alnimi koeficienti dinamike, dob?mo kon¥no vrednost YN‘ Zaradi
definfcije povpreZnega koeficienta dinamike k pa enako debimo
konZno vrednost Y, &e za¥etno vrednost Yo N krat pomnoZimo s
povpreénim koeficiemtom dinamike k. |z zveze (6,28} dobimo dva
obrazca, po katerih fzraZunavamo povprefen koeficient dinamike

k= Ny 7Y (6429)
k Ak ks ... oy (6,30)

Po obrazcu 6.29 je povprelen koeficient dinamike N-t+i koren iz
kvocienta med zaZetnim in konénim Elenom v Zasovni vrsti. V
splo¥nem se stopnja korena ravna po Zasovnem razmaku med zalet-
nim in kon&nim ¥lenom. Stopnja korena je enaka Stevilu osnovnih
razmakov med zaletno in kon&no vrednostjo pojava, ze katerega
izradunavamo povprefen koeficient dinamike. ‘

Po obrazcu 6.30 pa je povprelen koeficient dinamike
geometrijska sredina Tz individualnfh koeficientov dinamike v
razdobju, za katerega {¥%emo povpreZjes.

6.34

Vzemimo za primer razvoj povr¥ine gozdnih drevesnic
v-FLRJ. :

Konec leta 1955 je bilo Ygo = 1383 ha drevesnic, ko=
nec leta 1959 pa Y59 = 2677 ha. Povprelen letni koeficient di=-
namike v razdobju 1955-1959 je po obrazcu 6.29 emak

4 : 4
1/ 1/2677
Y X I | ol S
59/ 55 1383
PovpreZen koeficient dinamike tzrafunajmo ‘z logarit-
mi. Ce levo Tn desno stran zgornje enatbe logaritmiramo, dobimo

k

L]

log k = {log 2677 = log 1383) =

]

Sl =

(3,42765 - 3,14082) = 0,07171
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Z antilogaritmiranjem dobtmo, da je k = 11,1795, Po-
vr8ina gozdnih drevesnic se je v razdobju 1955-1959 vsako leto
povefala povpre¥no za ca 18 %.

Za isti problem pol¥¥imo povprefen koeficient dinami-
ke, e poznamo individvalne koeficliente dinamike o razvoju dre-
vesnic v razdobju 1955-1959. Koeficienti dinemike v tem razdob-
ju se kge = 1,067 k57 = 1,077 k58 = 1,246 k59 = 1,352

Po obrazcu 6.30 je povprefen koeficient dinamike

4 4
k = Vksé,ks.,,kse.ksg - V 1,067,1,077.1,246.1,352

Tudi v tem primerv si pomagajmo z logaritmit Ce levo in desno
stran logarftmiramo, dobimo

log k =X (log 1,067 + log 1,077 + log 1,246 + log 1,352)=
4
1 t0,02816 + 0,03222 + 0,09552 + 0,13098) =
4

= 0,07172

Z antilogaritmiranjem dobimo, da je k = 1,1796., Razlika v re-

zultatu fzvirea 1z zaokroZevanja.

Zveze med srednjimi vrednosimi

6,35

Vse ¥tiri obravnavane fzra&unane srednje vrednosti
so podobno definirame. Za vse velja, da so povprelja doloZenih
transformiranih podatkov enaka isti transformaciji iz ustrezne
sredine, Tako je aritmeti¥na sredina povprelje iz osnovnih po-
datkove. Povpre¥je iz reciprodnih podatkov }é enako reciprolni
vrednosti 1z harmoni&ne sredine. Povpre&je iz kvadratov osnov-
nih podatkov je enako kvadratu iz kvadratine sredine, povprel-
je 1z logaritmov osnovnih vrednosti pa logaritmu iz geometri j=
ske srednje vrednosti,

X NLZX_.'
7 SBAe B
H Aﬁzﬂ
(6.31)
K? = ﬁuz}f

logG = n’-)__ log:x;
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&e tzrazimo vsako izmed navedenih sredin v eksplicitni oblikl,
dobimo obrazce, ki smo jth navedii kot definiclije posameznih

sredin.

L]

6,36
Ce 1z Tstih podatkov tzra¥unamo vse ¥tiri ifzralunane
srednje vrednosti: K, X, G in H, velja, da je

K- -2 3 58 . H ' {6,32)

Preiskusimo navedeno pravilo na shematilnem primeru za dve
vrednosti: 1 in 4,

-t
+
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G =f1.4 =2 ; H = = 1,6

dl-—h
L
EN

Vse ¥tirt sredine sc med seboj enako le, ¥e so vse individual-

ne vrednosti med seboj enake.

6.37

Med aritmeti¥no sredino X in obema srednjima vredno-
stima po legi, medfano Mc in modwsom Mo, veljajo tudi dololent
stalni odnost. Za simetri¥ne porazdelitve so arftmetiina sredi-
7 e = Mo).
Za porazdelitve, ki so asimetri¥ne v levo, je aritmetilna sre~-
dina manj%a, modus pa ve¥jl kot mediana (X< M, < 'Mo).- Za poraz-
delitve, ki so asimetri¥ne v desno, pa je modus manj3¥i, arit-
meti&na sredina pa velja kot mediana (M < M, < %x). Razlike so
tem velje, &im veZja je stopnja asimetrije. '

na X, modus M_ in mediana M, med seboj enake (X =M

Za zvezne, ne prevel asimetri&ne porazdelitve velja,
da je razlika med aritmeti¥no sredino in modwsom pribliZno
trikrat ve&ja kot razlika med aritmetino sredino .in modusom

(x -~ Mo} = 3.(Xx - Me) (6,33)

Za ne prevel asimetrine porazdelitve moremo s tem
obrazcem posredno izrafunati modus iz negrupiranih podatkov.
Ce za populacijo fzrafunamo arftmeti¥no sredino X in dolo&imo



mediano Me, izralunamo fz teh dveh srednjih vrednosti modus Mo
po obrazcu ' :

Mo= ¥ - 3.(X - Me) (6.34)

ki ga dobimo iz obrazca 6.33.
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7. MERE VARIACIJE

Tt

Ze v prej¥injih poglavjih smo poudariii, da je ena iz~
med osnovnih znalilnosti statistiinih znakov vartabilnost. Za-
radi veliva najrazii¥nej¥ih faktorjev se znalfilnosti pojavov
od enote do enote spreminjajo. Srednja vrednost je fzraz splo3-
nih vplivov, ki z enakim u¥inkom vplivajo na vsako enoto. Tako
je povpre¥na vi¥ina dreves rezultat splo3nih vplivov (starosti,
vrste sestoja ftdo). Zaradi individualnih vplivov (individual-
na lega dreves, zasenenost, kvaliteta sadike itd.) pa se vi¥i-
ne dreves med seboj razlikujejoo Cim veZji so individualni
vplivi, tem veZje so razlike med drevesi, oziroma odkloni vi=
¥in posameznih dreves od povpreZne vi¥ine. Varfabfilnost oziro-
ma v¥inek Tndividualinih vplivov moremo torej merit+i z odkionti
od sredine., Z merami{ varfacije, s katerimi z eno koliZino me-
rimo velikost varfacije v populaciji, pa merimo u&fnek indivi=-
dvalnih vplivov na ves sesto], enako kot merimo s srednjimi
vrednostmi u¥inek splo¥nih vplivove. Proufevanje varifabilinosti
v najrazlinej¥th oblikah je osnova dobr¥ncga dela statistiZ-
nega proulfevanjao.

Vrste mer varfiacije

T2
Kot imamo ve¥ vrst srednjih vrednosti, fmamo tudt
veX vrst mer variacije, od katerih vsaka ima svoje prednosti
in pomanjkljivosti. Vsaka izmed njih na svoj na&in meri varia-
bilnost pojava. Prednost enfth je v la¥jem razumevanju in dolo-
¥anju, prednost drugih pa v veZji analiti&ni vrednosti,
Najobi¥ajnejSe mere variacije so:
a) vartacijski razmak R
b) kvartiini odklon Q
c} povprefen absolutni odklion AD
'd) standardni odkion 6 oziroma varfanca 62, iz katere je
standardni odklon izpeljan,

Od navedenih mer varfacije sta prvi dve dani z lego,
zadnjt dve pa sta izradunami iz podatkov za vse enote populaci-
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jeo Zaradi tega sta solidnej¥i in stabilnej¥t kot mere varfaci-
je po legi. Zaradi posebnih lastnosti, ki so v zvezi s teorijo
statistike, pa je najva¥nej%a mera varfacije varianca oziroma
standardni odklon, ki je izpeljan iz varfance,

Variacijski razmak

7.3
Najenostavnej3Sa, a tudi najslab¥a mera varfacfje je
varfacijski razmak

o e AL R (7.1)

ki je razlika med najve¥jo in najmanj¥o vrednostjo v populaci~-
jie

lz ranfirne vrste premerov za 19 modelnth smrekovih
dreves v tabeli 5.2 povzamemo, da je premer najtanjSega dreve-

= 14 cm, premer najdebelecj%ega drevesa pa X = 44 cm,

$a X
ax

min
Varfacijski razmak je torej

R=it - X = 44 - 14 = 30 cm

ma x min

Premeri devetnajstih modelnih dreves variirajo torej v razmaku
30 cme

VZasih nakaZemo varfacijski razmak tudi tako, da po-
vemo najmanj3o in najve€jo vrednost v populaciji. Tak nalin da
vefjo informacijo kot sam razmak varfacije, ki ga moremo i1z teh
dveh podatkov neposredno fzralunati.

7.4

: Varfacijski razmak je odvisen samo od obeh skrajnfh
vrednosti v populaciji. Zato je ta mera varifacije zelo podvrie=
na individualnim vplivom, ker so ekstremne vrednosti dostikrat
Tzraz netipiZnih vplivov. Razen tega pa variacijski razmak ni
odvisen od razmestitve vseh drugih vrednost? v razmakv varfaci-
je, ki bistveno vplivajo na varfabilinost,

Prednost variacijskega razmaka pa je v tem, da je
treba zanj poznati saemo obe skrajni vrednosti, kateri zlahka
dolofimo, &e so vrednosti urejene v ranZirni vrsti. Zato zara-
di lahkega dolo¥anja uporabljamo variacijski razmak vselej,



kadar holemo predvsem za manj3e populacije hitro Tn ortentactj-
sko oceniti variablilinost pojava.

Kvartiint odklon

7.5 :
Hibe, ki jih ima vartacijski razmak, deloma odpravi-
mo s kvartilnim odklonom. Osnovna hiba varfact jskega razmaka
fzvira 1z tega, da je odvisen samo od skrajnih, netipiZnih
vrednosti, To hibo odpravimo tako, da variabilnost merimo z
razmakom, v katerem niso vse, temveX samo del enot v populacti-
jt, brez ekstremnih vrednosti. Tako moremo merf+i variabtinost
z razmakom med prvim In devetim deci!om. V tem razmaku je 80 %
vseh vrednostf in je iz njegs fzlo¥eno 10 % najmanj¥ih in 10 %
najve¥jih vrednosti. ;

Pogosteje kot z deciinim razmakom merimo vartabiinost
s kvartilnim razmakom, k1 dolo¥a razmak, v katerem je 50 %
osnovnih vrednosti 1z populacije. lz kvartilnega razmakes je
fzlofena Tetrtina najmanjEih in €etrtina najveljfh vrednosti,

ObiZajno pa namesto kvartilnega razmaka Qa - Q1 vza-
memo za mero varfacije kvartilni odklon

T L 03—01

=t (7.2)

ki je polovica kvartilnega razmaka.

Kvartiini razmak oziroma kVaf+!Inl odklon pravilneje
poka¥eta varfabilnost v populaciji kot varfacijski razmak, ker
sta dolofena iz stabilnega dela vrednosti v populaciji.

V slikl 7.1 je nakazano, kako je varfacijski razmak
neobfutljiv za razli¥no razmestitev vrednosti v verfacijskem
razmaku, kako pa razliZna razmestitev vpliva na kvartilni raz-
mak oziroma kvartilni odklon.

Vendar pa tudi kvartilni odklon nima vseh prednosti,
ki jih imajo fzralunane mere varfacije, ki so odvisne od ngh
vrednosti v populaciji, ki najbolj natanZno merijo varfabil-

nost .
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Slika 7.1 R in Q pri razli¥nih razmestitvah

7.6 :

lzrafunavanje kvartilnega odklona sovpada z fzrafu-
navanjem kvartilov, ki so posgbna vrsta kvartilov, katere smo
obravnavali v posebnem poglavju.

Za premere 19 modelnih smrekovih dreves, za katere
smo Ze jzralunali variéc?jski razmak, so v tabeli 5.3 izradv=-
Rant kvartili. Za to populacijo je @ = 21,50 cm in Q3 =
= 32,75 cm, Kvartiini odklon pa je @ = (32,75 = 21,50)/2 =
5,62 cm. ]

Povprefen absoluten odklon

707

- Ker je vi¥ina posameznegs drevesa X4 fzraz delo€énja
individvalnih in sploSnih faktorjev na drevo, aritmeti¥na sre-
dina pa rezultat splo¥nih vplivov, sklepamo, da je razlika
R x rezultat individvalnih vplivov na enoto 1. Odklo=-
nf od aritmeti&ne sredine so pozitfivnl alf negativnio. Za merje=
nje jakosti v&inka individualnih vplivov na enoto i_ph p}ed—
znak ni pomemben. Zato vzamemo za merilo jakost+i ifndividualnth
vplivov na enote | absoluten odklon individvalne vrednosti od
sredine |xF - X|o Za skupno merflo jakosti individvalnih vpli=
vov na vse enote pa dobro sluZi aritmeti&na sredina iz indivi-
duainfh absolutnih odklonov. Povpre¥en absoluten odklon je to=-
rej '

=86=



N
AD; = K’,—g;ix;~xl {7a3)

Povprefen absoluten odklion od aritmeti&ne sredine je mers va=-
riacije, ki je odvisna od vseh vrednosti v populaciji in je to=-

rej ob¥utljivej%s in objektivnej%a mers varfabilnosti kot varfia=-
cijski razmak ali kvartilni odklon,

Ni nujno, da povprelen avsoluten odklon izradumamo
iz odklonov od aritmeti&ne sredine. Mo¥no ga je izralunati iz
absolutnih odklonov od katerekoli srednje vrednosti, lzksZe se,
da je teoreti&no in prak+l£no celo bol] utemeljeno, da ga iz~
raunamo iz odklonov od mediane. Povprefen absoluten odklon je
nemre najmanj3i

N 4
AD, = WLélx,--Me/ (7.4)
e ga fzrafunamo iz odklonov od mediane.

7.8

Vzemimo v potrditev zgornje trditve shematilen pri-
mer petih dreves, za ka+ere'poznémo premere: 27 cm, 29 cm,
33 cm, 34 cm, 37 cm. Zanje izralunajmo povprefen absoluten od-
klon od aritmeti¥ne sredine AD= In od medfane ADMcl Za zgornjih
pet premerov je X = 32 cm in Me = 33 cm.,

Tabela 7.1 lzraZun povprelnega absoiu*nega odklona AD- in

ADMe za premere petih dreves (shemati¥en primer)
xt lxr-? |x'-M¢|7
27 5 6
29 3 4
33 1 0
34 2 1
37 i 4
> xy=x| = 16 15 = 3 |x, ~Me|

3,2 cm; AS, = 1—Z|x'--Me| = 15/5 =3,0 cm
N

Resnifno je ADy = 3,2 cm veZjt kot AD, = 3,0 cm

16/5

]
L]

1 onga:
AD= = = X o =X
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Varianca in standardni odklen

7.9

Teoreti¥no najbolj u+zﬁe!jeno in najbolj%e merilo
variabilnosti je verfance ali iz nje tzpeljan standardni odklon,
Analiti¥no vrednost ima predvsem varianca, kot opismi parameter
pa uporabljamo obfZajno standardni odklon,

Varianca, katero konvencionalno zaznamujemo s g2
{sTgma kvadrat), je povpreZen kvadratiZni odklon od aritmetii-
ne sredine. lz definicije sledi obrazec

62 = 72,(:: =% ) (7.5)
N
Pri povpre¥nem absolutnem odklgnu jakost individual-
nih vplivov merimo z absolutnim odklonom od sredine, pri va=-
rianct pa s kvadratom odklona od aritmeti¥ne sredine. Pri va-
rfanci tore] smer u¥inka itndividuvaelnih vplivov, ki za mero va-
rfacije ni bistvena, odpravimo s kvadriranjem. ‘
; Varianca je tzraZena v enoti mere, ki je kvadrat eno-
te mere za osnovni podatek, za kateregs jo izralunamo. Zato je
varianca kot opfsni parameter teZfko razumljiva in neprikladna.
V osnovni enoti mere fzraZeno mero varfacije pa dobimo, % fz=-
racunamo iz varfamnce kvadratni koren., Ta parameter, ki ga ime=
nujemo standardni odklon, zaznamujemo pa s 6 , je torej

J— \/—Z(X. ' (7.6) |

nf

Vse metode analize variabilnosti so zasnovane na analizi odno=-
sov med varfancami. Standardni odklon kot opisno merilo varle;
bilnosti pa je posebno vaZen zaradi zveze z eno fizmed najva!~:
nej¥ih teoreti¥nih frekven¥nih porazdelitev - z normalno po-
razdelitvijoo

lzra%un varfance in s+andardncgp odk | ona

{

7.10
lzralunavanje varfance oziroma standardnega odklona
je zahtevnej3e kot izrafunevanje drugih mer varfacije. Ker pa
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pri statistiZnem analiziranju podatkov dnevno naletimo na fzra-

Cunavanje varfanc in standardnih odkionov, (¢ prakti&no pomemb-
no poznati dolo¥ene tehniéne olajSave, s katerimi pridemo hit-
reje do rezultata. Enako kot sredine moremo tudi varfanco fzra-
Zunati fz negrupiranih podatkov in ocenfti iz grupiranih podat-
kov,

Tl
lzralun variance in standardnega odkiona iz negrupi~-

ranih podatkov. Neposredna metoda. Ce vzamemo za csnovo obrazec

7.5, i1zraunamo varifanco po naslednjem postopku:

a) iz osnovnih podatkov fzraZunamo aritmetine sredino X

b} fzraunamo Individvalne odklone posameznib vrednosti
od aritmeti¥ne sredine (x'JY)

¢) dobijene individualne odklone kvadriramo {xt-Ylgc

d) varianco dobimo, e fzraZunamo povpre¥je iz kvadratov
indfvidualnih odklonov od aritmetiZne sredine
62 = L3 (x;%)? |

e} standardni odklon je kvadra#ni koren iz variance

7.12 : }
Za primer fzralunajmo varfanco za premere sedmih dre-

ves: 31 cm, 27 cm, 35 cm, 32 cm, 29 cm, '36 cm In 32 cms Po
zgornjem pravilu fzra¥unamo najprej aritmetilno sredino

X = (31427+35432+429+436432) : 7 = 222 : 7 = 31,71 cm
Nadaljnjf postopek je nakazan v tabell 7.2

Postopek je jasen. Edina teZavs je v tem, da so obi-
Eajno aritmeti¥ne sredine decimaina 3tevila, Zato so odkloni od
aritmeti¥ne sredine veXmestna decimalna ¥tevila, zaradi Zesar
so teZave s kvadriranjem.
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Tabela 7.2 lzraZun variance in standardnega odklona po nepo-
sredni metodi za premere sedmih dreves

i x? xi";)?’ {xi"’;)Q

1 31 - ~0.7% '0,5041

2 27 -4,71 22,1841

3 35 +3,29 10,8241

4 32 +0, 29 0, 0841

5 29 =279 7,3441

6 36 +4,29 18,4041

7 32 40,29 0,084 1
9092 +0,01 59,4287 = S(xy=X)°

‘ L9
> {xg=X)

Gi 5243 - 59,4287 _ o 4s08

N aM |

6, ='ﬂe§ = V8,4898 = 2,91 cm

7413
Metoda pomo¥nega znaka u., Zgornjo hibo neposredne

metode odpravimo z metodo pomoZnega znaka v. Zlahka moremo do-
kazati, da je vartanca +tudi

u? — UYN ;
62 - %? 4 ! &

# N

Pri tem je razem znanih oznak pomo¥ni znak Ue & Xg = X odk | on
individvalnih vrednosti x; od poljubne vrednosti X s U= zlu'=
vsota vseh vrednosti Uss > u? pa vsota kvadratov za pomoZni
znak U; za vse enote v populacijio,

S tem obrazcem fzralunamo varfanco po tehle to¥kah:

a)_glede na osmovne vrednosti X fzberemo pol jubno okrog-
lo vrednost X, hekje med stvarnimi vrednostmi, s Temer zman]-
famo vrednosti za pomo¥ni znak u;

b) tzra¥unamo posamezne odklene Ug = Xp = X Dobljene

o
vrednost i Ve kvadriramo: u?i
c) poi¥femo.vsobor ¥ 2 U =% vy in vsoto kvadratov §:u$;

~d} dobljent vsoti vmnesemo v obrazec 7.7,




Z metodo pomo¥nega znaka u se fzognemo zamudnemu

kvadriranju in seftevanju ve¥mestnih Ztevil, kar je hiba nepo=-
sredne me+edea i

Ce nf mol najti neke vrednosti, ki bf mogla sluZiti
kot pomoZno fzhodi¥¥e za znak u, vzamemo, da je x = O, V tem
primeru obrazec 7.7 preide v '

i

62= EX,‘?—XZ/N

X N (708)

Pri tem pomenfi: X = 2:“; vsota osnovnih podatkov,
zx? = vsota kvadratov osnovnih podatkdv, N = Etevilb enot v
populacijio ‘

Ta obrazec je primeren za izralunavanje varfance po=
sebno v primerih, €e jo rafunanc z rafunskim strojem in kvadri-
ranje nf poseben problemo

T.14

Za primerjavo z neposredno metodo izraluna jmo po me=
tod! pomo¥negs znaka u varfanco za iste podatke. lzralun vari=
ance po metodi pomo¥nega zmaka u je nakazan v tabeli 7.3, lz
pregleda osnovnih vrednosti povzamemo, da je najugodneje, &e
vzamemo, da je Xo = 32 cmo

Tabela 7.3 lzra¥un varfance za premere 7 dreves po metodi
pomoZnega znaka u

: i 2
§ Xg UgSXge=X, UG
1 31 =1 ]
2 27 =5 25
z 35 +3 9
4 32 0 0
5 29 =3 9
6 36 +4 16
g o 32 O )
U= -2 6o=zuf-

e vnesemo dobljene vm sne rezultate v obrazec 7.7, dobimo

=91 -
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g SetUiN T so-tg1t/7

- . = 8,4898
N 7

Dobljeni rezultat se sklada z rezuvltatom, ki smo ga dobili po
neposredni metodf. Ker smo dobili z znatno laZjim postopkom
isti rezultat, metodo pomoZnega znaka v praksi uporabljamo sko-
ro fzklju&noo.

Lol15
lzralun varfacije in standardnega odklona iz frek-

venZnih porazdelitev. Za populacije z velikim ¥tevilom enot mo=-

remo tudi varianco oceniti iz frekven¥ne porazdelitve., Ocena
variance 1z frekven¥ne porazdelitve je po obrazcw

L
62 = N—Lka(xk«- )2 (7.9)
(7

ponderirana aritmetidna sredina kvadratov odklonov sredin raz-
redov Xy od aritmeti&ne sredine X. Pri tem so frekvence ustrez-
nih razredov ponderi., Ocena variance po tem obrazcuv je tem
bolj%a, Zim manj37 so razredi, ker frekven¥na porazdelltev z
0Z2]imi razredi verneje kaZe sliko vseh vrednosti v populaciji.
lz istih razlogov kot pri negrupiranih podatkih pa je izraZuna-
vanje varfance po osnovnem obrazcu 7.9 zamudno in neprikladno,
Zato ga v splo¥nem v praksi ne vporabljamo. Pa¥ pa v praksi
uporabljamo za frekven¥ne porazdelitve, ki imajo enake razrede,
dve metodf: metodo pomo¥nega znaka u in metodo kumulativ., Pri
obeh raz¥irimo naZfelf, ki smo ju uporabfili Ze pri fzrafunavanju

aritmetiZnessredine iz frekven&nth porazdelitev,

7,16
Metoda pomoZnega znaka v. PomoZni znak v, ki je z

osnovnim znakom x v zvezf{
s SRR g X = Xo+ Ly (7.10)

smo uporabili Z%e pri izralunavanju aritmetilne sredine iz
frekven&nih porazdelitev. Sredine razredov v frekven¥nt poraz-
delitvi za znak v 50 oco0 =3, =2, =1, O, +1, +2, +3 ..., ipri
Zemer velja vrednost O za razred, za katerega je sredina raz-

reda xoo

=90~



; Po metodt pomoZnega znaka u fzralunamo varianco po
naslednjem postopku.

3} V frekven®ni porazdelitvi upeljemo pomoZni znak u
cee =3 =2 =1 O +1 42 43 +.03

b) frekvence f, pomnofimo z ustreznimi vrednostmi U e Tako
dobimo produkte fkuk;

c) dobljene produkte f v, ponOVnOonmnoilmo z ustreznimi
vrednostmi Uy s da dobimo vrednos+f.fkuk;
d) izratunamé vsoti 3 f v = U Inz:fkui;
e) dobljene fzraze vnesemo v obrazce

K= Stut- UN , 6% i2KN _ (7.11)

in dobimo varianco.

Fadid

lzragunavanje variance po metodi pomoZnega znaka po-
nazorimo na frekvenni porazdelitvi premerov v Cistem smreko-
vem sestoju A na Pokljuki Tz tabele 3.4. lzralun je prikazan
v tabeli 7.4.

Tabela 7.4 lzraun variance in standardnega odklona po metodi
pomo¥nega znaka u za premere dreves v Cistem smre-
kovem sestoju A na Pokljukf

Premer ; § U fu fug
15 cm - 19 cm 4 -4 -16 64
20 cm - 24 cm 6 -3 -18 54
25 cm - 29 cm 55 -2 -110 220
30 cm - 34 cm 118 -1 -118 118
35 cm - 39 cm 112 0 0 0
40 cm - 44 cm 109 +1 +109 109
45 ¢cm - 49 cm 61 +2 +122 244
50 cm - 54 cm 28 +3 +84 252
55 ¢m - 59 cm 9 +4 +36 144
60 cm - 61_cm i +5 +25 125
N=507 = U=3fu=+114 1330 =Y fu>

-03 =



Ce dobljene podatke vnesemo v obrazca 7.9, dobimo:

K =3 fu? - UZ/N = 1330 -(+114)2/507 = 1304,3669

62 = 12.k/N = 52,1304,3669/507 = 64,3178

ocena standardnega odklona pa je
- i
§ = 'Vs = /64,3178 = 8,02 cm

7.18
Metoda kumulativ. Poﬁobno kot aritmeti&no sredino
moremo tudi varfamco fzraZunati z metodo kumulativ. Po metodt

kumulativ izrafunaswo varfanco tako, da:

a) lz frekvenc f v frekvenZmni porazdelitvi fzraZunamo
enako kot pri izra¥unavenju aritmeti¥ne sredine prvo kumula-
tivo F,

b} Za Vzra¥un variance pa potrebujemo ¥e drugo kumulativ=-
no vrsto frekvenc FF. To dobimo fz prve kumulatfvne vrste frek-
venc F, e postopek kumulativnega se¥tevanja ponovimo na prvi
kumulativni vrstt frekvenc F.

c) Zadnji &len (pod &rto) v prvi kumulativni vrsti je enak
obsegu populacije N, zadnjt €len v drugi kumulatfvni vrsti (pdd
érto) je koli&ina A, vsota Elenov 1tz druge kumulativne vrste FF
(brez zadnjega ¥lena pod &rto) pa je kolfi¥ina B,

d) |z dobljenih podatkov dobimo varfanco po obrazcih:

K= 2B+A-AYN; 6 =P KN | 17.12)

7.19

Prednosti postopka kumulativ najlep¥e ponazorimo na
primeru. Zaradi kontrole vzemimo fs+i primer kot pri postopku
pomoZnega znaka u. ,

Dobl jene pomoZne rezultate iz tabele 7.5 vnesimo v

obrazee 7.10.

‘K= 2.8 + A = A2/N = 2.5222 + 2421 - 24212/507 = 1304,3669

82 = 12.k/N = 52.1304,3669/507 = 64,3178

X

2 ;
x = i’ﬁx = Y64,3178 = 8,02 cm

i

6




Tabela 7.5 lzralun variance za premere v &istem smrekovem
sestoju A na Pokljuki 1z tabele 3.4

Premer v cm | - i AV Y ot FF:
18 =19 4 0 \
20 - 24 6 4 0
25 - 29 55 10 4
30 - 34 118 65 14
35 - 39 112 183 79 | 4414479, ..41426+1919=
40 - 44 - 109 295 262 > = 5222 = B
45 - 49 61 404 557
50 - 54 28 465 961
55 = 59 9 493 1426
60 = 64 5 502 1919 /
507 2491
N A

Rezultat je skladen z rezvltatom, ki smo ga dobilf
po metodi pomoZnega znaka u. Primerjava obeh metod pa govori v
prid metode kumulativ, ker odpade za fzraZunavanje pomoZnih ko-
1$€in vsako mnoZenje. Razen tega pa dobimo kot postranski re=-
zultat %e kumulativno vrsto frekvenc, ki more slu¥iti za anali-
zo frekven&ne porazdelitve.

7,20 :

Sheppardov popravek. Ker je frekven&na porazdelfitev
le pribliZna slfka vrednosti v populaciji, ki je tem nataninej~-
ga, Eim 02jf so razredi, je tudi varfanca, izra¥unana iz frek-
ven&ne porazdelitve, le ocena varfance, ki jo dobimo, e jo fz~-
refunamo fz individvalnih vrednosti. Za unimodalne, ne prevel
dsimetritne porazdelitve, se pri fzralunavanju aritmeticne sre-
dine iz frekvenZnih porezdéll+ey u€inek grupiranjs v razrede v
vsotf Tzravma., Pri izraunavanju variance iz frekven&nih poraz-
deljtev pa dobimo sistemati¥no preveliko oceno. U¥inek grupira-
nja je odvisen od 3irine razredov in znala 72/12a Oceno varfan=
ce za unimodalne, ne preve? asimetriéne porazdelitve, izraluna=-
no po prejinjih postopkih, popravimo tako, da jo zmanj%amo za
popravani ¥len 12/12. Tako dobimo obrazec

e



6, = 62 - 212 | (7.13)

pop

Ta popravek imenujemo Sheppardov popravek.

Cisti smrekov sestoj A na Pokljuki szoanUJe pogo]j
za uporabo popravka, ker je porazdelitev unimodalna in se frek-
vence v najniZjih in najvi¥jih razredih pribli%ujejo nt&., Po~-
pravijens varianca je tore]

ﬁ'g’op = 62 - 12/12 = 64,3178 - 52/12 = 62,2345

popravijen’ standardnt odklon pa

© ,’ S = wlEa pank w
op = GPQR = V62,2345 = 7,89 cm

Popravijena varianca je od werfance 63 = 62,3190, k1 je fzra~-
Cunang iz osnovnih, negrupiranth vrednosti, razli&na le za
0,141 %, medtem ko je nepopravljema ocena variance preveliks
za 3,2 %.

7,21

Zveza standardnega odklona z normalno porazdelitvijo.
Vartacijski razmak, kvart+ilni odklon in tudi povprelen absolut=
ni odklon so mere variacije, za katere je pomen in smisel do-

kaj jasen. Navidezno pa je manj jasen standardni odklon, dokler
ga ne obravnavamo v zvezi z lastnostmi nekih frekven&nih poraz-
delitev,

éeprav kasneje obravmnavamo normalno porazdelitev po-
sebej, navedimo nekaj lastnost! normalne porazdelitve v zvezi
s standardnim odklonom. Norma Ina porazdelitevy je ena fzmed o~
snovnih teoreti¥nith porazdeiltev in se v pribliZku pod dolo¥e~-
nimi pogoji pogosto pojavlja tudi v praksf, Vse normalne poraz-
delitve so si med seboj podobmne, med seboj se razlikvjejo samo
po aritmeti¥ni sredini in standardnem odklionu. Vsaka normalna
porazdelitev je dolo¥ena z aritmet+i¥no sredino in standardnim
odklonomo'Ceprav SO posamezne normaine porazdelitve glede na
razliZne aritmetine sredine in standardne odklone razlilne,
velja splo§na zakonftost, da je v razmaku

-6 dow 48 68 27 % all okroglo 2/3 vseh vrednosti;;
v razmaku '

206w



¥ -28 dox + 28 95,45 % ali okroglo 19/20 vseh vred-
nosti in v razmaku

Xx = 36 do x + 36 99,73 % all prakti¥no vse vrednosti v
populacijio,

"Ti odnosi veljajo strogo za normalno porazdelitev,
PribliZno pa veljajo tudi za unimodalne, simetriine in zvona-
$te stvarne pokizdelitve.,

040 f

0,30 // N
0,20 _ \
010 / AN
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Slika 7.2 Frekvence za normalno porazdelitev
v razmakih X X6, x £ 28 in X I 36

Skupna varianca

7.22

Prednost variance pred drugimi merami varfacije je
tudl v tem, da moremo 1z podatkov o delnth populacijah izralu-
nat? skupno varfanco, e poznamo za delne populacije, ki se-
stavljajo skupno populacijo, ¥tevilo enot Nk’ aritmetiéne sre=-
dine Yk in varfance Gi. Te moZnostt nimamo za nobeno drugo
mero varfacije. Ce upoStevamo osnovne obrazce o variamci, mo=-
remo dokazati, da je skupna varianca 62 enaka

2 gl syt n '+ | ;
6; = ﬁgM(xk—x)hmgngf (7.14).

Prvi ¥len v obrazcu je tehtan povprelen kvadratilni
odklon grupnih sredin ?k od skupne aritmeti&ne sredine za celo
populacijo X. Drugt &len pa je tehtana aritmeti&na sredina iz
grupnih variane BE. &

o



7,23

Za primer izrafunajmo skupno varfanco za premere v
borovem sestoju, ki je razdeljen po kakovosti v pet delov. Za
ta sestoj so osnovni podatki dani v tabeli 7.6, V tej tabelfi
je tudi nakazan izralun za skupno variamco.

Tabela 7.6 lzra%un skupne varfance za premere borovege sesto-

ja Tz grupnih podatkov za pet oddelkov 3o
{Vir: R. Fravendorfer: Planung und Durchfihrung
von Stichprobenahmen, Wien, Minchen 1957)

— 2 - - | = = D - =2 2
De' Nk xk Gk kak xk-x (Xk-Xl Nkixk""'X‘) Nk Gk

| 64 130,19 (16,65 1932,16 |+8,65| 74,8225 4788,6400|1065, 60
Il | 572 |24,20(12,5013842,40|+2,66| 7,0756 4047,2432|7150,00
111 324 (19,35(10,45 6269,40(-2,19| 4,7961| 1553,9364 |3385,80
IV | 192 (16,63 (10,26 3192,96 |-4,91| 24,1081| 4628,7552(1969,92
vV | 50/13,00| 7,04 650,00|-8,54|72,9316| 3646,5800| 352,00

1202 25886,92 18665,1548 13923, 32
W ey 0
N SN X 2Ny (x) =x} ZNka
N, X ' i
s o 2 K"k _25886,92 _ 5, g4
N 1202
S i e 1 2 _ 18665,1548 . 13923,32
6, = =5N (X, =-x)° + ->N, 67 = 2 + 2 =
S Tt B NSk Tk 1202 1202

= 15,5284 + 11,5835 = 27,1119

7.24

Obrazec 7.14 za izralunavanje skupne variance pa ni
vaZen le, ker moremo z njim iz grupnih podatkov fzradunatt
skupno varianco, temvel predvsem zato, ker moremo z njim skup=
no varianco razdelit+i v dve dela: v varfanco med grupami in v
varianco v grupah. Ker so grupne aritmetiéne sredine fizraz
sploZnih pogojev v grupah, so razlike med grupnimi aritmetilni-
mi sredinami rezultat razlik v pogojih med grupami, torej re-
zultat vpliva faktorjev, po katerem je populacija razdeljena
v grupe. Varianca med aritmeti&nimi sredinami torej meri jakost
faktorja, po katerem je populacija razdeljena v grupe. Od.skup—
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ne varfance 63 = 27,1119 izvires 6R

= 15,5284 varieance §z raz-
11k v kakovosti posameznih delov sestoja. Zato imenujemo ta del
varfance pojasnjens varfanmcao Ce razlike v delovanju faktorjev
po delth ne bi vplivale na premere dreves, bi bile pOVpreEne'
debeline v vseh delth enake, varfancas med grupnimi sredinami

pa ni¥, Obratno pa so grupne variance rezultat vplivov drugih,
tndividvalinih faktorjev, ki vplivajo na premere dreves v posa-
meznih delih, Povpre¥na varfancs 7z varianc v grupah je torej
merilo jakosti itndividualnih nepojasnjenih vplivov v grupah po-

pulacije. Zato imenujemo- to varfamco nepojasnjena variamca, V

skrajnem primeru, da na drevesa razem kakovosti +al ne bi
vplival noben drug spreminjajol faktor, bt biif premeri vseh
dreves v posameznth grupah enaki. V tem primeru bf bile grupne
varfance in povpre¥na varfanca iz njih enaka ni&,

Skupno varianco moremo torej po zgornjem postopku
razdelf+f v del, ki tzvira tz vpliva faktorjev, po katerem smo
populacijo razdelili v grupe, in varfanco, ki je rezultat osta-
Ith individvainth vplivov. Zato moremo obrazec 7.12 pisati ana=
lt+1%no v oblik} '

; o ¢ pe :
62 = G + 6 {7.15)

Skupna varianca 62!9 ki je rezultat faktorjev A in individual-
nth vpifvovy |, je vsota varfance 529 ki fzvira iz faktorja A
in varifance 659 ki fzvira fz vplivov individuainih faktorjev,

Tako moremo za poljuben faktor doloZiti jakost njego-
vega vpliva na prouevani podatek. Populacijo po tem fak+orju
razdelimo v grupe, Tz njih fzradunamo varfanco med grupamf in
varfamnco v grupah fn skiepamo: &im velji del skupne var?ance
odpade na varfanco med grupami, tem veljl je vpliv proufevanega
faktorja na pojav, ki ga proulujemo.

Koltk del skupne variance odpade na varianco med
grupamfi, pa nazorneje prikaZemo v relatfvnem §+evulu, Ee pos+a~
vimo skupno varismco enako 1 in tzrafunano v delih od enote
prispevka vsakega dela variaenmce.

V nefem primerv od skupne variance odpade 15,53/27,11=
= 0,573 alf 57,3 % na vpliv razlik v kakovosti delov. lz tege
sklepamo, da je razmeroma velik del skupne varfance pojasnjeﬁ

z razlikami v kakovosti delove
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1

Relativne mere varfacije

T2

Absolutne mere variacije, ki smo jih obravnavaltl v
prej¥njih odstavkih, so primerljive le v omejenem obsegu. Nemo-
goce je:absolu+nc mere variacije primerjati za raznovrstne po-
jave, Eéprav so ti v vsebinski zvez! in bi bila primerjava va-
r!ab?ln§s+? priporoc¥ljiva. Absolutne mere varfacije pd ne more-
mo primerjati med seboj dostikrat niti zs istovrstne pojave.
Vzemimo za primer debeline dreves. Razlika 3 cm v debelint
dveh dreves je za debla, katerih povpreen premer je 10 cm,
zelo velika (30 %), medtem ko je za debla, katerih povpreZna
debelina je 60 cm, Tsta razlika 3 cm komaj 5 %, torej znatno
manj-pomembna. Enako velike absolutne razlike so relativno bolj
ali manj pomembne. Absolutne mere variacije so torej primerlji-
ve le za istovrstne pojave s pribli¥no enakimi sredinami. Zato
pri analiziranju pojavov dosttkrat uporabljamo relativne mere
varfacije. Te dobimo, &e primerjamo absolutno mero variacije
z ustrezno srednjo vrednostjo.

Variacijski razmak najpogosteje primerjamo kar s sre=-
dino med najmanj%o in najvedjo vrednostjo

max xrnin)

Xmax + Xmin

fa R A N 2(x (7.16)

X

X
kvartiini odklon z mediano all aritmeti&no sredino med obema
kvartil oma

Q . Q-0

Me ' Q3+ 0

{7370
Me

povprelen absoluten odklon pa alt z aritmeti&no sredino ali pa
z mediano |

Aq/M AD, /Me (7.18)

odvisno od tega, katera srednja vrednost je osnova za povpre&en
absolutni odklon. i

Ker pa je standardni odklon najsolidnej¥%a mera varfa-
cije, je tudi relativna mera varfacije, ki ims za osmovo stan-
dardni odklon, najpomembnej¥a. Ta koeficient, ki ga imenujemo
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koeficient varfacije, je razmerje med standerdnim odklionom, s

s katerim merimo jakost individvalnih vpiivov in aritmeticno
sredino, ki je odvisna od splo3nih vplivov. Koeficient vartaci-
je KV® je razmerje standardnega odklona in aritmetiZne sredine

' S A .
Kve = 5 : {7.19)

pogosto pa ga izraZamo v odstotkih
Kv% = 100 £ (7.20}
S koeficientom variacije odstranimo vpliv razli&ne
ravni za primer jame pojave. Razen tega pa je KV neimenovano
Stevilo, zato z njim raz¥irimo podro€je primerljivosti in ana-
lize vartabtinosti na populectije z razli&nimi srednjimi vred-

nostmi in na raznovrstne populacije.

7026

Vzemimo za primer borov sestoj, ki je po kakovosti
‘tal razdeljen v pet oddelkov 1, 11, Ill, IV, V. Oddelek | je
- najbolj¥f, drugi pa so po rangv vedno slabZ%e kakovosti, do naj-
slab¥ega oddelks V., V tabeli 7.6 so po vrsti vneSeni podatki o
povpre¥nih premerih v prsni vi¥inf X, o standardnih odklonfth
premerov 6 1in koeficient] varfacije KV % za vseh pet delov.

Tabela 7.6 Pregled o variabilnosti premerov v prsaf viZini za
borov sestoj, razdeljen v pet delov |I=V po kakovo=-
sti{ tal (po podatkth R, Frauendorfer: Planung und
DurchfUhrung von Stichprobenahmen, Wien-Minchen 1957)

Parameter D e !
| I (1 IV v
Povpre¥en premer X cm 30,19 24,20 19,35 16,63 13,00
Standsrdnt odklon 6 cm 4,08 3,54 3,23 2,80 (0 .65
Koeficient variacije KV & 13,5 14,6 16,7 20,5 20,4

Anallza podatkov v tabeli 7.6 pokaZe zanimivo sliko,
Ce analiziramo standardni odklon po oddelkih, opazimo, da se s
slab%anjem kakovosti tal manjZ%a tudi standardni odklon. To pa
je navidezno v protislovju s prifakovanjem. Bolj%f deli sesto=-
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ja imajo verjetno bolj urejene in s tem tudi enotnej¥e pogoje
rasti kot slab¥i deli sestoja. Ce pa standardne odklone primer =

jamo s povpreZfnimi premeri, spoznamo, da je standardni odklon

6, = 2,65 cm za najslab¥i del sestojs zagotovo pomembnej¥i kot
absolutno vefji standardni odklon 6| = 4,08 cm za najbolj¥i del
gozda, ker se prvi nana%s na del gozda z majhnim povprednim pre=
mcrom; medtem ko so drevesa v najbolj kakovostnem delu v povpreX-
ju ve& kot enkrat debelej%a. Pravilno sliko dajo v tem primeru
edino relativne mere variacije., Resni¥no poka¥ejo koeficienti
varfacije, ki so izra¥unani v tretji vrsti tabele, ravno obrat-
no oziroma pravilno sliko. Medtem ko je koeficlient varfacije za
najbolj%i del najmanj¥f, se ve¥ajo s padanjem v kakovosti +tal
posameznih delov. '
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8 KORELACIJA

8.1

Do sedaj smo proufevali le posamezne znake populaci]
in brez zveze z drugimi znakf. Z izoliranim opazovanjem in pro-=
u¥evanjem enega samega znaka prodremo dosti globoko v znalilno-
sti populacij. Vendar se pri tem ne dotaknemo va¥nega svojstva
pojavov, to je medsebojne odvisnostio. Ze prit be ¥nem razmis|ja-
nju spoznamo, da so posamezne znalilnosti pojavov odvisne ad
niza faktorjev, ki vplivajo nanj. Tako je volumen drevesa od-
visen od starosti, vrste drevja, lege kraja, kjer drevo raste
itde Prirastek volumna v enem letu je odvisen od starosti dre-
vesa, drevesne vrste, povpreZne letne temperature, mrnoZine pa-
davin 1+d. Enako opazimo, da je tudi specifiina teZa lesa od-
viswa od niza faktorjev, ki vplivajo na drevo itd.

8.2 ‘ ? v
Funkcijske odvisnosti. Pri funkcijskih odvisnostih

vsaki vrednosti neodvisne spremenljivke ustreza ena ali nekaj
toZno doloenih vrednosti za odvisno spremenljivko. Funkcijsko

zvezo med x in y fzraZamo s simbolom
4 379 el ) {8,1)

kar pomeni, da je odvisna spremenljivka y funkcije odvisne
spremenljivke x. Pri tem z f na splo¥no naznalimo pravilo o
funkcijski zvezi med x in y.

Tako je na primer z enaibo

vl T +;3x+ x? (8.2)

dano pravilo, s katerim moremo k vsak! vrednosti x poiskati
ustrezno vrednost y.

Funkcijsko odvisnost med dvema spremenlijivkama more-
mo podati tudi s tabelo, v katerf so vpisani parf ustreznih po-
sameznih vrednosti za x In y. Tako imamo za zgornji primer v
tabeli 8.1 dane dvojicc'vrednés+l x in y za nekaj pozitivnih,
celih vrednosti“za x.

Tabela 8.1 Tabels funkc!]e y =.2 + 3x + x2

R Y 2 3 - . 6
g il @ LR S 30 AR TB6
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Seveda s tabelo dvojic vrednosti ne moremo vselej'izﬁrpa+t vseh
moZnih vrednosti za neodvisno spremenljivko.

Pravilo o odvisnosti y od x pa moremo dati tudi gra=
fi&no. V pravokotnem koordinatnem sistemu s toXkami oziroma s
krivuljami prikaZemo pravilo, po katerem najdemo vredrostim ne-
odvisne spremenljivke x ustrezne vrednostf y. Za zgornji primer
je funkcija dana v sifki 8.1,

\\ ' 1o /;
N )

b e i e ey R TRl B (SR (R B o S e
X

Sitka 8.1 Sifka funkeije y =2 + 3x + x2

Korelacijske odvisnostf

8.3

Pri opazovanju mnoZi&nih pojavov pa odvisnost v no-
benem primeru ni funkecfijska., Volumen danega drevesa je vseka-
kor odvisen od starosti, vendar ta odvisnost ni funkctjska. Za
drevesa iste starosti je volumen po pravilu razliden, kar ni v
skladu s funkcijsko odvisnostjo. Razlog za to je v tem, da na
volumen ne vpliva samo starast, temve& niz drugih, individual-
nih vplivov, Zato je volumen enako starih dreves razli¥en. Ce-
prav v splo¥nem priZakujemo, da ima starej%e drevo velji volu-
men, more zaradi individualnih vplivov imet+t v posameznem pri-
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meru starej%e drevo tudi manj3i volumen kot mlaj8e., V splo¥nem

pa Je volumen velji, &im starejSe je drevo. lz tega zaklju&imo
naslednje, Zaradi individualnih vplivov, ki vplivajo na vsak

pojav, v naravi ne zasledimo funkcijskih odvisnosti, kljub te-
mu pa so pojavl med seboj odvisni., Te vrste odvisnosti imenuje-
mo, za razliko od funkcijskih, korelacijske odvisnosti. Zakoni-

tost korelacijske odvisnosti ne velja v vsakem posameznem pri-=-
meruv, temve¥ na splo3no v mnoZfici pojavov. Zato odkrijemo ko=~
relacijske odvisnosti med pojavi le z mnoZi&nim proudevanjem

pojavove.

8.4
Vzrolne in €iste korelacijske odvisnosti. Pri prou-

fevanju odvisnosti volumna posameznih dreves od starosti opa-
zimo, da starost vpliva na volumen, ne pa obratno. V tem smi~-
slu vsebinsko tudi delimo znake na faktorfalne in rezultativne.
Vseiej,'ko je od dveh odvisnih pojavov eden faktor, drugi pa re-
zultat, govorimo o vzro&nih korelacijskih odvisnostih, Takih

primerov proufevanja imamo najvel. Prirastek je vzro&no pove-
zan s koli&ino padavin in povprelno temperaturo, vi¥ina dreve-
sa s starostjo ftd.

Imamo pa tudi korelact jske odvisnosti in zveze, ki
niso vzro¥ne. Ce nepr. opazujemo pri posameznih drevesih debe-
|ino skorje na severni in juZni strani drevesa, spoznamo, da
sta debelini skorje v razli&nih smereh v korelacijski zvezi
oziroma odvisnosti. Venmdar ta odvisnost ni vzroéna. Ne moremo
namreé trditi, da debelina skorje na juZni strani vplive na de-
belino skorje drevesa na severni strani, nitf obratno. Kijuﬁ
temu pa sta debelini skorje v nazna&enih smereh v odvisnosti.
'To pa zato, ker na debelino skorje na ju¥ni in severni strani
vplivajo pri istem drevesu isti faktorji. Rezultat teh faktor-
jev je posredna odvisnost skorje na severni in juZni strani. V
takih primerih govorimo o &istih korelacijskih odvisnostih in

zvezah.
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Prikazovanje korelacijskih odvisnosti

8.5
Tabela parov vrednosti. Najenostavne 31 in najobilaj=-

nejSi prikaz korelacijske odvisnosti med dvema pojavom» je tabe-
la parov vrednosti za znaka x in y za posamezne enote v popula-
cijio

Tako tmamo v tabelt 8.2 podatke o premerih (x) in
povpre¥ni debelin? skorje (y) v smeri sever-jug za dvajset
dreves marilandske topole z Otoka.

Tabela 8.2 Premeri in povpre¥na debelina skorje v smeri sever-
jug za dvajset dreves marilandske topole z Otoka

Fap.Etevidrevess ]} 2°°3 4 8 6'7"8 .9 %10 11 31813 14

premer v cm: X, 40 41 45 49 47 49 49 54 52 53 52 55 56 58
deb.skorje v mm: y;|18 20 26 22 26 22 272529 32 21 28:29°30

Zap.Stev.drevesa | 15 16 17 18 19 20

premer v cm: X, 63 60 62 69 74 76
deb.skorje v mm: yd 36 26 28 32 34 38

lz zgornjth podatkov opazimo, da se v sploSnem debe-
lina skorje ve¥a, &im veljt je premer drevesa. V individualnih
primerih pa ta zakonftost ne pride vselej do izraza. Tako ima
nepre tretje drevo premer 45 cm, debelino skorje pa 26 mm, e~
trto drevo pa ima velji premer (49 cm), debelina skorje pa je
manj3a (22 mm).,

8.6
Korelacijski graffkon. Zgornje podatke grafilno pri-

kaZemo v korelacijskem grafikonu v pravokotnem koordinatnem
sistemu tako, da par podatkov za vsako drevo ponazorimo s tol-
ko v pravokotnem koordinatnem sistemu, v katerem je premer dre-
vesa (x;) abscisa, povprena debelina skorje (yil pa ordinata,
Iz gostitve tofk v korelacijskem grafikonu nazorno
vidimo, da velja splo¥na teZnja, da se povpre&na debelina skor-
je ve¥a, %e se ve¥a premer drevesa. V splo¥nem so ordinate tolk
vedno velje, &im ve¥je so abscise. V individuvalnih primerih pa
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opazimo vel odstopanj od tega pravila.
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Slika 8.2 Korelactjski gréflkon odvisnosti med
premerom in povpre&no debelino skorje
za marilandsko topolo z Otoka

Zaradi splo¥ne problematike je v sliki 8.3 narfisan
fe korelacijski grafikon, ki kaZe odvisnost volumna od premera
za 50 modelnih smrekovwih dreves sestoja na Pokljukio.
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Slika 8.3 Korelacijski grafikon med premerom in
volumnom za 50 modelnih smrekovih dreves
poskusnega sestoja na Pokljuki

8.7

Korelacijska tabela. Pri proufevanju enecga Samega

znska da frekven¥na porazdelitewv pregledno sliko o variiranju
proulevanega znaka. Enako da kombinaci{jska tabela med korelira-
nima znakoma pregledno sliko o korelacijski odvisnosti za veli-
ke populacije. Ta tabela, ki jo tmenujemo korelacijska tabela,

ima vse prednost! in hibe frekven¥nih porazdelitev, ker je v
stvari frekvenna porazdelitev po dveh znakih hkrati. Korela-
cijska tabela je pregledna in slu%i kot osnova za numeri&no
.prouEevanje korelacijskih odvisnosti, je pa nenatanina in 1o
tem bolj, €im ¥ir¥i so razredi bodisf po znaku x ali y. Enako
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kot pri frekven¥nf porazdelfitvi, je tudi prt korelacijski tabe-
{f v vsakem posameznem primeru problem z fzbiro Sirine razre-
dov za znak x oziroms y. Ta ne sme biti nitf! premajhna (tabela
nepregledna), nt+i prevelikea (zakonitosti ne pridejo do izrazal

Tabela 8.3 Korelacijska tabela med ¥irino branike in specifil=-
no tefo za zeleno duglazijo :
(Vir: Katedre za tehnologijo lese FAGV)

TeZa Sirina branfke v_mm &5
Ko/ m 1,0 2,1_3,0 4,d5,d6,d7,d8,d 9,0 s
0,9-1.9L2 930l ok5 ol6 ok7 9k8,9k9)9

600-619 1 1
580-599 Fideg b gty by 16
560-578 16 16 20 47y 45
540-559 7 98 ieg ud3 A3 : 94
500-539 13 29 5% 37095 6 165
500-519 93 48 60 1% S&. .11 9279
480-499 $o 47 8O 94 B 40 TS 381
460-479 10 85 110 77 89 52 19 10 1 453
440-459 13 60 100 103 /99 ‘83 '54 17 .2 1| ‘531
420-439 8 21 64102 101 84 59 34 10 1| 484
400-419 SRS T I e e SO Vs
380-399 s YR ee 9 5800 e Vs ey
360-379 7. g i YR e ae gy i g ] el
340-359 4 3N e g gl Wy 71
320-339 1 1 3 2 7
Skupno 105 360 540 636 644 483 337 182 69 20 | 3376

Za primer je v tabell 8,3 prikazana korelacijska te-
bela o odvisnosti specifi¥ne te¥e za zeleno duglazijo od ¥iri=-
ne branike za N = 3376 merftev.,

Frekvenca 1 v razredu 600-619 kg/m3 in 4,0-4,9 mm
za %irino branike pomenil, da je v skupnem en primer, da je spe-
cifi¥na te¥a enaka od 600 kg/m> do pod 620 kg/m°, ¥irine brant-
ke za ta pr!mef'pa 4,0 mm do pod 5,0 mm. Analogen pomen imajo
tudi druge frekvence. Korelactjska tabela je zelo podobns ko=
relacijskemv grafikonu, le da imamo namesto tofk s tonimi ko=
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ordinatami Ztevilo enot v posameznih poljih.

8.8

Znakilnosti korelecijskih odvisnosti. S primerjavo
obeh korelacijskih graftkomov in korelacijske tabele napravimo
pomembne zak!jufke o korelacijskih odvisnostih.

V obeh primerih se ordinate v meglici to¥k, ki po-

nazarjs jo podatke za posamezno drevo, veZajo, e se velajo ab-
scise. V obeh primerih govorimo zato o pozitivni korelacijski
povezanosti, ker se en podatek vela, e se vela drugf. V splos-
nem se vefa debelina skorje, %ec se vela premer. Podobno je z
volumnom. Niso pa vse korelacijske odvisnosti pozitivne, Pri
proucevanju specifine tefe v odvisnosti od ¥irine branike na=-
letimo na primer na negativno korelactjsko odvisnost, ker se
specifina te?a v splo¥nem manj¥a, ¥e se ¥irina branike veZa.

V primeruv odvisnosti debeline skorje od premera o-
pazimo, da se tofke goste v meki dolofeni smerf, kit bi bila za
ta primer verjetno premica. V takih primerih govorimo o line~
arnih odvisnostih, za razliko od primerov, kakrZen je primer
odvisnosti volumna od premera, v katerem smer povezanosti ni
premica, temvel krivulja. V takih primerih govorimo o krivulj-
Enfh odvisnostih,

Pri odvisnosti debeline skorje od premera je smer

odvisnosti man] izrazita kot pri odvisnosti volumna od preme-
rove Ce prou¥imo vzroke velje ali manj%e fzrazitosti smerfi od-
visnostt, spoznamo, da jg vzrok temu ve¥ja ali manj¥a jakost
individualnih vplivov. V skrajnem primerv, e individualnih
vplivov ne bf bilo, bt bila odvisnost funkcijska. Vse toke bl
v tem primeruv leZale na neki krivulji, ki bi podajals funkcijsko
odvisnost znaka y od x. Ker v vsakem primerv individualnt vpli-
vi v mnoZi&nih pojavih obstajajo, se tofke od idealne smert
oziroma krivulje, ki nakazuvje, kak¥na bt bfla zveza med x in y,
e individvalnih vplivov ne bi bilo, odklanjajo navzgor in
navzdol. Ti odkloni so tem manj¥t in smer tem fzrazitej%a, &im
manj¥i so fndividualnt vplivi. Odklont so pa tem ve¥ji oziroma
smer tem bolj zabrisana, &im ve€ji so individuvalnt vplivi. lde-
alno kriveljo, ki pokaZe, kak¥na bi bila zveza med proulevani-
ma pojavoma, e bi nanju ne delovall individvaln! vplivi, ime-
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nujemo régres!jsko krivulio.

Pojava pa sta tem bolj odvisna, €im manj¥f so indi=-
vidvalni vplivi ozfroma &im izrazitej%a je smer odvisnosti, V
splo¥nem je stopnja odvisnosti ve¥ja ali manj%a. Najvelja je v
ekstremnem primeru pri funkcijski odvisnosti, najmanj%a pa je

v primeru, e pojava nista odvisna in v meglict tolk nl mogole
zalrtati dolo¥ene smeri.,

Probiem proufevanja korelacijskih odvisnosti sestoji
v glavnem v tem, da za proufevane pojave poiSemo regresijsko
krivuljo Tn tzralunamo koeficient stopnje odvisnosti,

Na splo3no pa nimamo ene same regresftjske krivulje,
temvel dve, Pri Zistih korelacijskih odvisnostih moremo namred
proufevati, kako je y odvisen od x ali obratno kako je x odvi-
sen od y. Tako pri proufevanju korelacijske povezanosti med
premerom in debelino lubja T3%emo regresijske krivulje, ki po-
kaYejo, kako je debelina lubja odvisna od premera ali obratno,
kako je premer dreves odvisen od. debeline lubja.

Doiofanje regresijiskih krivulj

8,9
Prostoroina metoda. Najenostavnej¥i na&in za dolofa~-

nje regresijskih krivulj je prostoro¥na metoda. Po te] metodi
glede na polo¥aj meglice tofk v korelacijskem grafikonu prosto=
rono vrifemo krivuljo, ki poteka med tolkami tako, da se tof-
kam Eim bol je prilega. Ta nadin je sicer subjektiven, ima pa to
dobro lastnost, da je hiter in enostaven. Zato ga obiZajno upo-
rabljamo pri analizah odvisnosti, da z njim ugotovimo tip kri=-
vulje ali druge lastnosti regresijskih krivulj, ki so vaZne za
analiti&no prou¥evanje regresije,

8,10
Metoda sredin. Ce simboliko za funkcijske odvisnosti

prenesemo na korelacijske odvisnosti, z enalbo
¥ s flx,4) {8.3)

nazna¥imo, da je y odvisen od x in individualnih vplivov, kate=

re izrazimo z enotnim simbolom I.
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lzka¥e se, da Je za prakti¥no prouevanje koristna
predpostavka, da sta rezultat vpliva x in rezultat vpliva indi-
vidualnih faktorjev na y v aditivni zvezl

S TG y = f(x) + e(l) )i (8.43{

UZinek fndividualnih vplivov je bodisf pozitiven alf
nega+iven tn predpos+av1jamo; da se v povprelju, &e Ze ne unili,
vsaj omilt, Ce za dano vrednos+ X, tzratunamo iz vseh vredno=~
st! y, ki tej vrednostt ustrezajo, povpre&je, dobimo

Vo = fx) +e(T) = f(x) (8.5)

Ker je povprelje za f(xk), e ga fzraZunamo pri stalnem Xy
konstanta, je povprelje ?T;;T = flx, ). To.pa je ordinata f(x, )
na regresijski krivulji za vrednost X o Ker je povprelje iz
uéinka individvalnih vplivov po predpostavk! enako nf¥
/e(I)=0/, zak!ju¥imo, da dobimo ordineto regresijske krivulje
za vrednost x, , &e Tzrafunamo povpreZje iz vrednosti y za vse
enote, ki imajo isto vrednost X o Ce izrakunamo povpredje Vk
za razliZne vrednosti Xy s dobimo nfz tolk (?k, ?k}’ ki leZe na
ozfroma v bli%ini regresijske krivulje. Ce zve¥emo te to¥ke
sredin, dobimo lomljeno ¥rto, ki nazorno pokaZe odvisnost 9 od
x in jo smatramo za regresijsko ¥rto.

8,11

lz korelacijske tabele 8.3 o odvisnosti specifi¥ne
teZe od Zirine brantke moremo Tzrafunat! vrsto povpre&nih spe-
cifiZnih teZ za posamezne gruﬁe brantke po 1 mm., Tako dobimo
naslednjo vrsto sredin: (Glej tabelo na naslednji strani.)

Ti podatkt so narisani v grafikonu v sl. 8.4, |z
slike sredin je nazorno razvidno, da je regresija krivulj&na,
ker se z vefanjem Zirine branfke specifi&na te%a najprej dvig-
ne, nato pa v krivulji polagoma pade in sicer se spremembe v
specifi¥ni teZi manjSajo, &im ¥ir%a je branika.
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Tabela 8.4 PovpreXna specifi&na tefa pri razlilnih Zirfnah
branike za les zelene duglazije.

Stirina branfke v mm ;:vsrﬁg7:3+ew
Sredina ik
Razred razreda Yk
XKk
0,0-0,9 0,5 475
1,0-1,9 },5 484
2,0-2,9 245 478
3,0-3,9 3.5 468
4,0=4,9 4,5 454
5,0=-5,9 S5 o 428
6,0=6,9 6,5 414
7,0-7,9 &y 4Q7
8,0-8,9 8,5 394
9,0-9,9 9,5 392
kg/m?
500
£90
480 s
470 SN
460
450 \
$40
S 430
%20 o~
g 410 :
8 10 .
S 390 :
& 1300
DT A T e e R R e D e O I A s e

1
0 1 2 3 4 5 6 7 8 9 10
Sirina branike mm

Siika 8,4 Regresijska ¥rta grupnih sredin za spe-
cifi¥no te¥o lesa za zeleno duglazijo v
odvisnostf od ¥irine branike
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8,12

Ce imamo individualne podatke, ustreza posamezni
vrednosti X3 ena ali par vrednosti za y. Zato za posamezne
vrednosti x ne moremo fzralunati! aritmetilne sredine za yo V¥
tem primeru si pomagamo tako, da zgrupiramo enote po znaku x
v razrede in fzra¥unamo zs posamezne grupe povprcE}a_?k in ?ko
Kot tofke na regresijskl krivulji vzememo tofke s koordinata-
mt (?k, ?k). Grupe ne smejo biti nit? preob¥irne (regresijska
krivulja tzravnana) niti premalo zasedene (u¥inek individual-
nih vplivov se ne odstranti).

Ce je Etevilo enot v populaciji majhﬁo, dobfmo po
zgornjem postopku malo grup ozirome malo to¥k na regresfjski
Ertie

Tako v na¥em primeruv o odvisnosti debeline skorje od
premera iz tabele 8.2 dobimo samo dve grupn! sredini, ¥e vza-
memo v vsako grupo po deset dreves., V takih primerfh sf poma-
gamo z drseimi sredinamf,

Ce uredimo drevesa po velikosti premerov v ranZirno
vrsto, dobimo enajst grup po deset dreves, ¥e vzamemo vanje
enote od 1 do 10, od 2 do 11, od 3 do 12 1+d. do zadnje od 11
do 20, Tako dobimo namesto dveh loZenih grup 1% grup, ki se si=-
cer med seBoj prekrivajo, dajo pa osnovo za izralun enajstih
tofk, ki so na ali v bli%inf regresfjske ¥rte. V tabeli 8.5 je
za ta primer nakazano, kako tzrafunamo vrs+i drsedih sredin za
premer ip debelino skorje.

Vsoto za prvih deset enot dobimo s seftevanjem prvih
desetih podatkov n.pr. za premer: 511=40+41+45+...+52+53 = 477.

Vsoto podatkov od druge do enajste enote ni treba
rafunati direktno. Ker poznamo vsoto prvih desetih podatkov,
dobimo naslednjo vsoto, ¥e enajsti podatek pri¥tejemo in prvf
podatek od¥tejemo od prve vsote: Torej S1o = 477 + 54 - 40 =
= 491, Se enostavneje pa je, da prvi vsoti pri¥tejemo razliko
med enajstim in prvim podatkom: 477 + (+14) = 491. lz te vsote
dobimo na podoben nalin Sy3s Sq4 T1d. do konca vrste. Ce doblje~
ne drsefe vsote po deset podatkov za premer in debeline skorje
delimo z deset, dobimo enajst-¥lensko vrsto koordinat za sredfi=-

ne -X_k in vko
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Tabela 8.5 lzralun koordinat za regrest jsko &rto drseZih sre-
din za odvisnost debeline skorje od premera drevesa

Ry o Y
1 40 18
2 41 5 20
3 45 26
4 47 26
brs 49 22
6 49 22
7 49 27
8 52 21
9 52 b 29 S
11 54 40 +14 477 47,7 25 18 ° +7 243 0D4,3
12 859 41 +14 491 49,1 28 20 #8250 25,0
13 56 45, 411 505 50,5 29 26 +3 258 05.8
14 58 47 #11 516 51,6 30 26 +4 261 26,1
15 60 49 411 DRI 2857 26 22 +4 265 26,5
16 62 49 +13 538 53,8 28 22 +6. 269 26,9
1.7 63 49 +14 551 55,1 36 a7 902718 2735
18 69 59 1% 565: 5645 32 21 +11 284 28,4
19 74 50 . +922 582 58,2 34 29 +5 95 1 29,5
20 76 53 +23 604 60,4 38 32 +6 o0 30,0
627 62,7 306 30,6
> @
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s—o #x”z/
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S / °
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premer cm

Slika 80,5 Regrestjska &rta drselih sredin za  odvisnost de=-
beline skorje od premera dreves
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Doblijene drsefe sredine so vne¥ene v korzlacijski grafi-
kon, Slfka 8.5 pokaZe, kako sta premer in debelina skorje pozi-
tivno odvisna in da je regresija precej linearna.

8,13 5
Analiti¥na metoda za doloXanje regresijskih krivulj.

Teoretino najustreznej¥a je za regresijsko analizo analiti¥é~
na metoda, pri kateri poi¥Zemo regresijsko krivuljo po metodi
najmanj¥ih kvadratov. Po tej metod! po predhodni analizi podat-
kov doloZimo najprej tip in analiti¥no obliko funkcije

Plagi 8. )y = f(xa,b,c...) el

ki glede na stvarne podatke ustreza kot regresijska funkef ja.

8oboeCooo vV Obrazcu so parametrfi, ki dolo¥ajo konkretno
funkcijo danegs tipa. Po me+adi najmanj3th kvadratov je fzmed
vseh moZnih funkctj fzbranega tipa regresfijska funkcija tista,
za katero so vrednosti parametrov take, da zado%Z¥ejo pogoju,
da je vsota kvadratov odklonov stvarnih vrednosti za y od 2
ustreznih vrednosti y' najmanj¥a

Sty-y)%= 3S[y-f(xabec.. )= Flabec...) = min (8.7)

Po znanih pravilih za dolofanje ckstremov za funkcije veld spre-
menljivk je izraz f2z 8,7 najmanj¥i, %e parametri zado¥fajo po=-
goju, da so parcialni odvodi po posameznih parametrih enaki O,

aF{aabc..,) Lo aF{a,gbc..-): s éf@%L-_L =0 /. - 4858)
a c

Tako dobimo toliko ena¥b, kolikor parametrov ima regre-
sfijska funkclja. lz zgornjega sistema enaZb, ki jih imenujemo

normalne enalbe, tzra¥unamo vrednosti za parametre za dano re-

grestjsko funkcijos.

8.14 /
Mers stopnje odvisnostf. Ce upo¥tevamo obrazce 8.4, 8.6

in 8.7 zaklju¥imo, da je

N,’—z‘(y-y‘J": %z[f(mem_-r(x)]% N’z'em% 85 ig o3
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povprelen kvadratiZen odklon stvarnih vrednosti za y od regre-
sijske krivulje y'" meriflo jakosti individualnih vplivov I, ki
razen znaka x vplivajo na znak y.

Varianco 63 imenujemo nepojasnjeno varianco, ker fz-

vira iz individualinth vplivov, katerih ne poznamo. Nepojasnjensa
varianca je tem manj¥%a, Cim manjsi so individvalnt vplivi ozi-

roma &im velja je stopnja povezanps+i in obratno. Ker je razli-
' 2

ka med skupno varianco za y in nepojasnjeno varfanco 63 - 62,

varianca, ki je pojasnjena z odvisnostjo y od x, kvocient

62

5

87 - 8%

D R Al T g 10
i 2] 6? (8,10}

pove, kolik del od skupne variance je pojasnjen z odvisnostjo

yod x. Koeficient Iix’ k! ga imenujemo determinacijski koefi=

cient, uporabljamo za merflo jakosti odvisnosti znaka y od x.
Cim ve&ja je odvisnost, tem velji je namre& determinacijsktl
koeficient. Pri funkcijsk?! odvisnosti je determinacijski koe-
ficient najveljl in sicer 1, ker Je vss vartabilnost pojasnje-
na z odvisnostjo y od x. Determinacijski koeficient fma vred-
nosti med O do 1. Ce pojava nista odvisna, jé determinact jski
koeficient O, in je tem ve&ji, &im ve¥ja je stopnja odvismo-
stf znaka y od x.

VZasth merfmo jakost odvisnosti s kvadratnim korenom

iz determinaci jskega koeficienta
- ,- —n (8011)

Ta koeficient imenujemo na splo¥no jndeks korelacije.

lz obrazca 8,10 moremo tzralunati standardni odklon,
ki je merflo jakosti individualnik vplivov.

AT A (8.12)

Ce je odvisnost y od x +e$na, se stvarne vrednosti
za y ne odklanjajo dosti od vrednosti y', ki jih izralunamo iz
regresijske enalbe, &e poznamo za posamezne enote vrednosti Xx.

Zato moremo v takih primerih vzetf izralunane vred-
nostt y' za ocene stvarnth vrednost! y. V koliko se stvarna
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vrednost y odklanja od ocene y', ne vemo natan¥no. Pal pa vemo,
da pribli¥no 2/3 primerov odklenov ni veZjih kot en standardnt
odklon, da pribli¥no 19/20 odklomov ni veZjih kot dva standard-
na odklona in da skoro noben odklion ni ve¥ji kot trije stan-
dardni odkloni. To povzamemo 1z lastnost!. standardnth odklonov
iz odstavka 7.21. Zato Imenujemo standardni odklon Ge tudi
standardno napako ocene, ker daje informacijo o tem, kolik je
moZen odklon stvarne vrednost! od ocene y', ki jo dobimo z re=-
gresijsko krivuljo, ¥e za dano enoto vemo, kolika je vrednost x.

Linearna regresija in korelacija

8,15

V naravi najdemo dosti pojavov, k! so povezani Ifne-
arno., Za dost! pojavov pa je regresijska krivulja premici tako
podobna, da moremo zanje v pribli¥ku vzeti, da so povezani |1~
nearno. Tudi za krivulj&ne odvisnost! moremo regresijo na kraj-
Sem razmaku v pribli¥kv smatrati za linearno. Zato s prouleva~-
njem linearne regresije refujemo velik del problemov s podro¥ja
korelacijskih odvisnosti med pojavi. Zato se bomo omejill na
provfevanje |inearne odvisnostt,

Ce je regresijska krivulja premica, je v splo¥nem

enatba premice
o i) ¥ = @+ b(x-T7) (8413)
Po metodi naﬁmanj§fh kvadratov je za parametra a in b za regre-
sijsko premico,pogoj, da je
Sty-yP= Sy -a-bx-x]"= Fla,b) = min (8414)

Ce izraz 8.14 parcialno odvajamo po a in b, dobimo naslednji

normalni enaZbi:

Qfg,.b_i = -25[y-a-b(x-%)]= 0
X | (8015)
: 9ngb = -25[y-a-b(x-%)J(x-%) =0

Iz teh dveh normalnih enalb povzamemo, da izradunamo

parametra a in b po obrazcih
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Uiy Sx =Xy -7 (8.1
Lny Dx -%)? e

Ce v obrazcu za izralunavanje parametra b, ki ga imenujemo

regresijski koeficient, fzraz v Stevcu in imenovalct delimo s

tevilom enot N; dobimo v imenovalcu varianco za znak x, v

Stevcu pa izraz

i Z"";‘Vm"” (8.17)

ki ga imenujemo kovarianca. Kovarfanca je po definfciji povpre=

Zen produkt odklonov znakov x itn y od ustreznih aritmeti&nih
sredin. Ce vnesemo vrednosti parametrov v obrazec (8,13) za
premico, dobimo, da je
s FuBox)i B!k (8.18)
X
Ker moremo pri Cistih korelacijskih povezavah iskati
razen odvisnosti y od x tudi odvisnost znaka x od y, dobimo z

analognim sklepanjem poleg zgornje, ki jo imenujemo prvo regre-

sijsko premico, %e drugo regresijsko premico

X=Xy~ i b= ;}’ (8.19)

Medtem ko prvi regresijski koeficient by pove, za koliko se v

sploSnem spremeni vrednost za y, %e se spremeni x za enoto,

pove drugi regresijski koeficient b2, za koliko se v sploSnem
spremeni x, e se y spremeni za enoto.
Determinaci jski koeficient pri linearni korelaciji

i Z s
zaznamujemo z r izralunamo pa ga po obrazcu

xy?
2
P e (8.20)
Yy 6?5;

Kvadratni koren iz determinacijskega koeficienta, ki ga v
splo¥nem imenujemo indeks korelacije, imenujemo pri linearnf
korelaciji koeficient korelacije

S LGy i
| Ny 6;6‘, : (B.21)
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Koeficient korelaéije C oy ima vrednosti med -1 do +1. Ce je ko
relactja pozitivna, je korelacijski koeficltent pozitiven, pri
negativni linearni korelaciji pa je koreiactjski koeficient ne-
gativen. Absolutna vrednost korelacijskega koeficients pa je
tem ve&ja, &€im ve¥ja je stopnja odvisnostt’ in je ena, kadar je

odvisnost linearna in funkcijskao

8,16
|lzrafunavanje pokazateljev za linearno regresijo in

korelacijo. Ce tzratunavamo pokazatelje linearne korelacije,

najprej fzrafunamo iz osnovnih podatkov za x in'y koli¥ine X,
v 63, 6; Tn e VYse Tzmed teh koliin, razen kovariance,
Ze znamo fizrafunavati. '

Enako kot pri fzralunavanju varianc iz negrupiranih
podatkov se tudi pri fzralunavanju pokazateljev linearne regre-
sije in korelacije obnese metoda pomoZriega znaka. Pri tem uve-

demo za znak x in za znak y pomo¥na znaka
G R e v 2 ¥ =5 {8.22)

tako, da od osnovnih vrednosti za znak x odStejemo neko ustrez~

no vrednost x od y pa ustrezno vrednost Ye tako, da dobimo

o,
&im prikladne jSe vrednosti za pomoZna znaka v in v.
Iz teh pomoZnih vrednosti u in v izralunamo aritmeti&-

Fiin 63 in kovarfanco Gy PO

nt sredinf X in Yy, varlanci &

obrazcih
f':*"'o*%’:‘ 7=."'o"“NL

62 = K,/N i K, = Su® — U¥N
Cml Kol = ey e N (8,23)

S8

SORoN s e S~

>

pri Cemer je U= Ju; V= 3v

!z teh vmesnih rezultatov pa fzralunamo pokazatelje |inearne
korelacije po obrazcih 8.18 do 8.21.
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8,17

lz korelacijskega grafikona v sliki 8.2 smo ugoto-
vili, da je debelina skorje za marilandsko topolo linearno po-
vezana s premerom drevesa. V tabeli 8.6 so po postopku, ki je
nakazan v odstavku 8.16, izradunani pokazatelji linearne re-
gresije in korelacije po shemi, ki tehni&no najbolj ustreza za
izralunavanje.
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Tabela 8.6 lzrafum pokazateljev linearne regresije in korela-
cije za povezanost debeline skorje in premera dreves za
N = 20 dreves marilandske topole (x = premer v cm, y = debelf-
na lubja v mm),

x=50 y=30

§.oX y u v t.u2 uv v2
1 40 18 -10 -12 100 +120 144
2 41 20 -9 -10 81 + 90 100
g 45 - 26 - 5 - 4 25 + 20 16
4 49 22 -1 - 8 1 + 8 64
5 47 26 - 3 - 4 9 + 12 16
Bl 49 .29 -1 - 8 1 + 8 64
g 49 197 -1 - 3 1 + i3 9
8 54 25 + 4 -5 16 - 20 25
9 52 29 + 2 #54 4 e 1
053 32 + 3 + 2 9 + 6 4
.52 01 + 2 -9 4 - 18 81
2 5 98 + 5 - 2 %5 - 10 4
13 56 29 .6 ¥ 36 -6 1
§4- 58 230 048 0 64 0 0
5 .63 36 +13 + 6 169 + 78 36
660 1926 +10 - 4 100 - 40 16
12 62 28 +12 -2 144 04 4
18 69 32 +19 + 2 361 + 38 4
32 74 34 +24 + 4 576 + 96 16
LQ 16 38 +26 + 8 676 +208 64
B T V. = =51 3 u2 .= @402 S uv = ¢ 567 T Ve 669
UN =+ 5,20 VA == 2,55 _U%/N =--540,80 - UV/N = + 265,20 -V3/N = -130,05
+x, = + 50,00 yy = + 30,00 K, = 1861,20 Ky = 832,20 K, = 538,95
% = 55,20 y = 27,45 62 « 93,06 Cyy = 41,61 sf-,‘ . 26,95
B,= 9,65 6, = 5,19
7 .-xy'.%z% = 0,831 .
c [+
bl--fgx--o,m b'2"-_'::~§"-1.544
, J1 -2 = 0,556
Box = 61 = 12y 6y = 6,1 = 2y
= 5,365 = 2,886

9" ¥+ bylx = X) = 27,45 ¢ 0,447 (x = 55,20) = 2,78 + 0,447x
x*= % ¢ boly = §) = 55,20 + 1,544y = 27,45) = 12,82 + 1,544y
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debelina skorje mm

7
39 //
36 / ®
X': 1282 +15¢4y //
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36 @-
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premer cm

Slika 8.6 Korelacijski graftkon za povezanost debellne
skorje (y) in premera dreves (x) za merilandsko topolo z

regresi jskima premicama.
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9., TEORETICNE PORAZDELITVE

9.1
Pomen proulevanja teoreti&nih porazdelitev. Do sedaj

obravnavane frekven&ne porazdelitve so bile rezultat =tatistid-
nega opazovanja stvarnih populacij.:Stvarne frekvenine porazde-~
litve so najrazli&nejSih oblik, odvisno od faktorjev in pogo-
jev, v katerih se je proufevana populacija razvijala.

Razen porazdelitev, ki jih dobimo z opazovanjem stvar=-
nih populacij, pa imamo tudi teoretilne frekven&ne porazdelitve,
ki jih sestavimo na osnovi logi&nith predpostavk in fzpeljemo
matematiino., Teoreti&ne porazdelitve so vaZne za razvo] stati-
stine teorije in prakse in jih uporabljamo v najrazli&nej3ih
postopkih pri statisti&ni analizi.

Proufevanje teoreti&nih porazdelitev je vaZno iz ve¥
vidikov: :

a) Ce se stvarna porazdelitev sklada s teoretiéno po-
razdelitvijo, do katere pridemo z dolofenimi predpostavkamij
v nekaterih primerih iz tega sklepamo na stvarne pogoje, ki so
identi&ni pogojem, pod katerimi je sestavijena teoretilna po~-
razdelitev. Tako sklepamo, da je n.pr. sestoj enodoben in Xist
in da so nanj vplivali samo slufajnt, nebistveni faktorji, Ze
je stvarna porazdelitev premerov podobna normaini. Normalna po-
razdelitev je namrel tcoreti&no fzdelana pod predpostavko, da
na pojav razen slu€ajnih vplivov ne delujejo nobeni drugi, in-
dividualni vplivi, :

bl Ce ne poznamo stvarne porazdelitve, s teoreti¥ni-
mi porézdeli+vemi vugotovimo, kakZna bi bila pribliZno stvarna
porazdelitev pojava, e poznano faktorje in predpostavke, kate-
rim stvarna populacija oziroma enote zado%lajo. Za dan sestoj
poznamo 3tevilo dreves, aritmet+i&no sredino in standardnf od~-
klon. Ce predpostavljamo, da je sestoj enodoben in Zist, skle-
pamo, da se premeri porazdeljujejo v narmalni porazdelitvi.

Pri tej predpostavki moremo fzralunati, koliko je pribliZno
stvarno 3tevilo dreves v posameznih debelinskih stopnjah, ne
da poznamo individualne premere dreves,

c) Posebno pomembne pa so teoretiine porazdelitve v
vzorlenju, ki je posebna in najpomembnej3a metoda ocenjevanja v
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statistiki, in pri preizku3anju hipotez, ki je osnova za poseb-
no statisti&no disciplino - planiranje eksperimentov,

Normalna porazdelitev

902

Normalna porazdelitev je ena fzmed najvaZnej¥ih, a
tudi najbolj poznanih teoreti&nih porazdelitev. Veliko pojavov
se porazdeljuje v unimodalnt, simetri&ni in zvonasti oblfiki,
kar so tipi¢ne znalilnosti za normalno porazdelitev. Razen te-
ga je normalna porazdelitev osnova za fizpeljavo raznih drugih,
za statisti&no teorijo in prakso vaZnih porazdelitev, kot so:
+-pofazd¢li+ev,f}g-porazdcli+ev, F-porazdelitev. Pod dololenfi-
mi pogoji preide v normalno porazdelfitev velina teoretilnih
porazdelitev: binominalna, Poissonova, hipergeometricna in vse
tri zgoraj na¥tete: +-porazdel1+ev,_Xg-porazdeli+ev in F=poraz-
deliteve

943 :
Opfs normalne porazdelitve. Normalna porazdelitev

je dolofena z dvema parametroma: aritmeti&no sredino M in stan-
dardnim odklonom 6 . Gostota relativne frekvence @(x) za nor-
malno porazdelitev je dana s funkcijo
-x-MJ"" i
gt _-l__éiﬁgf' {9.1)
62T -

Ce nari¥emo zgornjo funkcijo tako, da je znak x abscisa, gosto-
ta relativne frekvence ¢(x) pa ordinata, dobimo funkcijsko sli-
ko za normalno porazdelitev. lz slike 9.1 vidimo, da je normal-
na porazdelftev unimodalna, simetriZna in zvonasta. Ker je sime-
tri¢na, velja, da je M = Me = Mo, Med merami varfacije: kvar-
tilnim odklonom @, ponreEnim absolutnim odklonom AD in stan-
dardnim odklonom 6 pa veljajo za normalno porazdelitev nasled-
nje zveze:

Q= 0,6756 =~ =.6 in

AD = 0,79796 =~ £.6 .

D
NajveZja gostofa je za x =M, od tu pa gostota frekvence vztraj-

g

no pada v obe smeri, &im bolj se oddaljujemo od modusa. Gostota
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relativne frekvence se asimptoti&no pribliibje abscisni osi,

e se x oddal juje od modusa Eez vse meje.

8

L 0 A Y A

0,14
0,12
0,10
0,08
0,06
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0,02
0,00

/ N\
Vi N
P N
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|

B—

22 23 26 25 26 27 28 29 30 31 32 33 36 3536 37 38 39 40 41 42
XV cm

Slika 9.1 Normalna porazdelitev premerov za’
sestoj.z'¥ = 30 chm, " B= 3 cm

]

Norma Ini porazdelitvi, ki imata enak standardni odklom in raz-
li¢ni sredini, sta si podobni, le da sta premaknjeni ustrezno
razliki med aritmeti&nima sredinama. Normalni porazdelitvi, za
kateri sta aritmeti&ni sredini enaki, standardna odklona pa
razliéna, pa se razlikvjeta po tem, da se normalna porazdeli-
tev z manj8im standardnim odklonem porazde!ljuje na oZjem raz-
maku kot porazdelitev, za katero je standardni odklon ve&jfi.
Obe pa imata vrh (modus) za tsto vrednost x. Razli¥ne normalne
porazdelitve so med seboj podobne. Glede na velfkost aritmeti-
ne sredine pa so premaknjene v levo ali v desno, glede na veli-
kost standardnega odklona pa se relativne frekvence porazdglju—

jejo na oZjem ali ¥ir¥em razmaku.
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Slika 9.2 Normalne porazdelitve z razliénimi sre-
dinami in razli&nimi standardnimi odkloni

9.4 :
Dolofen integral

Pe) = [ () dx (9.2)
-00

iz gos+o+e relativne frekvence je funkcija zgornje meje x in
dolo¥a kumulativno relativno frekvenco za normalno poraidcl?-
teve Pi{x) je monotono nara%fajofa funkcija. GrafiZna slika ku~-
mulativne relativne frekvence ima +ipi&no obliko fztegnjene &r-
ke S (glej sliko 9.3)., Kumulativna relativna frekvenca pove, ko-
|7kt de! frekvence pri normalni porazdelitvi le¥t v razmaku od
-o0 do x. Ce poznamo funkcijo za kumulativno relativno frek-
venco, moremo zlahka ugotoviti, kolika je relativna frekvenca
v kateremkoli razmaku x,< X< Xg

X X5 Xy
fo(x, < x< X)) = fqza(x)dx =]¢(x}dx -[go(x)dx = P(x5) -Plx) (9.3
Xy - -@

-127-



0,50

AT

Sifka 9.3 Kumulativna normalna porazdelitev

939

Za /vsako normalno porazdelitev je P(M} = 0,50,
Zaradi simetrije normalnih porazdelitev je za vsako normalno
porazdelitev polovica frekvence pod aritmeti¥no sredino M. Na-
Jalje je ne glede na velikost parametrov M in 6 za vsako nor-
malno porazdelitev

Plx =M + 28) =" Fz) (9.4)

Kumulativna relativna frekvemca za x = M + z6 je za vsako nor-
malno porazdelftev odvisna samo od koeficienta z, ni¥% pa od pa-
rametrov M in 6 . |z ¥ega dalje sklepamo, da je tudi frekvenca

v razmaku M - z6 do M + z8 pri stalnem koeficlientu z enaka

za vse distribucije, ne glede na velikost M in6 . To sledf iz

Zveze
fOIM - 26 < x<M + 26 ) = P(x=M+ 26 ) - Plx=M- 268 ) =

Plz} -~ P(=-2)
- Tako je relativna frekvenca v razmaku enega standardnega odklo-

u

na od aritmeti¥ne sredine navzdo!l in navzgor (od M - 8 do
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M+ 6 ) za vse normalne porazdelitve enaka 00,6827, v razmaku od
M - 26 do M + 26 enaka 00,9545, v razmakv od M - 36 do
M+ 36 enaka 0,9973 itd.

9.6
Standardiziran znak z. Pomen koeficienta z najbolje

spoznamo, e fzhajamo 7z zveze med koli&inami z, x, M inG6 .

lz obrazca

x =M=+ 26
dobimo, da je
L by Ll =it A
z 5 (9.5)

Za dano vrednost x je z, ki ga imenujemo standardi-
ziran znak, odklon osnovhe vrednosti x od aritmetigne sredine
M, merjen v standardnth odklonih & . Standardiziran znak z je
neimenovano ¥tevilo in podaja mesto vrednosti v normalni poraz=
delitvi. Za vse vrednosti, ki so velje kot aritmetilna sredina
M, je z pozitiven, in obratno, za vrednosti x, ki leZe pod a-
ritmetino sredino, je 2z nega+lven; Za pribli¥no 2/3 (natan&no
68,27 %) vseh vrednosti v normalni porazdelitvi je z torej ab-
solutno manj%i kot 1. Analogno je za pribli¥no 19/20 (natanino
95,45 %) vseh vrednostf z absolutno manj¥i kot 2, za skoro vse
{natan&no 99,73 %) vrednosti pa z absolutno nt veZji kot 3.

Vzemimo sestoj, ki se normalno porazdeljuje in ima
aritmetiéno sredino M £ 35 cm in 6 = 8 cm. Za drevo, ki ima
.przmer x = 48 cm, ne vemo, ali je glede na ta sestoj drevo z
velikim ali majhnim premerom. Ce pa izraZunamo zanj ustrezni

standardiziran znak

x =M _ 48 - 35

=+ 1,625
6 8

Z =

spoznamo, da je drevo glede na drevesa vsega sestoja nad pov~-
pre€jem in razmeroma veliko. Ustrezni z je namrel pozitiven in
razmeroma welik. ;

Kot vidimo iz primera, s standardiziranim znakom, po-
dobno, vendar na drug nalin kot s kvantilnimi rangi, dololamo
mesto enote v populacijie.
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el
Standardizirana normaina porazdelitev. e se x poraz-

deljuje v normalni porazdelitvi, se v normalni porazdelitvi po~-
razdeljuje tudi standardiziram znak z, ker je z znakom x v Ifi-
nearni zvezi, lz zveze

x =M
6

2 =

zlahka doka¥emo, da je za standardiziran znak aritmetiina sre-

dina M2 = 0, standardni odklon pa g3 = 1.

Standardiziran znek z se tore] porazdeljuje normalno
s parametri Mz =0 in g, = 1.

Za to normalno porazdelitev, ki jo imenujemo standar-

dizirano normalno porazdelitev, je gostota relativae frekvence

5 2
Qlz) = 175’? o F (9.6)

kumulativna relativna frekvenca Plz) pa
z_z2 ;
P = Lf e-f dz (9,7}
Vet

V tablici 9.1 imamo tabelirane podatke za gostoto relativne
frekvence za standardizirano normalno porazdelitev ¢(z) in re-
lativne frekvence é[(z) v razmaku o do z '

S |
$ez) _Vﬁfoo dz (9.8}

za pozitivne vrednosti za z. Ker je normalna porazdelitev si-=-
metrina, je %(z) s kumulativno relativno frekvenco v enostav-

ni zvezi
() P(z) = 050+ ﬁz) (9,9)

Zato iz tablic za %(z) po obrazcu 9.9 dobimo posredne tudi ku~
mulativne relativne frekvence P(z). Pri tem moramo upoitevati,

“da je
$r-2) = - §z) (9.10)

Zaradi enostavne zveze med osnovnim znakom in stan-
dardiziranim znakom tablice za standardizirano normalno poraz-
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Tabela 9.1 Gostota relativne frekvence za standardizirano
normalno porazdelitev ( (2)= -Ji—e '31'22)
p P i
z 0 1 2 3 4 5 6 7 8 9
0,0 |0,3989 3989 3989 3988 3986 3984 3982 3980 3977 3973
0,1 3970 3965 3961 3956 3951 3945 3939 3932 3925 3918
0,2 3910 3902 3894 3885 3876 3867 3857 3847 3836 3825
0,3 3814 3302 3790 3778 3765 3752 3739 3728 3712 3697
0,4 3683 3668 3653 3637 3621 3605 3589 3572 3555 3538
0,5 3521 3503 3485 3467 3448 3429 3410 3391 3372 3352
0,6 3332 3312 3292 3271 3251 3230 3209 3187 3166 2244
0,7 3123 . 3101 3079 3058 3034 3011 2989 2968 2943 2920
0,8 2897 2874 2850 2827 2803 2780 2756 2732 2709 2685
0,9 2661 2637 2613 12589 2565 2541 2516 2492 2468 2444
1,0 |[0,2420 2396 2371 2347 2323 2299 2275 2251 2277 2203
1,1 2179 2155 2131 2107 2083 . 2059 2036 2012 1989 1965
1,2 1942 1919 1895 1872 1849 1826 1804 11761 1758 1736
1,3 1724 1691 1669 1647 1626 1604 1582 1561 1539 1518
1,4 1497 1476 1456 1435 1415 1394 1374 1354 1334 1315
1,5 1295 1276 1257 1238 1219 1200 1182 1163 1145 1127
1,6 1109 1092 1074 1057 1040 1023 1006 0989 0973 0957
1.7 0940 0925 0909 0893 0878 0863 0848 0833 0818 0804
1,8 0790 0775 0761 0748 0734 0721 0707 0694 0681 0665
1,9 0656 0644 0632 0620 0608 0596 0584° 0573 0562 0551
2,0 |0,0540 0529 0519 0508 0498 0488 0478 0468 0459 0449
2,1 0440 0431 0422 0413 0404 0396 0387 0379 0371 0363
2,2 0355 0347 0339 0332 0325 0317 0310 0303 0297 0290
2,3 0283 0277 0270 0264 0258 0252 0246 0241 0235 0229
2,4 0224 0219 0213 0208 0203 0198 0194 0189 0184 0180
2,5 0175 0171 0167 0163 0158 0154 0151 0147 0143 0139
2,6 0136 0132 0129 0126 0122 0119 0116 0113 0110 . 0107
2,7 0104 0101 0099 0096 0093 0091 0088 0086 0084 0081
2,8 0079 0077 0075 0073 Q071 0069 0067 0065 0063 0061
2,9 0060 0058 0056 0055 0053 0051 0050 0048 0047 0046
3,0 |0,0044 0043 0042 0040 0039 0038 0037 0086 0035 0034
3,1 0033 - 0032 0031 0030 0029 0028 0027 0026 0025 0025
3,2 0024 0023 0022 0022 0021 0020 0020 0019 0018 0018
3,3 0017 0017 0016 0016 0015 0015 0014 0014 0013 0013
3,4 0012 0012 0012 0011 0011 0010 0010 0010 0009 0009
3,5 00L9 0008 0008 0008 0008 0007 0007 0007 0007 0006
3,6 0006 0006 0006 0005 0005 0005 0005 0005 0005 0004
3,7 0004 0004 0004 0004 0004 0004 0003 0003 0003 0003
3,8 0003 0003 0003 0003 0003 0002 0002 0002 0002 0002
3,9 0002 0002 0002 0002 0002 0002 0002 0002 0001 0001
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e ===
-Tabelsa 9.2 Relativna frekvenca za standardiziramo normalno

-7 Z_,Lzz
porazdelitev /gb(z) = pr/e 2 dz}
-]

2 0 i 2 3 4 5 6 7 8 9
c,0 |0,00000 00838 00789 01197 01595 01994 02392 02790 03188 03586
0,1 03983 04380 04776 05172 05567 05962 06356 06749« 07142 07535
0,2 07926 08317 08706 09095 09483 09871 10257 10642 11026 11409
0,3 11791 12172 12552 12930 13307 13683 14058 14431 14803 15173
0,4 15542 15910 16276 16640 17003 17364 17724 18082 18439 18793
0,5 19146 19497 19847 20194 20540 20884 21226 21566 21904 22240
0,6 22575 22907 23237 23565 23891 24215 24537 24857 25175 25490
0,7 25804 26115 26424 26730 27035 27337 27637 27935 28230 28524
0,8 28814 29103 29389 . 29673 29955 30234 30511 30785 .31057 31327
0,9 31504 31859 32121 32381 32639 32894 33147 33398 33646 33891
1,0 34134 34375 34614 34850 35083 35314 35543 35769 35993 36214
1,1 36433 36650 36864 37076  372W6 37493 37698 37900 38100 38298
1,2 38493 38686 38877 39065 39251 30435 39617 39796 39973 40147
1,3 40320 40490 40658 40824 40988 41149 41309 41468 41621 41774
1,4 41924 42073 42220 42364 42507  A2647  A2786 42922 43056 | 43189
1,5 43319 43448 43574 43699 43822 43043 44062 44179 44295 44408
1,6 44520 44630 44738 44845 44950 45035 45154 45254 45352 45449
e 45543 45637  A5728 45818 45907 45994 46080 46164 46246 46327
1,8 46407 46485 46562 45633 46712 46784 46856 46926 46995 47062
1,9 47128 47193 47257 47320 47381 47441 47500 47558 47615 47670
2,0 47725  ATTIB 47831 47882 47932 47982 48030 48077 48124 48169
2,1 48214 48257 48300 48341 48382 48422 48461 48500 48537 48574
2.2 48610 . 48645 48679 48713 48745 48778 48809 48840 48870 48899
2,3 48928 48956 48983 49010 49036 49061 49086 49111 49134 49158
2,4 49180 40202 49224 49245 49266 49286 49305 49324 49343 49361
2,5 49379 49396 49413 49430 49446 49461 49477 49492 49506 49520
2,6 49534 49547 49560 49573 59585 49598 49609 49621 49632 49643
237 49653 49664 49674 49683 49693 49702 49711 49720 49728 49736
2,8 49744 49752 49760 49767 49774 49781 49788 49795 49801 49807
2,9 49813 49819 49825 49831 49836 49841 49846 49851 49856 49861
3,0 | 49865 49869 49874 49878 49882 49886 49889 49893 49897 49900
3,1 49903 49906 49910 49913 49916 49912 49921 49924 49926 49929
3,2 49951 49934 49936 49938 49940 49942 49944 49946 49948 49950
3,3 49952 49953 49955 49957 49958 49960 49961 49962 49964 49965
3,4 49966 49968 49969 49970 49971 49972 49973 49974 49975 49976
3,5 49977 49978 49978 49979 49980 49981 49981 49982 49983 49983
3,6 49984 49985 49985 49986 49986 49987 49987 49988 49988 49989
3,7 49989 49990 49990 49990 49931, 49991 49992 49992 49992 49992
3,8 49993 49993 49993 49994 49994 49994 49994 49995 49995 49995
3,9 49995 49995 49996 49996 49996 49996 49996 49996 49997 49997
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delitev uvporabljamo za katerokoli normalno porazdelitev tako,
da najprej vrednosti za znak x prevedemo v ustrezne vrednosti
za standardizirani zhak, za dobljene z pa poislemo ustrezne
vrednost! ordinat ali relativnih frekvenc,

9,8 .
Prilagoditev normalne porazdelitve stvarni. poraz-
delftvi. S tablicami za normalno porazdelitev moremo rediti

problem, ki se v praksi pogosto pojavijao. K dani frekvenZni
porazdelitvi ve&krat prilagajamo ustrezno normaino porazdeli-
tev, da ju v nadaljnji analizi primerjamo med seboj., Kot naj-
bolje prilagojeno normalno‘porazdelifev‘sma&ramo ono, ki ima
enak obseg N, enako aritmeti&no sredino M in enak standardni
odklon 6 kot stvarna porazdelitev, kateri prilagajamo normal=
no porazdelfiteve :

To nalogo re¥imo s tablicami za standardizirano nor=
ma lno porazdelftev, ki je dana v tabeli 92, takole:

al Za stvarno frekven&no porazdelitev, kateri holemo
prilagoditi normalno porazdelitev, poi3¥emo osnovne parametre:
obseg populacije N, aritmetiéno sredino M in standardni od=-
kion 6 o

b) Meje razredov iz stvarne porazdelitve najprej pre=-
vedemo po obrazcy z) .. = (xk,min - M}/ 8 v standardizirane
vrednosti. :

c) lz tablic za relativne frekvence za standardizira-
no normalno porazdelitev poi¥emo §(z), ki ustrezajo mejam raz-
redov zk,min'

d} Po obrazcu 9.9: P(z) = 0,50 +-§{zl tzralunamo ku=
mulativno vrsto relativnih frekvenc P(z).

e) Ce P(z) pomno¥imo z obsegom populacije N, dobimo
teoreti&no kumulativno frekvenEno porazdelftev FLO

f} Razlike dveh zaporednih ¥lemov iz vrste Fi S0
teoreti&ne frekvence fi za prilagojemo normalno porazdelitevo

9.9 .
Za primer prilagodimo normalno porazdelitev frekvend=
ni porazdelitvi premerov za ¥isti smrekov sestoj A na Pokljuki
iz tabele 3.4, Sestoj ima N = 507 dreves. Zanj smo fzralunalf,
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da je aritmetilna sredina M = 38,62 cm, standardni odklon pa
6 = 7,89 cmo :

V tebeli 9,3 je nakezan fzralum prilagojene normalne
porazdelitve po postopku iz prejinjega odstavka. '

Tebelas 9.3 Prilagoditéy normeine porazdelitve za frekvenno
porazdelitev premercv za ¥istf smrekov sestoj A na Pokljukt

DS P:ez;fzkﬁﬁﬂ e min | Bz, ) Plz,) Fy L £
3 14 0,7

4 -15-19 15 -2,99 -0,4986 0,0014 0,7 3,9 4
5 20-24 20 -2,36 =0,4909 0,0091 4,6 17,0 6
6  925-29 925 < 1,72 -0,4573 ' 0,0427 @ 21,6 48,3 55
7 30-34 30 -1,09 -0,3621 0,1379 69,9 93,8 118
8 35-39 35 -0,46 -0,1772 00,3228 63,7 124,0 112
9 40-44 40 40,17 = 40,0675 0,5675 287,7 113,3 109
45-49 45 +0,81 40,2910 0,7910 401,0 68,0 61
50-54 50 41,44 +0,4251 ©0,9251  469,0 28,3 28
55-59 55 $2,07 +0,4808 0,9808 497,3 8,0 9
60-64 60 2,71 40,4966 0,9966 505,3 1,5 5
65< 65 +3,34 +0,4996 0,9996 506,8 0,2 -
1,000 507,0 507,0 507

Za spodnjo mejo v Zetrti! debelinski stopnji je mopro
ustrezna vrednost za 24»mﬁw

o _ Pamin T M 45 - 38,62
Xamen i 7,89

=-2,99

V tabell 9,3 so v zadnjem stolpcu vpisane 3¢ stvarne
frckvenceo"éq stvarne frekvence primer jamo z dobljenimi teore-
ti&nimi frekvencami za prilegoieno porazdeifitev, vidimo, da raz-
iike niso znatne. VeZje razlike so edino v sedmi in osm{ debe-
Itnski stopnji, |

Nenavadno fzgleds, da teoretifme frekvence niso cela,
temve¥ decimalna Ztevila. Vendar je, glede na to, da so teore-
tiZne frekvence izralumane vrednosti, to umestno.

=134



Lt

140
120 N S o

3 stvarn.a-_j : prilagofena normalna
T porazdelitev 7 porazdelitev
80 § /

60

FAT
b /
/

20 ‘/// N\

e :

10 08 T 20009880 38 MAD VB e B0 BT VBl Rirel
premer cm

Sifka 9.4 Frekventna porazdelitev premerov dreves
v istem smrekovem sestoju A na Pokljuki,
s prilagojeno normalno porazdelitvijo

L

Verjetnostne porazdelitve

9,10

Predpostavljajmo, da poznamo osnove verje*nosinéga
raduna. (Glej Rajko Jamnik, Ljubljana, 1959: Matematika za
gozdarje, str.263-296) Porazdelitev relativnih frekvenc smatra-
mo kot ver jetnostno porazdelfitev za dolofen statistilni znak,
e vzamemo kot poskus v smislu verjetnostnega raluna slulajnosten
izbor posamezne enote populacije. Pogoj za slufajnostni izbor
je, da ima vsaka enota enako moZnost, da jo izberemo, kot do-
godek v smislu verjetnostnega racuna pa vzamemo dejstvo, dea ima
fzbrana enota dolo¥eno vrednost znaka ali slufajnostne spremen=-
ljivke. Ta opredelitev verjetnosti se sklada z definicijo apri-
orne verjetnosti. Tako moremo za sestoj iz tabele 4.7 povzeti,
da je verjetnost, da sluajnostno fzberemo tzmed N = 507 dreves
drevo, za ka+erega je premer med 30 cm in 35 cm, enaka Pr =
0,233, ker je v tem razredv 23,3 % od vseh enot v populaciji,

Do verjetnosti pa pridemo aposteriorno tako, da po=-
navljamo slufajnosten tzbor in i¥%emo relativno frekvenco po-
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gostnosti, s katero izbiramo sluCajnostno 1z populacije dreve=-
sa s premeri 30-35 cm. Cim veZkrat poskus fzbora ponovimo, tem
bolj se relativna frekvenca pogostnosti pribliZuje ver jetnosti,
da s slu€ajnostnim izborom {zberemo drevo s premerom 30 cm do
35 cme

Pod istimi pogoji smatramo za verjetnostne porazde-
litve tudi relativne frekvence pri teoreti&nih porazdelitvah,
Tablice relativnih frekvenc za teoretilne porazdelitve so ob-
enem ver jetnostne porazdelitve za dolo¥ene slufajnostne spre-
menljivke,

Za normalno porazdelitev iz tablice o relativnih
frekvencah ékz) nepr. razberemo, da je verjetnost, da iz nor-
malno porazdeljene vrednosti, sluajnostno tzberemo enoto, za
katero je standardiziran odklon vrednosti med z=0 in z=1,00,
enaka Pr = 00,3413, ker je

' :
PriOgzt) iz é(z) = /Q(z)dz = 0,3414
0

Ver jetnost, da iz normalno porazdeljene populacije slufajnost~-
no izberemo enoto, za katero je standardiziran znak v razmaku
od 4,96 do +1,96, je enaka

Pri=-1,96g 2 +1,96) = 0,95
iz tablic za relativne frekvence za normalno porazdelitev da-
lje sklepamo, da je verjetnost, da iz normalno porazdeljene po=-
pulactije z nakljuénim fzborom izberemo enoto, za katero je stan-

dardiziran znak z ve&ji kot +1,645, enaka Pr=0,05, Podobno mo-~
remo dololitl verjetnost za z v poljubnem razmaku,

Pojem tveganja

9,11 ‘
Popolnoma gotovih dogodkov v ¥ivijenju ni veliko.

Za velino dogodkov je le neka doloZena verjetnost, da se zgode.
Vendar smatramo dogodke, za katere je velika verjetnost, da se
zgode, prakti¥no za gotove. Tako pri prefkanju ceste prilakuje-
mo, da nas ne bo povozi!| avto, &eprav to ni gotovo in je neka
ver jetnost, da bomo povoZeni. Pri prekoralenju ceste zato tve-
gamo, da bomo povo¥ent, ker je dolo¥ena verjetnost, da se to
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zgodi s Ce vzamemo, da se bo dogodek, ki je samo verjeten, zago-
tove zgodil, veZ ali manj +végamo, Stopnja tveganjas je enaka
verjetnosti, da se dogodek, ki ga napovedujemo, ne zgodi,

Vsi zak!ju¥ki, ki jth napravimo z metodami statistic-

ne indukcije, zavestno vsebujejo dolo¥eno stopnjo tvecanja. Pri
teh sklepih stopnjo tveganja ne samo poznamo, temvel jo moremo

po Zeljt uravnavatio.

P2

Pojem tveganja v statistilnem smisluv podrobneje po-
nazorimo na normalni porazdelitvi?

Vzemimo, da imamo fdealen sestoj, v katerem se preme-
ri dreves, merjenf v prsni vi¥ini, porazdeljujejo v normalni
porazde!itvi. Za to populacijo je povpreZen premer y = 30 cm
in standardni odklon 6 = 3 cm. :

Normalna krivulja relativaih frekvenc (ki je narisa-
na v slikf 9.5) je slika o gostotf verjetnosti za slufajnostno
spremenljivko = premer drevesa, ¥e ima vsako drevo enako mo¥-
nost, da ga fzberemo iz populacije, ali z drugimi besedami, e
drevo fzberemo sluajnostno. Napravimo trditev: Ce 1z populaci-
je dreves slufajnostno izberemo drevo, je premer izbranmega dre-
vesa velji kot y = 24,1 cm in manj¥i kot y, = 35,9 cm. Kot vi-
dimo iz slike, ta trditev ni absolutna in se more zgoditi, da
sluajno Tzberemo drevo, ki ima ali manj¥i premer kot 24,1 cm
ali ve¥ji premer kot 35,9 cm. V populaciji so namrel drevesa,
ki ITmajo premere tudf fzven tega razmaka. Verjetnost, da se na=-
fa trditev ne uresni&i, je o = 0,05, Trditev Je napravljena s
tveganjem o= 0,05, To pomeni: &e poskus slulajnostne izbere
dreves ponavljamo, v povprefju v petih od sto ali v enem od
dvajset poskusov zgornja trditev ne drii. Ce razmak zoZ¥imo, je
tveganje veljeo e n.pr. trdimo: Slu¥ajnostno izbrano drevo ima
premer v razmaku od 25,1 cm do 34,9 cm, je tveganje te trditve

a= 0,100

Te trditev se v povpre&ju v enem primeru od desetih
izka¥e za nepravilno. Nasprotno se stopnja tveganja zmanj3a,

e razmak raz¥irimo. Tako je premer za sluZajnostno izbrano
drevo s tveganjem o = 0,01 v razmaku med 22,3 cm do 37,7 cm,
Ce to trditev presku¥amo in sluajnostno fzbiramo drevesa, v

N
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Slika 9.5 Verjetnostna porazdelttev premerov v nor-
maino porazdeljenem sestoju z ¥ = 30 cm
in 6 =3 cm

povprelju le v enem od sto poskusov na%a trditev ne dr¥i. Za=-
nesljivost te trditve je zelo velika. Stopnjo zanes!ljivosti,

ki je verjetnost, da se dolo¥ena trditev uresni&f, in stopnja
tveganja, ki je verjetnost, da se doloXena trditev ne uresniifi,
za normalno distribuirane slbéajne spremenl jivke uvgotovimo

prek standardiziranega odklona z. Za normalno porazdelitev je
namred relativne frekvenca v razmaku ¥ - 26 do Y + 26 odvis-
na le od standardiziranega znaka z.

9.13

Ker je normalns porazdelitev ena fzmed najvaZnej3ih
verjetnostnih porazdeiitev, podajamo neke obiZajne trditve o
slufajnostno fzbranih enotah iz normalno porazdel jenih popula-
cij in stopnje tveganja za te trditve.

Trditev: Ce 1z normalno porazdel jene populacije slu=
Cajnostno izberemo enoto, je standardizirani odklon z za vred-
nost x za to enoto v razmaku:
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Razmak Tveganje A
=-1,64< z <+1,64 0,10
=1,96<z 41,96 0,05
-2,58<2z<+2,58 0,01
-3,29<2z2<+3,29 0,001

X -1,28< z 0,10
-1,64<z2 ‘ 0,05
=0 ,38< 2 0,01
-3,09< z 0,001
z<+1,28 0,10
z<+1,64 0,05
z<+2,32 0,01
z <+3,09 0,001

Ce nopr. trdimo, da je za vsako slu¥ajnostno fzbra-
no enoto iz normalno porazdeljene populacije standardiziran
odklon z ve¥ji kot =2,32, je tveganje nalSe #rditve o« = 0,01,
To pomenf, da to trditev raziskovalec, k{ jo preverja, z ver-
jetnostjo 0,01 ovrie.

9,14

ObjZajno postavljamo statisti¥ne trditve na stopnji
tveganja « = 0,05 ali za trditve, ki morajo biti iz katerega
kolt vzroka zames!|jivej¥e, na stopnji o« = 0,0t. Stopnja tve-
ganja « = 0,10 je razmeroma visoka, ker se trditev na te]
stopnj! tveganja fzka¥e kot napalna Ze v enem fzmed desetih
preskusov. Tveganje 0,001 pa je praktiZno zelo visokoo

Pri trditvah, ki jih delamo s statistiZnimi metodami
indukcije, se kosata dva momenta. Trditev, ki jo napravimo, je
lahko doloZnej%a, stopnja tveganja takth trditev pa je velikao
Moremo pa trditev prirediti tako, da je stopnja tveganja poljub-
no majhna, vendar je trditev pri zman jSevanju tveganja bolj in
bolj nedoloZna. To smo uvideli ¥e v prej¥njem odstavkuo Prvi
$tirje razmaki za standardiziran znak so ve&ji in veZji, Tim
bolj stopnjo +veganja manj3amo. e trdimo, da je standardizi- :
ran odklon za slu¥ajnostno fzbrane enote iz normalno porazde- f
| jene populacije v razmaku med -10,0 do +10,0, v na¥i trditvi
tveganja skoro nf. Pal pa jea+e razmak tako velik, da je brez

14l
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pomena, ker da zelo nedolofeno predstavo o tem, kakZen je
standardiziran znak za izbrano enoto. Nasprotno pa je trditev,
da leZi standardiziran odklon z za slu¥ajnostno izbrano enoto

fz normalne populactje v razmaku med -1,0 do +1,0 zelo doloZen..
Stopnja tveganja pa je pri tem tako vellka { o« = 0,32), da ta
trditev nima praktf¥ne vrednosti.,

9.15

Podobnf'probleml nastopijo pri vseh sklepih statisti&~
ne indukcije, ne glede na to, kako je doloZena slufajnostna
spremem! jivka porazdeljena. Vsaka trditev in sklep Ima dolole-
no stopnjo tveganja, kar poment, da moremo pri ponavljanem pre-
skuSanju trditev ovre¥! v skladu s stopnjo tveganja, s katero
je trditev postavljena.
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10, VZORCENJE - OCENJEVANJE PARAMETROV

10,1

Metode delnega opazovanja.Metode popolnega opazovanja
ne zadovoljijo veZ vedno veZjih potreb po statistinih podatkih
na nobenem podro¥ju in tudi ne v gozdarstvu., Dostikrat nimamo
zadostnih finaninih in materialnih sredstev in Zasa, velkrat pa
rezultat, ki ga i¥emo, ni vreden naporov, ki bi bili potrebni,
da bt ga iskali s popolnim opazovanjem. Ker so gozd in pojavi,

ki so z njim v zvezi, populacije z tzredno velikim Ztevilom e-
not, ni slufaj, da v gozdarstvu Ze razmeroma dolgo uvporabl jamo
metode, s katerimi na la%ji, cencj¥f in hitrej¥i na¥in dobimo
potrebne podatke, ki so, Eezie ne pravi rezultati, vsaj dobre
tn uporabne ocene. lzbor +ipi¥nth "modelnih dreves", ki naj s
svojimi zna¥tinostmi predstavijajo celoto in na.osnovi katerih
sklepamo na celotno populacijo, e metods, ki jo v gozdars+vu
uporabljamo e dolgo. Vendar ima ta metoda, kljub svojim pred-
nostim, omejeno vrednost, ker je subjektivna in zato ne vemo,
v koliko je ocena fzraz pravih razmer v populacijf.

Subjektivne metode ocenjevanja bolj in bolj zamenju=-
je objek+ivna in znanstveno zasnovana metoda slulajnostnega fz-
bora ali vzor¥enje. Prednosti vzor¥enja pred drugimi metodami
ocenjevanja so nesporne, kljub temu, da v posameznih primerih
z drugimi metodami dobimo zanesljivejZe ocene.

10,2 ;
VzorZenje. VzorZenje je metoda statistine fndukcije,
s katerd iz delne populacije enot, ki jih iz osnovme populactje
fzberemo nak!|juZno ali sluZajnostno, sklepamo na celoto. Vzor-

Zenje ima predvsem tele prednosti:

Vzor¥enje je objektivna metoda ocenjevanja. Napako
ocene, ki fzvira iz vzor¥enja, moremo numeri&no oceniti. Razen
+ega Jo moremo, glede na potrebe, tudi uravnavatio,

V primerjavi s celotnim popisom pa se odlikuje vzor-
enje po tem, da je znatno cenej3e, hitrej¥e in do neke mere
tudf kvalitetne j¥eo Pri vzorlenju sfcer nastopa vzorina napaka,
ki fzvira iz tega, da je ocenjevani podatek rezultat vzorlenja.
NevzorEne napake, kf so rezultat nepravilnih osnovnih podatkov,
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nepopolnega zajetja vseh enot it+d., so pri popisih zaradi veli-
‘kega obsega dela pogoste. Pri vzor&enju pa jih zmanj¥amo na n%j—
manj%o moZno mero. Zaradi manj¥ega obsega opazovanja je namrel
izbor in delo opazovalcev kvalitetnej%e. Tako uspemo, da ne~- !
vzorZne napake z vzorenjem zmanj¥amo, na novo nastalo vzor&no
napako pa moremo doloit+i in uravnavati. V raziskovalnem delu |
pa je vzorlenje edino moZna metoda opazovanja in proulevanja,

e proulujemo tako imenovane hipoteti¥ne populacije. |
VzorZenje ima tudi svoje hibe oziroma omejitve. Upo%
rabno je le za velike populacije. Z vzor&enjem ne moremo dobi%
'+1 podrobnih rezultatov. Zanesljivost ocen za razline vrste
podatkov v istem vzorcu je razli&no. Ocenjevanje pojavov, kf
so v populaciji redki, je razmeroma nezanesljivo. Plan za iz~
vedbo vzorZenja in ifzralunavanje ocen sta bolj zamotana kot
plan in fzvedba za popolno opazovanje, €e ne uvpo¥tevamo vel- |
jega obsega dela pri kompletnem opazovanju.
5 Induktivna metoda sklepanja iz dela na celoto se v

vzorlenju uporablja z dvema ciljema. Z vzor¥enjem ocenjujemo

AEarame*re populacije, kot so: lesna zaloga, ¥tevilo dreves, ki
50 oku¥ena z doloEenim ¥kodljivcem, povpre¥ni premer dreves
;deﬂcga sestoja, variabilnost volumna dreves v sestoju i+d. Z
vzorci pa dostikrat tudfi preskuSamo hipoteze o populacijah.
iTako z vzorci preskuSamo hfpoteze o uZinkovitosti ukrepov v ne-
gi gozda, hipoteze o razltkah v ras+i pod razli&nimi pogoji,
hipoteze o sredinah, merah varfacije za razli&ne podatke iz

gozdarstva,

10,3

Osnovna populacija. Enota opazovanja. Populacijo,
katero proufujemo z vzorenjem, imenujemo osnovno populacijo.
Tako more bit! osnovna populacija sestoj, ze katerega [%emo

lesno zalogo; vsa gospodarstwa v Sloveniji, ki posedujéjo.
gozd, e proulujemo ekonomiko gozdarstva v Sloveniji; posamez-
no drevo, e proulujemo kvalitete tega drevesa fitd. %
Osnovna populacija je sestavijena iz enot opazovanja.
Enote opazovanja so za proulevanje vsebinsko pomembnf clemcn+i
ki sestavlijajo osnovno populacijo. Ce proviujemo doloEen se-
55*0], Je osnovna p0pu|acija ses+o;, enote opazovan;a pa posaw
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e e
o Stevil&nem stanju, porazdelitvi dreves po debelinf, viZini, |
volumnu f+d. Podobno so enote opazovanja posamezna gospodarstva,
ki imajo gozd, &e proulujemo skupnost vseh takih gospodarstev v
Slovenijio. Pri dolofenem posebnem proulevanju morejo bi+i enote
opazovanja vsi |listi dolofenegs crevesa, katerega proufujemo.

V vseh navedenih primerih so enote opazovanja med seboj lolenf
elementi, katerih ¥tevilo v osnovnti popuiqé?j? je kon&no fin
tolno dolo&eno.

Zvezne populacije kot je nopr. lesna masa danmega dre-
vesa, pa niso sestavljene iz nekih med seboj lofenih enot opa-
zovanja. ‘

Vzor&enje je edinf na¥in za proulevanje hipotetiénmih

osnovnih populacij. Dolo¥eno ¥tevilo poskusov o u&€finkovanju da-

nega zaS&fitnega sredstva je vzorec iz neomejeno velike hipote=-
ti€ne populacije vseh moZnih poskusov, ki bi jTh fzvedli pod
enakimi pogojio '

10,4
Enote vzorlenja. Enote opazovanja niso vselej priklad=

ne enote za izbiranje v vzorec. Tako je vzorlenje velikega se=~
stoja sila neprikladno, e so enote vzorfenja posamezna dreve-
sa. Register vseh dreves, fdentifikacija posameznih izbranih
dreves na terenu itd., je v tem primeru zamotan in obseZen po-
selo Zato za potrebe vzoréenja osnovno populacijo obiajno raz~
delimo na vzor&ne enote, ki so za vzorlenje prikladnejSe kot

osnovne enote. Zato povr¥ino sestoja razdeljujemo v prikladnej-
fe enote - pasove alf fregularne povr¥inice, ki so dolodene 2z
naravnimi mejami (potmi, potoki itdo}. Edini namen razdelitve
osnovne populacije na vzor&ne enote je omogoli+i in olajlati
fzbor. Vzor&ne enote niso nujno povezane z vsebino pojava, ki
ga prou¥ujemo.

Prav posebno pride do fzraza sestavljanje vzor&nih
enot pri zveznih populacijah, za katere ne moremo vzet+i za osno- ,ﬁ
vo vzor&enja enote opazovanja, ker jih ni. Tako moremo na pri-
mer proufevati variabilnost v zna&ilnostih lesa za dolodeno
drevo le, %e drevo razdelimo na vzor&ne enote (n.pr. kvadre do-
loene stalne izmere Tt+d.). Povr¥ino sestoja razdelimo na kon&-
no Stevilo vzor&nih enot, vzor&nih povriin, Ee Pa je nopre

R e
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vzorcéna enota kakorkoli poloZen kvadrat n.pr. s povriino 25 a,

moremo ta kvadrat na povr¥ino sestoja poloZiti na neomejeno
mnogo razlicnih neinov, ki se morejo med seboj tudi deino pre~-

krivati. V tem primeru je to neskon&ma populacija vzorZnih enots,

1045

Vzorec. Skupnost vzor&nih enot, ki jih iz osnovne
populacije izberemo slufajnostno, da iz njih ocenimo podatke
za osnovno populacijo, imenujemo vzorec.

Vzorec je populacija, ker Tma svoje enote (vzor¥ne
enote), te pa znake, ki so isti, kakor znakf{ za enote v osnov-
ni populaciji. Kakor vsaka populacija ima tudi vzorec svoje pﬁw
rametre. Ti so nopr. vsota podatkov za vse enote v vzorcu, prd-
porci, povprelja, variance, korelacijski koeficienti fitd. Tzr%»
Cunani iz podatkov vzorca.

Stevilo enot v vzorcu obiajno zaznamujemo z n, za
razliko od ¥tevila enot v osnovni populaciji, ki ga'zeznnmujeﬁ
mo z N, Ker je teorfja vzoEEenja razliZna, e je Ztevilo enot
v vzorcu majhno alt veliko, razlikujemo male vzorce od velikih

vzorcev, glede na to, ali je Etevilo enot v vzorcu majhno alf | )

velikoo Ostre meje med velikimi in malimi vzorci nf. Pal pa ve-
lja teorija malih vzorcev vza.vzorce 'z neka] deset enotami, medtem ko ima-
jo veliki vzorci obiZajno po ve¥ sto in tudi veZ tisol enot,
Medtem ko uporabljamo male vzorce predvsem pfi eksperimental-
neaw deluv fn z njimt predvéem presku¥amo hipoteze, z velikimi
~vzorci nadome3¥famo popolna opazovanja in z njimi ocenjujemo

parametre.

10,6 :

Po planu vzor¥enja ima vsaka enota osnovne populaci-
je dano verjetnost, da je vkljuZena v vzorec. Ta verjetnost
more bit} za posamezne enote enaka ali razlitna. Pri ecnostav~-

nem slufajnostnem vzorcu ima vsaka enota enako verjetnost, da

je vkljulena v vzorec, Pri stratificiranem slulajnem fzboru

ima vsaks enota dololenega dela = stratuma ensko verjetnost,
da bo vkl ju¥ena v vzorec. ﬁeprav enostaven slufajen vzorec naj-
pogosteje uporabljamo, je pri nekih metodah vzor&enja verjetnost

fzbora razli&na za vsako enoto. imamo pa tudi metode delnega
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opazovanja, pri katerih je izbor vseh ostalih enot v vzorcu

dolo¥en s slufajnostnim fzborom prve enote vzorca. Tak primer

je sistemati¥ni vzorec, ki zaradfi tega ne sodi Cisto med slu-

Zajnostne vzorce, vendar ga zaradi njegovih posebnih prednosti
zlasti v gozdarstvu pogosto uporabljamo.

Enota osnovne populacije, ki je fzbrana v vzorec, mo-
re biti v nadaljevanju fzbora ponovno izbrana, ali pa, glede na
plan vzor¥enja, nima ve¥ moZnosti, da je ponovno vkljulens v

vzorec. Glede na to govorimo o vzor¥enju s ponavljanjem, kadar

more bi+f posamezna enota osnovme populacije izbrana v vzorec
velkrat in o vzorlenju brez ponavljanja, kadar more biti posa-

mezna enota osnovne populacije fzbrana v vzorec enkrat samkrat.
Teorija vzorcev s ponavljanjem je nekako enostavnej%a kot teori-
ja vzorcev brez ponavljanja, vendar v praksi pogosteje uporab-
|jamo vzorce brez ponavljanja, ker so bolj logiZni in dajo pri
enako velikem vzorcu nekaj zanesljivej¥e ocene. Razlike med
vzorcl! s ponavljanjem fn vzorci brez ponavijanje pa se manj3ajo,
¢im veja je osnovna populacija.

10,7
Populacija vseh moZnth vzorcev. Vzorec, ki ga slu=-

ajnostno fzberemo iz osnovne populacije, ni edini moZni vzo=-
rec. Ce pod enakimi pogoji ifzbor ponovimo, dobimo vzorec, v ka-
terem z veliko verjetnostjo niso iste enote kot v prvem vzorcu.

' Stevilo vseh mo¥nih razli&nih vzorcev je %e za razme-
roma majhne populacije in vzorce presenetljivo veliko. Matema=
+i%no je ¥tevilo vseh moZnih razli¥nih vzorcev brez ponavljanja
z n enotami, ki jih izberemo iz osnovne populacije, ki ima N !
vzor&nih enot, enako ¥tevilu vseh moZnih kombinacij po n ecle=
mentov Tz kompleksa N eclementove S simbolom izrazimo to

Ny_ NIN-1)(N-2)..(N-n+1)
B (10.1)

Stevilo vseh sluajnostnih vzorcev s ponavljanjem pa je 3e vel-
jeo Ce ima osnovna .populacija N enot, je ¥tevilo vseh moZnih
razli&nih vzorcev s ponavljanjem z n enotami enako Stevilu vsqh
mo¥nih kombinacij s ponavljanjem n elementov iz osnovnega kom-
pleksa N elementov, torej |
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(N+:-1)= N(NH)(N*Z‘),..{N‘M-U (10,2)

Vzemimo za Tlustracijo, kako veliko je ¥teviio vseh mo¥nih
vzorcev, populacijo z N=75 enotami in fzbirajmo vzorce z n=25
enotami’ Ze v tem primeru je Ztevilo vseln moZnih vzorcev brez
ponavljahja 52,59 trilijonov, Stevilo vseh mo¥nih vzorcev s po-
navljanjem pa 181890 +rilijonov. le za neobicajno majhne popu-
lacije in vzorce je torej ¥tevilo vseh moZnih vzorcev velikan=
skoo V stvarnih primerih, v katerih je v osnovni populaciji vel
sto oziroma vef tisof enot in imajo tudi vzorci po vef sto
enot, pa je Ztevilo vseh moZnih vzorcev praktiZno neomejeno,

10,8

Ce proufimo skupnost vseh moZnih vzorcev, spoznamo,
da ima ta skupnost vse lastnosti statisti&nih populacij. Vzor-
ci so Tstovrstne koli¥ine, ki jih moremo ¥teti za enote v po=
pulaciji vseh mo¥nih vzorcev. Enote v populaciji vseh mo¥nih
vzorcev = vzorci, imajo svoje znake, kot so povpre&ja, varfan-=
ce, relativna ¥tevila, koeficient! korelacije f+d, v vzorcih,
T znaki variiré}o, ker so fzrafunani za vsak vzorec fz podat-
kov za raz!line enote iz osnovne populacije. Skupnost vseh
moZnih vzorcev je torej populacija, v katert so posamezni vzor-
ci enote, povprefja, proporct, variance, korelacijski koeficien-
ti itdo, izralunani iz vzorcev pa so znakl enot - vzorcev. Po4
rametrf v populaciji vseh moZnilh vzorcev pa so povpre&ja, va—?
rfance itd. iz povpredij, proporcev, varfanc, korelacijskih
koeficientov 1+d., posameznih vzorcev,

10,9 !
|
Teoreti&ne vzor¥ne porazdelitve. Neposredno proule-

vanje porazdelitev znakov in fzrafunavanje parametrov za popu%
lacije vseh moZnih vzorcev je zaradi ogromnega ¥tevila vseh
moZnih vzorcev nemogoZe. PraktiZno nemogofe je v stvarnfh pri-
merih sestaviti vse mo¥ne vzorce, za vsakega fzmed njith fzra~-|
kuna+i nopro. vzoréno povprefje, iz teh povprelij sestaviti g
frekven&no porazdelitev, iz nje pa izralunati dalje arT+mz+Tqu

sredino in varfanco iz povprelij za vse vzorce,
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lzkaZ?e pa se, da pridemo do teh koli&in po krajdi
poti s teoreti¥nim razglabljanjem, e zadosti podrobno poznamo
osnovno populacijo. V dosti primerih moremo namrel skliepati na
odnose v populaciji vseh moZnih vzorcev, e poznamo osnovno po=-
pulacijoo Te zakonitosti med osnovno populacijo in populacijo’
vseh mo¥nih vzorcev pomaga odkriti verjetnostni ralum. Prav |
zato, da veljajo osnovne zakonitosti med osnovno populacijo
in populacijo vseh mo¥nih vzorcev, je potrebno, da je vzorec
izbran tako, da je zagotovljena naklju¥nost fzbora, ker le te-
daj veljajo teoretini izsledk! o medsebojnih odnosih. Te za=-
konftostt v populaciji vseh moZnih vzorcev so za nekatere vrste
osnovnih populacij tn za nekatere probleme odkriti natanno, za
druge pa samo pribliZno., V obeh primerih pa jth fzkoriSamo v
praksi pri ocenjevanju in sklepanju iz vzorca na oshovno popu=-
lacijoo

Zakonitosti v populaciji vseh moZnih vzorcev so od-
visne od koli&itne, ki jo prou¥ujemo, od osnovne populacije in
od tipa vzorca. Vendar so pri velikih vzorcih te razlike vedno
bolj zabrisane im so zakonitosti v populaciji vseh moZnih vzor-
cev bolj tn bolj enotne, &im ve¥]i je vzorec., Zato bomo splo¥-
na naftela vzorZenja podrobno razlo%ili na aritmetiéni sredini,
ki je eden fzmed najvaZnej¥th in najpogoste jEih parametrov,
Vse izsledke, ki veljajo za aritmetino sredino, pa zlahka pre-
nesemo tudi na druge parametre.

Ocenjevanje aritmeti¥ne sredine

10,10
Vzor¥enje, pri katerem ima vsaka enota populacije 1
enako verjetnost, da je fzbrana v vzorec, imenujemo enos+avno?
sluajnostno vzor¥enjes |
Za enostavne slulajnostne vzorce, izbrane iz neomeje-
ne populacije, in za enostavne sluZajnostne vzorce, ki so iz-
brani Tz kon¥nih populacij z fzborom s ponavljanjem, veljajo

za aritmetine sredine vzorcev y naslednje zakonfitosti:
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a) Aritmeti&na sredina iz povpredij y za vse mo¥ne |
vzorce je enaka aritmetiZni sredini ¥ v osnovni populaciji. V
skladu s pojmi iz verjetnostnege raduna se ta zakonitost gias?
tudi takole: Matemati¥no upanje za sluZajnostno spremenlj!#ko
y slu¥ajnostnih vzorcev je enako arftmeti¥n! sredini v popula-

cijt ¥

RS o Ay MR Ely) = Y ! (10,3)

b) Varianca aritmeti&nih sredin v sluZajnostnih
vzorcth Varly) je n krat manj%a kot varianca zneka y v osnov-
ni populactji

Var(y) = 6:L {10.4)
Ce 1z variance aritmeti¥nth sredin v vzorcih tzraZunamo kva=
dratni koren, dobimo standardni odklion za arfitmeti&ne sredine
v vzorcih, ki ga na splo¥no imenujemo standardna pogre¥ka oce-

ne, zaznamujemo pa ga z SE, -

SE(7) = {Var(y) = ﬁnz. (10,5)

c) V praksi obf¥ajno prouZujemo kon¥ne populacije z
vzorci brez ponavlijanja. Zanje pa veljsjo za aritmet+i¥ne sredfi-
ne vseh vzorcev nekoliko druga&ne zakonitosti.

Matemati¥no upanje za aritmeti&ne sredine vzorcev
brez ponavljanja je Ze vedno enako arfitmeti&ni sredini v osnov-

ni populaciji:
G5 oW .- M) = Ep) = ¥ (10,6)

varianca zas aritmeti¥ne sredine v vzorcih pa je enaka
£ :

S N-n
TR

, - S’z- : e e
Var(y) = s 1 -f) _ - 110,7)

Pri tem je S?

rafunan po obrazcu

srednji kvadratini odklon za znak y, ki je fz=-

o (ye kR -
Sy ='—'IWT-—— (10.8)?
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Razen neznatne spremembe, da je 63 zamenjam z nebist-
veno razli€nim fzrazom 53, je v obrazcu dodan ¥e korekturni fak-
For N2 = 4.f. Ta Je tem bITZT 1, Eim manj¥l je vzor¥nl dele¥

N

f = n/N; ki fzraZa, kolfiki del osnovne populacije je vkljuZen v

VZOorece

d) Ne glede na to, ali gre za enostavno vzordenje z
alt brez ponavijanja, se aritmetiéne sredine y 1z vzorcev po-
razdeljujejo v normalni porazdelitvi, e se znak Y; porazde-
ljuje v osnovnt populactiji v normalnt porazdelfitvi,

Ce se pa Yi v osnovni populaciji ne porazdeljujé
normalno, se aritmeti&ne sredine ¥ kljub temu porazdeljujejo
v porazdelitvah, ki so normaint tem bol] podobne, &€im velji je
vzorec., Ta pribliZek je dok&j dober Ze¢ pri razmeroma majhnih
vzorcih, tako da prak+i¥no vzamemo, da se aritmeti&ne sredine
iz velikih vzorcev poragdeljujejo v normalni distribuciji, ne
glede na to, kakZna je porazdelitev znaka v osnovni populacijfi.

lz zgornjih zakonftosti povzamemo, da poznamo poraz-
delitev povpre¥ij y v populaciji vseh moZaih vzorcev, &e pozna-
mo parametre y, G6° fin 52 v osnovnf populaciji. Tako dobimo po-
sredno porazdelitev povpre&ij y, ki je za teorfjo in prakso
vzorfenja osnovnega pomenao.

10.11
To¥kovna ocena. Odklon zaupanja. Intervalna ocena.

Razmak zaupanjs. Glede na zakonitosti v populaciji sredin v

vzorcth tn glede na lastnost! normalne porazdelitve v zvezi s

stopnjo tveganja, na splo8no postavimo trditev, da je aritme-

+1%na sredina za enostaven slu¥ajnostni vzorec y s tveganjem
= 0,05 v razmakuv

AN IREISETY < G T 1, 98L5E(37)

Aritmeti¥ne sredine iz vzorcev se tem bolj goste okrog prave
aritmetine sredine, €im manj%a je standardna pogre3ka sredine.
Ta pa je tem manjSa, &im velji je VZOrec.

Ce iz sestoja, za katerega je Y = 30 cm 1n = 3 cm
izberemo enostaven slufajnostni vzorec z n = 400 drevesi, leZi
povprefje, fzrafunano iz vzorca, s tveganjem o= 0,05, v raz-
maku 0

-149- ) .
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29,71 em < Y < 30,29 cm

Povprefje iz vzorce se torej s tveganjem o = 0,05 odkianja od
pravega povprefja za najvel 0,29 cm. Zato moremo vzeti povpre&-

je 1z vzorca ¥ za oceno pravega povprefja Y., To oceno imenujemo
tolkovno oceno, ker je dana z eno samo vrednostjoe.

=F="L3y =yn (10.9)

hisq
Kolt&ino D{y) = 1,96 SE(Y) ali v splo¥nem
D(y) = z SE() | (10,10)

imenujemo odklon zaupanja. Ta pove, za kolfko se z dolo¥enim

tveganjem tofkovna ocena za aritmeti&no sredino"najveé odklanja
od prave sredine za populacijo. V naSem primerv je s tveganjem
a= 0,05 odkion zaupanja D(y) = 0,29 cm. S tveganjem « = 0,05
ocena z vzorcem ni razli¥na od prave vrednos+t! za ve& kot
Dly) = 0,29 cm. ,
Ce s +veganjem o« ocena iz vzorca y nf od prave vred-
nosti razli¥na za ve& kot D(y), tudi prava vrednost povpre¥ja Y
ni od ocene ¥y s tveganjem « razli&na za ve¥ kot DI¥}. lz tega
sledf, da je slu¥ajnostno tzbrant vzorec s tveganjem « = Q,05
tak, da je prava sredina v razmakv ;

¥~ 196SE(y) <Y < 7 + 1,96SE(y) (10.11)

Ta razmak Tmenujemo razmak zaupanja, obe meji pa spodnjo In |
zgornjo mejo zaupanja ocene., Ta ocens prave vrednosti povprec=-

ja je intervalna ocena, ker je dana z razmakom zaupanja, v ka=

terem se z dolofenim tveganjem nahaja pravo povpreljeo.

V sliki 10.1 je nakazana porazdelitev sredin 7£
vzorcev za zgofFnji primer, .
| lz slike vidimo, da za vzorce, za kafere leZe sredi-
ne v razmaku od 29,71 cm do 30,29 cm (glej y1 in yQ), prava
vrednost Y le¥1 v razmakih zaupanja okrog ocen y. Za ocene, ki
leZe izven _tega razmaka, pa razmak zaupanja ne vkljuluje prave

vredn05+l Y {gle} 73).
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Y- 196 SE(Y) ¥ Y + 1,96 SEiy)
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Slika 10.1 Porazdelitev sredin vzorcev s ponavljanjem z
n = 400 enotami 1z populacije premerov z

Y= 30 1h 853 cm

10.12
Nepristranska ocena variamce in povprelnega kvadra=

$i¢nega odklona. Vendar obrazec 10.11 za prakti¥no ocenjevanje

povprelja z razmakom zaupanje nima posebnega pomena. Da Tzre-
EEunemo odklon zaupanja, moramo namref poznati parameter 63
loziroma 35 v osnovnl populaciji. Ker pa teh parametrov ne po-
znamo, si pomagamo z oceno varfanc iz podatkov v fzbranem slu-
Zajnostnem vzorcu.

OCcene variance 63 1z vzorca s ponavijanjem in oceno

A5 v



povprelnega kvadrati&nega odklona S? iz vzorcev brez ponavlja-

nja ocenimo z enotnim obrazcem

N n
(y;~ ¥)? Y= y?/n
A P =,§ ; (10.12) #
r n=~1 n=1

To oceno imenujemo nepristransko oceno za varianco 52, e je
vzorec s ponavijanjem oziroma nepristransko oceno povprelnega
kvadrati&nega odklona SQ, e je vzorec brez ponavljanja, ker je

za vzorec s ponavlijanjem
| Es) = 62 (10:13a)
in za vzorec brez ponavljanja
Eis?) = 52 (10,13b)

Dan fzraz, ki ga izrafunamo iz vzorca, je namrel nepristranska
ocena nekega parametra 1z osnovne populacije, e je matematiZno
upanje tega izraza enako parametru. : ‘

Zato je tudi aritmeti&na sredina, tzrafunana 1z
vzorca, zaradi obrazcev 10,3 in 10.6 nepristranska ocens ari+-_
meti¥ne sredine v osnovni populacijie

Ce v obrazc?h 10.4 in 10.7 nadomestimo prave vredno—
stt zea 62 in SY z oceno 53 dobimo oceni varfanc za arf+me+i£-‘

no sredino.
Za vzorce s ponavijanjem je ocena varlance sredine

enaka
s? _
var(y) = -ni (10.14)
za vzorce brez ponavljanjs pa
3 Nup 3 :
e Lk Bt e :
var(y) o N : (7 ~f) (10,15}

10,13

Preskus zakonitosti vzor&enja na shema+i&ni popula-
ciji. Zgornje zakonitosti za aritmeti¥no sredino preskusimo na
shematicni populaciji z N =5 enotami, 1z katere izbiramo
vzorce z n = 3 enotami! Osnovni podatki za to populacijo so:
Yy =1, Y2 = 2, Y3 =3, Y, =4, Yg = 5. Zanjo Je:

Ve
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(14+2+3+4+5) = 3

e

gt L [(1-3)2+(2-3)2+(3-3)2+(4n312+{5~3)2]= 9
5 2

s? = L [11-3)2402-3124(3-3) 24 (4-3)2405-312] = 5/2
5-1
Najprej prou&imo populacijo vzorcev s ponavlijanjem in sestavi-
mo sliko vseh mo¥nih vzorcev s ponavljanjem s tremi enotami.
Glede na obrazec 10.2 je ¥tevilo vseh mo¥nth vzorcev s ponav=-.
ljanjem enako ZSteyilu kombinacij s tremi clementi s ponavlja-
njem 1z kolektiva petih elementov, torej:
(N+n-1)= (5+3-1) o Yelbadl - 35,
n 3 14243
Vseh teh 35 razli&nih vzorcev pa se ne pojavija z enako ver=-

jetnostjo.

Medtem ko je samo ens moZnost, da fzberemo vzorec, Vv
katerem v prvem, drugem in tretjem fzvlaZenju fzberemo prvo
enoto (111), so n.pre. trt razli&ne moZnosti, da izberemo vzo-
rec, v katerem sta dvakrat prva, enkrat pa druga enota (112
121 211) in Zest razli¥nih moZnosti za vzorec, v katerem je
prva, druga in +re+fa enots (123 132 213 231 312 321). Ker je
vsaka izmed teh permutaci] enakomoZna, vseh moZnosti pa je v
celott 125, je vérjetnost, da izberemo v vzorec trikrat prvo
enoto 1/125, da izberemo dvakrat prvo in enkrat drugo enoto
3/125 in verjetnost, da izberemo v vzorec prvo, drugo in tret=-
jo enoto, enaka 6/125. Podobno je tudi za druge podatke in kom=
binacije.

V tabeli 0.1 so nanizani osnovni podatki o vsakem
izmed petintridesetih razli¥nth vzorcev s ponavljanjem z vstrez-
no verjetnostjo P, ocena za aritmeti¥no sredino y in ocena va-
riance 52.

Za vzorec, v katerega smo fzbrali enote 113, je n.pre.

2 9 g 2

Pty +3° - 5°/3 = 86
3 -1

lz zgornjih podatkov za posamezne vzorce sestavimo

+1

v =L [1+143 =5/3 s
3

najprej verjetnostno porazdelitev za aritmetiino sredino v
vzorcih y kot slufsjnostno spremenljivko. To verjetnostno po-
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“Tabela 10,1 Populaci]a vseh moZnih vzorcev z n-3 eno+am¥ s pO"

navljanjem iz populacije z N=5 enotami. Osnovna populacija

et 2348

Osnovntl o 9 Osnovnft % 2
podatki P Y s podatki P Yy )
izZ4 vzorce Za VvzZorce

i 58 ¥/125. . 3/3% O 2:3°3 3/125 8/3 2/6
112 3/125 . 4/3. 2/6 2 3 4 6/125 9/3 6/6
. TN U8 3/125 5/3  8/é6 23 5 6/125 10/3  14/6
114 3/125 6/3 18/6 2 4 4 3/125 10/3 8/6
115 3/125 7/3 32/6 2 45 6/125 11/3 14/6
122 af1e5 - §/3 ‘o/s 255 3/125 12/3 18/6
123 6/125 6/3  6/6 Y 1/125 9/3 - ©
124 6/125 . 1/3  14/6 334 3/125 10/3 2/6
125 6/125 8/3 26/6 335 3/125 t1/3  8/6
133 /1980 1£3  ale 344 3/325 \1/3 . e/e
134 6/125 8/3 14/6 348 6/125  12/3 6/6
1378 6/125 9/3 24/6 355 3/125 13/3 8/6
1 4.4 3/125  9/3 18/6 4 4 4 1/125 12/3 ©
145 6/125 10/3 26/6 4 45 3/125 13/3  2/6
155 3/125 11/3 32/6 4 55 3/125 14/3 2/6
229 17195 . 8/3/°6 S 8.5 1/125 . 15/3.. ©

2 23 3/125 7/3 2/6

2 2 4 3/125 8/3 8/6

225 3/125 9/3 18/6

razdelitev dobimo tako, da se¥tejemo verjetnosti za vse vzorce,

ﬁi-imajo enako aritmeti¥no sredino. Tako dobimo tabelio 10.2.

| lz dobljenih rezultatov spoznamo, da je res E(y)

=¥,

= 3 =

Ce pa izrafunano iz podatkov za populacijo po obrazcu

10,4 e

f

. Var(y) =

82

n

=2
3

'spoznamo, da je tudi ta rezuvltat skladzn z rezultatom, ki ga
dobimo neposredno iz verjetnostne porazdelitve. Ostane ¥e pre-
nepristranska

'skus stavka, da je ocena variamce iz vzorca s

ocena za var!anco v osnovn? populacij? 5 ° Ce podobno, kot za

\

2

‘kl
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vzorcth tz populacije ¥ =1, 2, 3, 4, 5 za vzorce z n=3 s po-
navljanjem

7 P P.T F-E(7) P.(7-E)2
3/3 1/125 3/375 -6/3 36/1125
4/3 3/125 12/375 -5/3 75/1125
5/3 6/125 30/375 -4/3 96/1125
6/3 10/125 60/375 =3/3  90/1125
T/3 15/105. 108/375 —2/3 ' 60/f1125
8/3 18/125 144/375 -1/3  18/1125
9/3 19/125 171/375 0 i
10/3 18/125 180/375 +1/3 18/1125
11/3  15/125 165/575 +2/3  60/1125
12/3  10/125 120/375 = +3/3 90/1125
13/3 6/125 78/375 +4/3  96/1125
14/3 3/125 42/375 +5/3  75/1125
15/3 1/125 -15/37% +6/3 _36/1125
185 Sy 1128, g (o UL
185 0 378 1125 3

_-fabela 10.2 Verjetnostns porazdelitev za aritmetine sredine v

povprefja iz vzorcev, sestavimo verjetnostno pcrazdel?%ev Se

za oceno varfance s

Tabela 10,3

vzorceyv

Ver jetnostna porazdelitev za ocene varianc s

2

'y dobimo tabelo 10,3

=155-

52 P P.sQ
0 5/125 0
2/6 24/125 48/750
6/6 18/125 108/750
8/6 18/125 144/750
14/6 24/125 336/750
18/6 12/125 216/750
24/6 6/125 144/750
26/6 12/125 312/750
32/6 6/125 192/750
125 _ 4 1500 _
125 =750

U e

9
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Rezultat pokaZe skladnost s teorijo. MatematiZno upa-
nje za variamco ocen je enako varfanci v osnovni populaciji:
E(s?) = 62 = 2.

10,14
? Napravimo za tsto populacijo Y(1 2 3 4 5} podoben
preskus 3e za vzorce brez ponavijanja.

Stevilo razliZnih vzorcev brez ponavljanja z n=2
enotami iz populacije z N=5 enotami je po obrazsu 10.1 enako

(f) = (g) LT RN A prou¥imo, kak¥na je verjetnost za
o2

izbor posameznega vzorca brez ponavljanja, spoznamo, da moremo
v vzorec brez ponavljanja izbrat! iste enote na tollko razli&-
nih nadinov, kollikor je permutaci] iz n=3 elementov. V naslem
brimeru torej na 3 = 1,2.3 = 6 razli&nih naclnov (n.pr. 123

132 213 231 213 321). Ker je skupno 5.4,3 = 60 razli&nth moZ~-
nosti za vse vzorce, je verjetnost za vsak vzorec P = 6/60 =
1/10. Vsak vzorec je pri vzor¥enju brez ponavljanjs enakover-
jeten. Vsf moZni vzorci za na¥ primer so nakazanit v tabeli 10.4.

Tabela 10.4 Vzorci brez ponavljanja itz populacije Y(1 2 3 4 5)

Ceviabls N nd s
f o3 1/10 6/3 6/6
i 2 4 1/10 7/3 14/6
1258 1/10 8/3 26/ 6
134 1/10 8/3 14/6
s 1/10 9/3 24/6
145 1/10 10/3 26/6
2 3 4 1/10 9/3 6/6
235 1/10 10/3 14/6
24 5 1/10 11/3 14/6
345

1/10 12/3 6/6 } !

Enako kot za vzorce s ponavljanjem sestavimo tudi za
vzorce brez ponavljanja verjetnostno porazdelitev za aritmetil-
ne sredine iz vzorcev in fzralunajmo matemati¥no upanje in va-

rianco za aritmetiéne sredine iz vzorcev!

/

\
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Tabela 10,5 Verjetnostna porazdelitev sredin y iz vzorcev
brez ponavijanja

7 p P.Y _ [y-E(7)] PI7-E(7)]°
6/3 1/10 6/30 =3/3 9/90

7/3 1/10 7/30 -2/3 4/90

8/3 2/10 16/30 -1/3 2/90

9/3 2/10 18/30 0 0

10/3 2/10 20/30 +1/3 2/ 90
11/3 1/10 11/30 +2/3 4/90
12/3 1/10 12/30 +3/3 9/90

90/ 30=3=E (¥) 30/90=1/3=Var (y)
Ce tzra¥unamo E(Y) fn Variy) posredno iz parametrov
za osnovno populacijo, dobjmo po obrazcih 710.6 in 10,7
E(V) =Y = 3

$? Nen _ 5/2 5-3
n N 3 8

Var(y) = Sl
3

Dobljens rezultata sta v skladv z rezultati, ki jih dobimo ne-
posredno fz verjetnostne porazdelitve aritmetilnih sredin fin
vzorcevo

Preskusimo %e stavek o nepristranosti ocene povprel-
nega kvadratifnega odklona h Najprej sestavimo verjetnostno
porazdelitev za 529 tako da grupiramo rezultate iz stolpca za
s2 12z tabele 10.4 : '
Tabela 10,6 Verjetnostna porazdelitev varfanc 52 v vzorcihh

52 [ of POSQ

6/6 3/10 18/60
14/6 4/10 56/60
24/6 1/10 24/60
26/6 1/10 52/60

AP e

10 60, 2

e matemati¥no upanje za oceno varlance 52 fzrafuna-

=357 =



E(52! = 52 = 2
2

Tudt +a3 rezultata sta skladna,

P
25
125 , ‘ 1'1: | !l ;
€.
L rez ponavijanja
20 i
e 5 g SN
15
125 : g
: ,:F__gnvponavl];@;in
¥y ¢ osnovna |
125 ~ __populacija
5 o A2 (8 ey
125 |_J
]
L], :
FL22465628910N01121314151617
bl B R R B Ll R R B R SRR S B e i e
y 1 2 3 4 5

Slika 10.2 Verjetnostni porazdelitvi za povprelja
fz' vzorcevy z in brez ponavljanja

lz verjetnostne porazdelitve aritmeti&nih sredin
vzorcev s ponavifanjem v sliki 10,2 vidimo teZnjo k normalni
porazdelftvi, ki smo jo mavedli kot zakonitost. ﬁeprav poraze=
delftev osnovnih podatkov nf normalna in gre za fzjemno majhne
vzorce, se arfitmeti¥ne sredine vzorcev porazdeljujejo v poraz-
delitvi, ki je simetri¥na, zvonasta, torej v porazdelitvi, ki
ima iste znaXilnosti kot normaina. Ta teZnja je manj vidna pri
verjetnostni porazdelitv! sredimn vzorcev brez ponavljanja, ker
je vsega le deset moZnih raziiZnih vzorcev.,

10,15 !
Ocenjevanjd parametrov z enostavnim slufajnostnim

vzorienjem na splo§n§o Zgornji zakljuZki ne veljajo samo za |
ocenjevanje aritmeti¥ne sred?he,'QMpak pr! ocenjevanju za kate-
rikol! drug parameter z enostavnimi velikimi vzorci, V pribli¥-
ku se namre¥ za katerfkolf parameter C ocene ¢ porazdeljujejo!
aormatno s -sredine C in standardnim odklerom SEle)o—— s

~158-
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Ce s C zaznamujemo pravo vrednost ocenjevanega para-
metra, s ¢ pa tofkovno oceno tega parametra iz velikega vzorca,

je odklon zaupanja za oceno
D(c) = 2.SEfc) {10,16)
razmak zaupanja pa
c -28E(c) < €< ¢+ 2z SE(c) (10,17}

s tveganjem, ki ustreza koeficientv z. Ker v praksi ne poznamo
parametrov populacfje, v odklonu zaupanja in razmakv zaupanfja
nadomestimo pravo vrednost za standardno pogre¥ko SElc) z oceno
tz vzorca, selcl. Glede na to je ocena odklona zaupanja.

d(c) = z.se(c) y {10.,18)
ocena ia razmak zaupanja pa

c-zse(c)< C< ¢c+z.se(c) A (10,19}

Ocenjevanje agregata Y, strukturnega dele¥a P% in ¥tevila enot

z dano znalilnostjo H \

10,16
Razen aritmetilne sred?nc-pogos+o ocenjujemo vsoto
vrednosti za dan znak, nopr. skupen volumen, ali temeljnice za

sesto] Ttdo
Med aritmeti¥no sredino za populacijo Y in vsoto alf
agregatom Y = Z:Yi je enostavna zveza

5, N 25
P=SuN ali >y=v:nNT (10,20
i=1 i=1 !
Oceno agregata Y.dobimo, &e v obrazcu 10,20 nadome-

stimo pravo vrednost Y z oceno iz vzorca Yo
Ceno agregata z enostavnim slufajnim vzorcem Ysl fz=

racfunamo torej po obrazcuv
y ‘ (10.21)

pri ¥emer pomeni: y = vsota podatkov iz enostavnegs slulajnega

VZOrcao
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Ker je po znanth stavkih o vartanci Varlax) =

= aQVar(x), velja, da je

N-n P?
= N(N- n}i {10.22)

2
Var(Y,) = Var(Ng) = N*Var(y) = N°2L.

Ker agregat obiEajno'occnjujemo z vzorlenjem brez ponavijanja,
nava jamo samo obrazec za ta tip vzorlenja.

‘1z podatkov vzorca pa ocenjujemo varfanco agregata
var (Ysl) po obrazcw, ki je prav tak kot obrazec 10,22, samo da

je 8° zamenjan z oceno s

var¥,, = N(N-n) 52 (10,23)

10,17

- Pogosto ocenjujemo tudi strukturni dele¥ P, ki ga do-
bimo, e Ztevilo enot z damo znalflnostjo H v populacijt delf~
mo z obsegom populacije N

Lo -
Pz ‘ l10,24):

Oceno strukturnegs deleZa p dobimo iz podatkov eno-
stavnega slufajnostnega vzorca analogno tako, da Ztevilo enot
z dano znalilnostjo h iz vzorca delimo s skupnim ¥tevilom enot

¥ VYZOrcu n
Ry =p=- (10,25}

Varienca za oceno strukturnega deleZa 7z neomejene populacije

ali iz vzorca s ponavijanjem je enaka

6-2
Var(p) = —£ ; G =P(I-P) (10,26)

i

Za vzorce brez ponavlijanjas 1z kon&nih populacij pa je

S? N-n H(N -H
R ; H(N-H)
Var(p) P e S? - NIN=T) ~(10,27):

An&[ogno je ocena variance za ocene strukturnih deleZev za vzor=
ce Tz neomefenih populacij in za vzorce s-ponavljenjem—iz—koné~

nih populacij

=160 =



sé
var(p) = T-f' (10.28)
za vzorce brez ponavijanja fz konZnih populacij pa

2 N-n

var(p) = EA’“T (10,29}
Pri tem je fzraz
2 _ h(n-h
S5 = =7 (10,30}

analogen povprefnemu kvadratnemu odklonu Sg,‘le da je izralu-

‘nan fz podatkov vzorca.

Opomba . Ce strukturne dele¥e izra¥amo v odstotkih, je

P% = 100.P in p% = 100.p. Ker ‘je Var(p%) = Var(i00.p} =

= 1002Var(p), moramo v tem primeru vse obrazce za fzralunavanje
varfance pomnoZiti s 1002, e ocenjujemo strukturne dele¥e v

odstotkiho

10,18 :
Stevilo enot z dano znalilnostjo H v populaciji do-

bimo, Ce
H = NH = NP (10,31)
strukturni dele¥ P pomno%imo s skupnim ¥tevilom enot v popula=
fc!jf No Analogno kot pri ocen! za vsoto pa dobimo oceno skupne-

ga ¥tevila enot z dano znalflnostjo Hsl’ e v obrazcu 10,31
bravo vrednost strukturnega deleZa zamenjamo z oceno p

Hy = Np = NL (10,32)

Podobno kot pr:f agregatih je varfanca za oceno skupnega Stevi=-
la enot z dano znalilnostjo za vzorce brez ponavljanja enaka

> 4
Var(H,,) = N(N-n)fn& :S2- g(ff—lg_"—;’)l (10,33)
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(10,34}

10,19

Simbolika in obrazci za ocene parametrov Y, ¥, P in
H so sistematiino nakazani v naslednjem pregledu.

_ Populacija Vzorec
' n
Znak za se3tevanje g ?:
= S
Stevilo enot N n
Stevilo enot z dano znafilnostjo H
Strukturni dele¥ P P
Strukturni postotek P% p%
Individualina vrednost Y‘ Yq
Vsota za znak y Y y-
Povpreije Y F-

' 2 2
Povpre&ni kvadratni odklon ; SY Sy
Varianca ,63 53
Povprelen kvadratni odklon za o 0

strukt., dele? S 3
i S P
Varianca strukturnega dele¥a :6§ sg
Prava vrednost Ocena
Varianca Var var
Standardna pogre3ka SE se
Odklon zaupanja D d
Parametri: ¥l Y =Y/N V= l'n' =y/n
2 : : N, '™ R Y=Y
N .
= ?5 L el it
P = H/N p = h/n
_ N
H Hsl = h
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5 ; Prave vrednost Ocena
Variance ocen parametrov z 2 »Q
i 8 e
vzorcem s ponavljanjem: Var(y)= —L varly)= ;%
n
62 42
Var(pl= e vgr(p}:.ae
n
Variance ocen parametrov z
vzorcem brez pondvijanja: g2 §2
ot SO Ne=n - _ onn
Variy) « e varly) 2R
52 2

s
Var(Y_ ,)=N(N-n)-L varlY ,)=N{N-n)-L
7 sl n s | n

52 L
Varipl= ;E 0 ﬁﬁﬂ varipl=
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Tehnika ifzbora enostavnega slufajnostnega vzorca

10,20

Prvi tn glavni problem pri izvedbi enostavnega slu~-
ajnestnega vzorenja je, kako fzbrati sluZajnostni vzorec, da
bo zadostil osnovnemu pogoju, da ima vsaka enota vzorlenja v
populaciji enako moZnost, da je vkljuZena v enostavni vzorec,

Pri vsakem sistemu vzor&enja ima posamezna enota po-
pulacije dolo¥eno, vnapre]j dano verjetnost, da je vkljulena v
vzoreco. Na¥in izbora enot mora bit+i tak, da zadosti temu osnov-
nemu pogoju, ker le v tem primeru veljajo zakonitosti vzorle-
nja, ki so fzpeljene iz verjetnostnega raluna. Pri enostavnem
vzorenju ima vsaka enota populacije enako verjetnost oziroma
mo¥nost, da je vkljuZena v vzorec., lzbor takega vzorca imenuje-
mo fzbor brez omejitve.
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Okvir vzorfenja. Tehni&no izberemo enostavni slulaj~-

nostni vzorec po nasiednjem postopku. Osnova slufajnostnega 1z~
bora je v vsakem primeru pregled vseh enot v populac!ji. V tem
pregledu, ki ga fmenujemo okvir vzorfenja, je vsaks crota obvez=-
no tako oznalena, da jo moremo fdentificirati. Preglied enot pﬁu

pulaclije, ki sestavlja okvir vzor¥enja, more bi+i dan razliZno.
Navadno je to spisek enot, ki so o¥teviilene z zaporednimi ¥te-
fv?lkam?o Zelo prikladen okvir je tud! o¥tevil¥ena kartoteks !
enot populacije. Tudi geografska karta, v katero so vneZene |
‘enote populacije glede na geografsko lego in zaznamovane z za-
porednimi Ztevilkami, more bi+! nazocrem okvir populacije. Ce
so enote geografska obmo¥ja (sesto], oddelek, gospodarska eno=
ta alt podobnol, je geografska karta teh obmoltj, v kateri je
vsako obmo¥je oznaZeno z zaporedno Stevilko, tud! primeren
lokvir vzorfenja. Kot okvir vzorfenja moremo uvporabi+i +udf
vsako drugo shemo oziroms nalin, 1z katerega je moZno identi=-
:ficfra%i enote osnovne populactje.

10,22 e

‘ Loterijski na&in. Eden izmed na¥fnov slufajnega fz-
bora je loterijskt na¥in. Pri loterijskem na¥inu fmamo v Yart
Ifs*ke z zaporednimi Stevilkami enot. V Zari je torej tolfkeo

l?sfkov, kolikor je enot v populactjio.

Enako moZnost za fTzbor vsake enote ustvarimo tako,
-da o3tevil¥ene |listke dobro premefamo in iz Yare "na slepo"
potegnemo lfstek. Enoto, ki Tma TzZ¥rebano zaporedno ¥tevilko,
‘vzamemb kot enoto slu¥ajnostnega vzorca. Postopek Zrebanje
enot vzorca ponavijamo vse dotle], dokler nimamo fzZrebanih
ustrezno Xtevilo enot neo Pri tem posamezne Tz¥rebane |fstke
pred fzborom nove enote vrafamo v ¥aro, e gre za izbor s po-
navljanjem. Tako doseZemo, da ima fista izbrana enota mo¥nost,
'da je ponovno vkljuZena v izbor. Ce pa fzbiramo vzorec brez
:ponavijanja, izZrebani |istek Tzlo¥imo, da ga ne moremo ponov-
no fzbrati. ‘
; Loterijski naEin sluajnostnega izbora pa je posebno

"ze veZje populaclije zamuden fn okerel.
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Is+f cil] dose¥emo na drug nalim, brez listkov za
vsako enotoo |
Vzemimo Yaro, v kateri je deset enakih listkov, krog=
Ifc alt kock s ¥tevilkami od O do 9, Ce imamo populacijo z
N = 999 enotami, dobimo slu¥ajnostno zaporedno ¥tevilko takeo,
da s trikratnim ¥rebanjem sestavimo tromestno siuviajnostno ¥te-
vilke., lzbor seveda vr3imo s ponavlijanjem. Ce dobimo s prvim
¥rebom %tevilko 3, z drugim 1, s tretjim ¥rebom pa ¥tevilko 3,
ta trojni Z%reb ustreza fz¥rebani zaporedni Ztevilki 313 po
prej¥njem na¥inu, V vzorec vklju¥imo torej enoto, ki ima v okvi-
ru vzorenja zaporedno ¥tevilko 313, Prednost tegs na€ina; v
primerjavi s prvim, je v tem, da ni treba sestavljati obZirnih
Yar, pomanjkljiv pa je v tem, da je treba za izbor ecne same
enote toliko ¥reban), kolfkor mestno je ¥tevilo enot v popula-
ciji No To pa je zamuden posel,

10,24

Tablice slu¥ajnos#nth ¥tevilk, Hibe loterfijskega fz~-
bora odpravimo s tablicam! slu¥ajnostnih Etevilk. Stevilke od
O do 9, ki jih enkrat fzberemo, zabeleZimo. Te siulajnostne

¥tevilke moremo uporabiti za ve¥ razli&nih vzorcev. Tako dobf-
mo tablice slufajnostnih ¥tevil, v katerih so zapisane Stevil=-
ke od O do 9, kot so bifle po vrs+i slu¥ajnostno fzbrane 1z Za-
re z desetimi Stevilkami. En del 1z +ablic sluajnostnih ¥te-
vilk Tz knjige: Fisher and Yates: Statistical Tables for Bio-
logical, agricultiral and medical research, je dana v tabeli
10eFs 2 -

Vemestna slu¥ajnostna ¥tevila iz teh tablic dobimo,
e zdru¥imo ve¥ slulajnostnih ¥tevilk v skupine., Vzemimo prvo
vrsto Tz tablfc sluZajnostnih ¥tevilk fz tabeie 10.1:
03 47 43 73 86 36 96 47 36 61 46 98 63 71 itd., Zaporedne 3te~
vilke enot, ki jth iz populacije z N=8324 izberemo v slufaj=-
nostni vzoree, dololimo tako, da vzamemo po vrsti skupine po
}+ir! sluajnostne ¥tevilke. Prva fzbrana enota ima zaporedno
¥tevilko 0347,

Skupine zaporednih ¥tirimestnth siuajnostnih Ste-
vilk so: 0347 4373 8636 9647 3661 4698 6371.

=165=



Tabela

B83IB

16
11
35

31

18

42
36
85

8888

16

57
42

94

90

24

96

43
24

85
56

17

12
86

B &8 ]

94

17
18

15
93

25
37

98

82
94
10
16
25

10.7

BERBYR

EB&E&EG

66
75
16
86
31

& R

26

39

EB 8

46
75
74
95
12

&R IE G

70

283

24

A 8BRS

SluZajnostne Stevilke

83
06

42
96

96

17
16
97
92
39

33
83

I8N

74

55

37
49

62

32

44

14
26

82

82386 Ngaaab

& 88

14
89

36
57
71

46

BE3Ig e

82

288
58383

97

26
75
72

19

S8I3 8BS

S8 B8R

28n 8

42
32

- 31

17

98

49

A 3gi ok
FE e

£33 849

BREHL S

37
10

42
17

11

56
34

a3 2R

22

19
94

75
86

32
79
72

93

5388¢
S

86
46
32
76

29883 4LEaH

S8 & 498
ae2ed

71
37
78
93

-~ N
N @»

BRE B
& & 8%
2888
S N8BS

@0
(2]

& R

&3 - 885

&
& B8 ¢

-] 66=

62
32

15
90

78

75

62

62

74
47

49

49

26

74
02

91

41
91

RS B

57
06

21
12
15
90

06

17
70
04
12
52

G R
8&s8 8

88 % a8

76

aN&aa

47
70
92
01
52

16
36

10
44

28IEN

85
94
02
06

S®E¥%88

77

I &S8R

10
45
72

98

R BERS

84
83

8 8 &

93
86
85

11
51
97
26

26
92
39

02

]

&8 8&

52 8¢S 88337

G2a&Rs
2R 8R

14
79

49
01

12
52
02
73

72
79
42

21
46
24
72

97

49
96
73

37

10

14
81

91

538 8]
8 €3

05

& 888

19

21
95
11

23R 88

88888

95
73
10.
76
30

76

05
71
75

39

80
90
14

57
52
91
24
92

31

98
32



Tabela

28BS

8 3 &

26
14

17
90
4]

91

G888 888&¢F%
aa2dREG

2¢gs&aa By

63
98

02

R E&L

90
05
46
19

228

78

93
10
86
61
52

3

48888 B8HERY

¥R E

8883

10,7

17
21
13
24

88858

(o)
L

aavg 388k

8 &8 & 9 a
I8 L8

8589

N
o

82

15

SluXajnostne ¥tevilke

75

97
15

el

71
23
31
31
94

98
73
73
22
39

61
99
06

01
71
01

51
61

05
73
96
51
06

35
98

37
59

41
52
04
99

80
81
82
95

32
72

51
91

22

[ S

41

02

15

85
42
66
78
36

22388

95
05
75
14
93

15
99
47

22

828488

00
94

42
06

26
10
37
81

06
82
82

86
90
19
02

=30 i i

41

72
12
96

36

11

2288

92
61
73
42
26

12
96
10

45

K8 888

94
02

61
74

61

ER 8

51

33
10

€8 8138
&8

Q
K E8BE
S aE8 e

41 94

=
g 888

588 &3

14
93

75

96

E&ES®

19
86

B8R R

86

75

12
94

11

36

13

-167=

(nadaljevanje!

888 &8

15
12
42

83 BER

a8 28R

24

96

a7

91
03

26

76
22

39
40

59
06
44
32
13

44

13
24
90

74

72
02
94

98
79
49
32
24

4888 &

98
33
54
78

56
51
95
17

95
02
41
30
35

94

4958
3% ¢

33
62

92
02

40
78
11
18
70

12
82
16

78

&8 8

43
12
57

80

41
67
24
85
71

45
12
15
65
15

37
22
43
49
89

06
16
85

01

36
36

8% 8

04
46
05
70

$888%6
I &8 8
&L aa

86

83
i8
42

88888

16
74

58838

04
31

37
32

95

93888
886588

5 e as
2LBLS 8wy

&8 49

47
02

SR8

15

8B3I8 S

82

90

47

16
52
37
95

9
05

3

SE&ESR

66

72

74

93
74
05
24

67
39

26
24

13

11
95
44
13
17

a8 83

39

30
70
49
72

66

94

76

81
78

66

91
12
19
49

2R gE

88888

74
51

94
43

23

8 &9

49

568388

IRBBVYLR



|
Prva ifzbrana enota ima tore]j zaporedno ¥tevilko 347 | -

(O na prvem mestu odpade). Nasiednja enota ima zaporedno Ytevil-
ko 4373, Slu€ajnostni ¥tevilk! B636 in 9647 ne prideta v po¥tey,
ker sta veljl kot je obseg populacije in ima zadnja zrota v poL
pulaciji zaporedno Etevilko 8324, Pa¥ pa vkljuEimo v vzorec §c
enote z zaporednimi Ztevilkam! 3661, 4698 in 6371.

Skupfne sluZajnostnih zaporednih Ztevilk pa se morejo
med seboj tudi delno prekrivati., Tako znatno povelamo obseg
tablic sluZajnostnth Etevilk., Ce za zgornji primer tvorimo
§tirimestne skupine sluZajnostnih ¥tevilk tako, da sluEajnosfﬁc
Stevilke premikamo po eno mesto, dobimo tele rezultate: Prva |
skupina 0347 ostane. Naslednjo skupino pa dobimo, e se v vrsti
sluZajnostnih Ztevilk premaknemo le za eno mesto. Drugs skupina
je torej: 3474, Naprej dobimo po istem postopku nadaljnje sku=
pine: 4743 7437 4373 3738 itd. Namesto sedmih skupin po $+irt
lofene sluZajnostne Stevilke, fzmed katerih jih moremoc le pet
uvporabit+i kot zaporedne Stevilke fzbranth enot, dobimo 25 sku-
pin, od katerih je 21 manj¥th kot 8324, Namesto 5 enot iz Iste-
ga dela tablfc sluZajnostnih ¥tevilk fzberemo 21 enot.

Po potrebf obseg tablic slu¥ajnostnih ¥tevilk pove-
Zamo tudi tako, da slu¥ajnostne ¥tevilke v tablici beremo v
obratni smerf, od zgoraj navzdol alf od spodaj navzgor. V vsa-
kem primeru dobimo nove skupine sluajnostnih Itevilk.

10,25

| V primeru, ki smo ga navedli, nekatere skupine Stiri-
mestnih siufajnostnih ¥tevilk niso uporabne, ker presegajo ob=
seg populactje. Stevilo skupin, ki zaradi tega odpadejo, je v |
nekaterih primerih zelo veltko. Ce je n.pr. obseg populacije
N=1832, od 10000 razii&nth petmestnih skupin odpade 10000 =
1832 = 8168 sivfajnostnih ¥tevil. To pa zelo okrni uporabnost
tablic, | |
S preprostim postopkom obseg uporabnih skupin povela-
mo, Od vseh 3¥tirimestnih skupin pridejo po zgornjem v konkuren~-
co le one, ki imajo prvo ¥tevilko O all 1. Vse ostale inade}A.
Ce pa postavimo pravilo, da ¥tejemo kot O na prvem mestu ¥tirf-
M¢s+nega ¥tevila vsako sodo (O, 2, 4, 6, 8), kot 1 pa vsako |i-
ho (1, 3, 5, 7, 9) sluZajnostno Ztevilko, se uporabnost tablic
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znatno povela. Namesto 8168 nezuporabnth skupin se 3tevilo neu~-
porabnih skupfn od 8168 znfZe na B840, Ker je n.pr. prva Stevil-
ka v skupin! 5674 liha, ustreza tej slu¥ajnostni ¥tevilki eno-
ta z zaporedno ¥tevilko 1674. Po prvem na&fnu pa je *to slufaj-
nostno ¥tevilo neuporabno. :

Podobno reduciramo prva mesta skupin slufzjnostnih
t+evilk za populacije, katerih obseg N za¥enja s ¥tevilko 2.
Stevilke O, 3, 6 ¥tejemo kot O, stu¥ajnostne ¥tevilke 1, 4, T
kot 1, slu¥ajnostne ¥tevilke 2, 5, 8 pa kot 2. Sistem je v tem,
da je ustrezna prva Ztevilka ostanek slufajnostnega Ztevile,
teprvo slutajnostno Stevilko od O do 8 delimo s tri. Opozbrif?
moramo, da slu¥ajnostne skupine, ki za¥enjajo z 9, fzpuSlamo.

Analogno je prfi populacijah, katerig obseg zalne s
¥+evilko 3, merodajen ostanek, ¥e delimo prvo slulajnostno
ftevilo s 3+irf, ne upoStevamo pa 8 in 9.

Ce pa se ¥tevilo enot N za¥ne s 4, je prva 3tevilka
zaporednega Stevila ostanek, ¥e delimo prvo slufajnostno Ste-
vilko s 5. '

10,26 ’
Primer za ocenjevanje z enostavnim siuajnostnim

vzorcem, Uporabo razliZnih vrst vzor¥enja, med njimi tudi za
enostavno sluZajnostno vzor¥enje, bome uporabili ns shematil-
nf preskusni kvadratni ploskvi s povr¥ino 57,6 ha. Ta je razde-
ljena na N = 24 x 24 = 576 osnovnih povr¥intc kvadratne oblike
po 10 a. Kljub temu, da je primer shematf¥en, je populacija za=-
dosti veliks, da bomo moglt na razit&nih primerih oceniti kva-
|t+ete posameznih vrst vzorenja. V skici ploskve v sliki 10.3
so nakazane osnovne povr¥inice fn vanje vpisani podatki o volum=-
nth na posameznih povr¥inicah, Tt podatki v nadaljevanju slu¥i=-
jo za to, da z njihovo pomo¥jo dobimo podatke o izbranih parce-
laho, V stvarnem primeru dobimo za fzbrane ecnote te podatke z
opazovanjem na terenu.

Prave vrednosti parametrov, katere bomo v nadaljeva~-
nju ocenjevall, so? Stevilo parcel, za katere je volumen veZji
kot 30 m3 : H = 320, Odstotek parcel, na katerih je volumen
ve¥Xji kot 30 B P% = 55,6%. Skupen volumen sestoja: Y =
= 17439 m3. Povprefen volumen na osnovno parcelo : Y = 30,3 m3.
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Slike 10,3 Skica poskusne ploskve’ z N=576 osnovnimi parcelfcami
s podatki o volumnih na osnovnih ploskvah,
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Z enostavnim sluajnostnim vzorcem brez ponavljanja
n=72 osnovnth parcel na poskusni ploskvi, ocenimo:

a) povpre&ni volumen na osnovno povr¥ino: ¥y

b} skupni volumen v sestoju: Yo :

c) odstotek osnovnth parcelic v sestoju, ki imajo vo-
lumen manj¥T kot 30 mo: p% :

d) §+§vilo parcelic v sestoju, nakaterih je volumen

manj¥i kot 30 m™: Hsl

Vzor&na enota je v na¥em primeru posamezna parcelica
fzmed N=576 osnovnih parcelfc. Osnovns populacija pa je sestav-
ljena Tz vseh N=576 osnovnih parcel?cﬁ

Glede na to, da so osnovne enote povr¥ine, je naj=
prikladnej¥i okvir shemati¥na karta sestoja, v kateri so posa-.
mezne vzor¥ne enote = o0snovne parcelice o¥tevilfene z zapored-
nimi. $tevilkamt od 1 do 576.
| Enostaven slufajnostni tzbor n=72 osnovnih parcelic
brez ponavljanja izvedemo tako, da iz tablfc siuvZajnostnih 3te-
vilk %;amemo kot zaporedne ¥tevilke fzbranih emot vsa tromestna
sluZajnostna ¥tevila od 001 do 576. Tromestne sluZajnostne 3te-
vilke sestavimo po dolo&enem pravilu,

V nafem primeru vzemimo po vrstnem redu tromestna
Stevila Tz zaporednih stolpcev v tablici slu¥ajnostnih ¥tevil
v dodatku, 2
Najprej vzemimo kot tromestna slu¥ajnostna ¥tevila
prvo skupino tromestnfth ¥tevilk (prva, druga, +re+jai fz vsake
virste v tablict slu¥ajnostnih X¥tevilk v dodatku, nato drugo
skupino (Eetrte, pete, ¥este sluZajnostne Etevilke) fz vsake
vrste, nato tretjo skupino Ttd. vse dotlej, dokler ne dobimo
n=72 slufajnostnih tromestnih ¥tevilk brez ponavijanja. n=72
tako ugotovijenih tromestnih sluZajnostnih ¥tevilk brez ponav=-
ljanja je nanizanih v tabeit 10.8., 1z te tabele je razvidno,
da se je v fzboru pet tromestnih ¥tevilk ponovilo (dv). lzbra-
ne parcele so v okvirju vzorce v sliki 10.3 vokvirjene. V tabe-
I§ 10.8, kakor tudi v sliki 10.4 so za fzbrane parcele navede-
ni tudi volumni, katere smo ugotovill fz skice 10,3, Z O alf 1
pa je zaznamovano, da volumen nt (O) oziroma da je (1) velji

kot 30 m° .
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Slitka 10,4 Okvir enostavnega slufajnostnega vzorca n=72 parce-
ifc z vrisanimi slufajnostno izbranimi parcelicami in vpisanf-

mi volumni.
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Tabela 10.8 Osnovni podatki o enostavhnem slulajnostnem fzboru

vzorca z n = 72 parcelficamd
Slul. Volumen Slu&, Volumen Slud. Volumen
ftev, Y3 y':>30 Stev. Y4 yi>>30 Stevo Yy, Y g >30
034 2 O 34 33 1 324 dv dv
167 35 1 247 22 O 137 38 1
125 22 0O 163 37 1 296 22 0
555 23 0 112 dv dv 162 dv dv
162 33 | 086 31 1 242 23 0
332 40 1 238 35 1 438 22 0
576 35 1 240 38 i 157 33 1
181 31 1 218 19 0 409 23 0
266 21 O 430 40 1 4892 Q22 ¢
234 33 1 237 42 1 550 35 1
323 31 1 498 36 1 283 39 1
378 37 1 082 24 0 340 23 (@]
566 34 1 410 20 0 233 36 1
160 39 1 316 25 0 350 37 1
311 40 1 276 37 1 055 30 0
274 24 (¢} 356 39 1 348 dv dv
003 92 0 342 19 8] 166 37 1
299 28 0 324 37 1 468 29 (8]
169 23 9] 199 30 1 033 23 0
112 32 1 351 33 1 502 33 i
352 34 i 121 23 0 548 35 i
382 35 1 373 35 1 544 37 1
319 - 24 O 207 - 30 0 245 25 0
494 34 1 047 41 1 472 34 1
171 21 0
160 dv dv
b 395 . 30 0
332 35 1
429 38 1

Iz individualnih podastkov za n=72 izbranih parcel dobf-
mo naslednje pomoZne rezultate: E¥tevilo parceil, ki imajo valu-
men velji kot 30 m3, h = 43,'v56+a volumnov na izbranih parce-
ltcah y = ¥ y; = 2226 m>. Vsota kvadratov volumnov na kzbranih
parcelicah ¥ y3 = 71902,

Ce upo¥tevamo teoreti¥ne osnove za enostavni slulaj-
nostni vzorec, dobimo naslednje rezultate:

To¥kovna ocena za povpre¥ni volumen na eno parcelo
je po obrazcu 10.9-

Y, = 9/n = 2226/19 = 30,92 N :

lz pomo¥nih rezultatov dobimo dalje, da je oeena varfance za

asnovnl znak y
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2 2

ye = y/n 2

2 o L1902 29067 FT2 43,40
4 o~ 1 g A |

Ocena varfance za aritmeti¥no sredino z vzorcem brez ponav!ja-
nja je po obrazcu 10.15

: 82 :

n N 72 576

varly)

sely) =yvar(y) = 0,527431 = 0,726 m’

2

g

d{y) = $(0,05,72-1).sely) = 2,00.0,726 = 1,45 m
o +
Y = 30,92 = 1,45

Ker je vzorec z n=72 enotami v smislu vzorfenja 3e
majhen, kot faktor, s katerim mno%imo oceno, da dobimo oceno
odklona ni tofno enak Koefictentu z za normalno porazdelitev,
temvel #(& ,n=1). Ta koefiéient je tem bl1%ji vrednosti z za u~-
strezno tveganje o, &tm ve¥jt je vzorec. To vidimo iz tabele
za t porazdelitev v tabell 11.1. V na¥em primerv je #(®=0,05;
n=1=711=2,00, Za velike vzorce pa je ustrezni z(X=0,05)=1,96.
Raziika torej ni znatna.

Prava vrednost aritmeti&ne sredine volumna na eno
parcelo leZi s tveganjem o= 0,05 v razmaku od 29,47 % do

39 57 i

Ocena aritmeti¥ne sredine.olumna forej s tveganjem
a= 0,05 ni od prave aritmeti&ne sredine Y razliZna za ve¥ kot

d&(y) = 100.d(y)/y = 100.1,45/30,92 = 4,7 %

Ocena, ki smo jo dobil! z vzorcem, Je razmeroma dobra.
Podobno ocenimo tudi skupen volumen v sestojus To¥=-

kovna ocena skupnega volumna Y‘; je

Y., =Ny =225 5906 = 17808 m°
n 72

Ocena variance za skupen volumen pa je

2
8
var(Y_ ) = N(N-n) —X = 576(576-72) 22229 - 174988, 80
n 72
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selY ) =-ﬂvartvs,1 = 1174988,80 = 418,32 m>

d{¥ ;) = $10,05.71) .se(Y¥ = 2,00,418,32 = 837 m°

sl’

Y = 17808 ¥ 837

Pravi skupni volumen sestoja je s tveganjem o0 = 0,05
med 16971 m> in 18645 m°,

Ce primerjamo dobljent rezuvltat ocene z enostavnim
vzorfenjem brez ponavljanja s pravim volumnom v raziskovanem
sestoju ¥ = 17439 ma, vidimo, da je rezultat v skladu s teori-
joe Prava vrednost volumna v sestoju resnino leZi v razmaku
zaupanja. Dobl jens tofkovna ocena za veolumen v ses+oju.Ys‘ =
= 17808 m3 je razmeroma dobra ocena skupnega volumna Y=17439 m%
Razlika ocene od prave vrednosti je 17808 = 17439 = + 369 m>

369
alt v od§+o+k?h 100 75235 =9, 9%F

Ocena strukturnega deleZa parcel z volumnom nad
30 m° J¢ p = h/n = 43/79 = 0,597 a1f v odstotkTh

pZ = 100,0,597 = 59, 7%,
Da ocenimo varianco +e ocene najprej iz podatkov

2
vzorca, ifzra¥unamo oceno sp

2 _ hin-h) _ 43172-43)

s = 0,243936
P ntn-1)  72(72-1)
Ocena variance za p je‘
2
s
verip) = <& . Hzn . 0,2883930 o 76272 2 . 06796450
: n N 72 576

\

selp) = var(p) =10,00296450 = 0,0544

alt
sel(p®) = 100.,selp) = 100.0,0544 = 5,44%

dip®) = +(0,05.71)esel(p®) = 2,00.5,44 = 10,9%

Odstotek parcel, ki imajo volumen ve&ji kot 30 m3, je P% =
59,7% % 10,9%. Pravi odstotek s tveganjem o= 0,05 ni manj¥i
kot 49% tn ne ve¥jT kot 71%. )

|
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Ce ocenimo ¥e skupno ¥tevilo parcel, m katerth je vo-
lumen ve&€ji kot 30 m3, dobimo

Hoo =5k =210 gs - 344
n 72

2
S

var(H, ) = N(N-n) 2 = 576.(576-72) 0,243936 _ oa3,55
n 72

selH ) = Vvar{Hs,) = /983,55 = 31,4
diH ) = $10,05.71).selH ) = 2,00,31,4 = 62,8

= 344 T 83

Skupno ¥tevile parcel, na katerth je volumen veZji kot 30 m3,

je s tveganjem o= 0,05 v mejah zaupanja med 281 in 407. Ce za
potrdilo teorije in ze preskus stvarne zanesljivosti rezultata .
primer jamo dobljeno oceno s pravim ¥tevilom parcel, ki smo ga

dobi Il s pregledom vseh parcel, dobimo, da je pravo ¥tevilo

parcel H = 320 v mejah zaupanja in da se ocena Hsi = 344 od
oravega ¥tevila razlifkuje zs 344 - 320 = 24 alf 100 §§b=7,5%.

DoloZanje velikosti vzorca pr! zahtevani nataninosti ocene

10,28
Dolofanje veltkosti vzorca za oceno povpreZjs. Pri

dosedanjem obravnavenju ocenjevanja z vzor&enjem je bils veli-
kost vzorcs vnaprej znana in smo pri dani velikost! vzorca oce-
njevall parametre in njfhovo zanes|jivost. '

' Pri planiranju vzorcev pa obiZajno nastopl problem
dolo¥i+i velikost vzorca tako, da bo da! predpisano natanlnost.
@Cc na velikost vzorca ne polagamo painje, se zna zgoditi, da so
ocene, ki jih dobimo, neuporabne ali pas imajo omejeno vrednost,
ker so premalo zanesljive, ¥e je vzorec premajhen. Obratno pa
je ocena glede ne stvarne potrebe lahko predobra in smo po ne-
potrebnem vzeli prevelik vzorec.

Zanes|l jivost ocene z enostavnim vzorcem je dana s
standardno pogre¥ko ocene SE, ali pa z odklonom zaupanja D=z,.SE,

—
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ki pomeni najveXji odklon ocene od prave vrednosti pri danem
tveganju o« ., Kot je znano, zavisi od stopnje tveganja koefi-
cient zo

Najprej skuSajmo re¥!+i problem o velikosti vzorca za
oceno povpre&ja z vzorcem s pon&vijanjem° Vpraganje je, koliko
enot moramo vzeti v vzorec, da se ocena povprecja z danim tve-
ganjem o ne odkianja od prave vrednosti za veZ kot D(yl.

lz obrazca 10,5 in obrazca 10.6 povzamemo, da je za

enostaven slulajnostni fzbor s ponavljanjem

Dl = 25617) = 276_L {10,36)
n
lz tega obrazca dobimo, da je za vzorec s ponavljanjem
Tyl )2 (10
afE2 03

Vzemimo na¥%o poskusno ploskev z N=576 parcelicami in
skufajmo dolo¥i+i, kako velik vzorec s ponavljanjem moramo vze-
+i, da se ocena povprefja od pravega povpre¥nega volumna na eno
parcelo s tveganjem o = 0,05 ne bo odklanjala za vel kot

— 3
Dly} =1 m™,

Za tveganje o= 0,05 je z = 1,96, Standardni odklon

za volumen po parcelicah je 6y = 6,29, lz teh podatkov dobimo

po obrazcu 10,37, da je

2
SEy (1296;6g29) = 159

Da z enostavnim vzor&enjem s ponavljanjem ocenjeni povprelni
volumen na eno parcelo od pravega povprelja ne bo razliden za
vet kot B =1 ma, je treba v slufajnosten vzorec vkljuEiti

nN=152 2note

10,29
Med ¥tevilom enot v vzorcu s ponavijanjem n in 3tevi-

lom enot v vzorcu brez ponavljanja n' pri isti nataninosti oce=

ne je zveza
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<,~. i n = Nn -~ n (10.38)

V nadem primerv dobimo

' 5760152

Ble— = 120
576+152=1

Ce ocenjujemo povpreZje z vzorcem brez ponavljanja, dose¥emo
predpisano zanesljivost ocene Ze z vzorcem, v katerega vklju-
&imo le n=120 parcelic.

10,30
Velikost vzprca pri predpisani relativni natanlnosti.

2anes|j$vos+ ocene pa vetkrat predpisvjemo tudi relativno. Na-
mesto absolutnega dopustnega odklona: zaupanja fzrazimo odklon
relativno v odstotku od parametra, v naSem primeru v odstotku

od aritmeti¥ne sredine. 1

Ce obrazec 10.37 ustrezno preuredimo, je
A ;

e n :7 -'z_m;';" (10,39}
il - D%(y),

V obrazcu 10.39 smo ¥tevec in imenovalec pomno¥ili s 100/Y, Ta-
ko dobimo v ¥tevcu namesto standardnegs odklona 6 koeficient
varfacije KV#, v imenovalcu pa namesto absolutnega odklona zau-
panja Dly) relativen odklon D#(y). 1z tako dobljenega obrazca
za ¥tevilo enot v vzorcu 5 ponavijanjem pardobimo: Ztevilo enot
v vzorcu brez ponavljan}a po obrszcuv 10.38.
10431 ;
Sku¥ajmo doloZiti, s kako velikim vzorcem brez pongv-
ljanja bi se ocena povpre&nega volumna na eno parceio v na¥em
preskusnem sestoju s tveganjem o= 0,01 ne odklanjala od pra-
vega povprelja za ve¥ kot DEly) = 5%.

Tveganju o = 0,01 ustreza koeficient z 5 2,576
{glej odstavek 9.13). Ker je koeficient variacije za poskusni
sestoj KV% = 20,8%, dobimo po obrazcu 10.39

2
R s QQ,S?G.QO,B) - 115
‘ 5
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Potrebno ¥tevilo enot v vzorcu brez ponavijanja pa je po obraz-
cv 10,38

oo B s L o,
576+115-1

Dolo¥anje ¥tevila enot v vzorcu za ocene parametrov ?8 Y, D, H

10,32
Analogno dobimo obrazce za dolofanje ¥tevila enot v
vzorcu tudi za ocene parametrov: Y, P in H. Obrazci za vse ¥ti-

ri osnovne parametre so danf v tabelf 10,9,

Tabela 10,9 Obrazct za dolofanje potrebnega Ztevila enot pri

dani zanesljivosti

. evilo enot v vzorcu s ponavljanjem, e
2 o Stevil + ljanj ¢
cenjevan je maksimalnt odklon predpisan
parameter absolutno D relativno D%
Aritmeti¥na ¥ A
sredina A i D(y)
B (ZoKV%)Q
D%
Vsota podat- o (N.z.5 )2
kov Y DY)
Strukturni | - _ z2.P%(100-P%)
dele¥ P% D(p%)2 2
- =(1oo,z) 100-P%
D% P&
Stevilo enot z e 2 2H (N=H)
dano znalilnostjo H % D(H) 2
Stevilo enot v < nt = Nen
vzorcu brez po- Netn =1
navijanja
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10.33

Hiba navedenegs postopka je v tem, da moramo poznati
dolo¥ene parametre Tz osnovme populacije, e hofemo dololiti
potrebno Xtevilo enot za planirani vzorec. Teh pa obilajno ni-
mamo. Zato si pri planiranju vzorcev pomagamo z ocenami za po-
trebne parametre. Te dobimo s predhodno analizo pojava, ki ga
oroutujemo alt 7z razpoloZljivih podatkov Ze fzvrZenih sorodnih
raziskav. VEasih vrednosti teh parametrov ocenimo z manj¥im
vzorcem, katerega kasneje vklju¥imo v glavni vzorec.

Drug problem, ki se pojavli v zvezi z dololanjem veli-
<ost! vzorce, pa je v tem,ds obi¥ajno z enim vzorcem ne opazu-
jemo enega samega znaka in ne ocenjujemo enega samega parame+fao
Vsak fzmed teh znakov pa ima drugo variabilnost, ocena pa drego
zanes|jivost., Zato pri planiramju velikos+i vzorca dobimo za
oceno vsakega parametra drugalno potrebno velfkost vzorca., TeZ-
ko se je tzmed razli&nih n odloiti za velikost vzorca, ki naj
bo osnova za vzorec, s katerim dobimo podatke za ocene vseh pa=-
rametrov. V tem primeru se odlo¥imo za kompromismo srednjo ve-
ltkost vzorca., Pri tem se oziramo predvsem na vaZnejZe parame-
tre in sku¥amo vzeti vzorec tako velfk, da zanesl|jivost ocen

ustreza predvsem zanjeo

Stratificirano vzoréenje

10.34
Osnova in lastnosti. Obrazci o varifanci ocen z eno-

stavnim vzor&enjem pokaZejo, da je zamesl|ljivost ocene, razen
5d velikosti vzorca v bistveni meri odvisna od variabilinosti
oroufevane populacije. Za homogene populacije, za katere je
variabilnost majhna, je ocena bolj%a, za heterogene populacije
oziroma za populacije z veliko variabilnostjo, pa so ocene pri
isti velikosti vzorca manj zanesljive, Medtem ko moremo veli-
kost vzorca spreminjatt in tako vplivati na kvaliteto ocene, :
na variabilinost neposredno ne moremo vplivati, ker je lastnost
populacije.

Vendar kljub temu pri vzor&enju fzkori¥amo zakoni-
tost, da so ocene za homogene populacije zanesljivejSe kot za
heterogene. Ce namre& uspemo heterogeno populacijo razdelitl v
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homogene populacije, je variabilnost v posameznih delnih popu-
lacijah, ki jih imenujemo - stratume, manjZa. S samostojnimi
enostavnimi{ vzorci v posameznih stratumih dobimo ocene za posa-

‘mezne stratume, Tz teh ocen pa sestavimo ocene za populactijo.
Tak nadin ocenjevanja je v primerjavi z enostavnim vzorcem tem
uspe¥nej%f, ¥im manj%a je variabilnost pojava znotraj stratumov
in &im veje so razlike med stratumi, Zato skuSamo pri stratifi-
ciranem vzor&enju razdelit+i populacijo v stratume po onem zna-
ku oziroma znakih, ki bistveno vplivajo na proulevani pojav.
Najpopularnej%a je regionalna stratifikacija, pri kateri popu=-
lacijo razdelimo v homogene grupe glede na geografske rajone.
Tako je uspe¥na razdelitev sestoja na stratume po kvaliteti
tal, glede na nadmorsko vi¥ino itd. Kot nalelo za razdelitev
na stratume pa more slu¥it+i vsak drug kriterij, ki prispeva k
temu, da so razmere v stratumih &im bolj izenafene. Tako more-
mo v dvoeta¥nem sestoju vzeti kot stratume posamezni etaZi. Vo=
lumni, premeri, vi¥ine drevja itds so namre v bistveni meri
odvisni od tega, iz katere etaZe je drevo. Zato je variabilnost
teh znaZ%ilmost! mo¥no odvisna od eta¥e, Dve homogeni populaciji
dobimo, &e vzamemo v en stratum drevesa iz prve etaZe, v drug
stratum pa drevesa iz druge etaZe,

Hiba stratificiraneg vzorenja pa je predvsem v tem,
da moramo populacijo razmeroma dobro poznati, &e holemo izve-
sti stratifikacijo. Medtem ko moramo pri enostavnem vzorlenju
poznati le okvir vzor&enja, t.j. spfsek enot, moramo pri stra=-
tificiranem vzor&enju populacijo znatno bolje poznati, Ze jo
hoXemo razdeli+f v homogene dele. Vsako enoto v osnovni popula~-
ciji je treba namre¥ pred izborom vzorca vklju&iti v ustrezno
grupo - stratum.

ObiZ€ajno ne proulujemo popolnoma neznanih pojavove
Zato tzvedemo stratifikacijo po poznavanju o kvaliteti drevja,
po poznavanju tal alt na osnovi prej¥njih pregledov sestoja.

Ker je stratifikacija obi¥ijno izvedena po nekem nale-
lu, ki je v vsebinski zvezi s prou¥evanim pojavom, dobimo s
stratificireanim vzor&enjem kot postranski rezultat tudi rezul-
tate po grupah = stratumih, Zavedati pa se moramo, da so rezul-
tati za posamezne stratume nezanesljivi, %e je ¥tevilo enot

vzorcev v posameznih stratumih majhno.
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Ocenjevanje agregata s stratificiranim vzorcem. Naka-

zali smo %e, da pri stratificiranem vzorlenju iz delnih ocen,
ki jih dobimo iz samostojnih enostavnih vzorcev po stratumih,

sestavimo skupno oceno za celotno populacijo.

Ocena agregeta s stratificiranim vzordenjem Ys+r je
vsota ocen agregatov v posameznih stratumih Yk 2
»
2
Ytr = &u*&u+“+ﬁm=£ZﬁN (10.40)

Yarfanca za oceno agregats s stratificiranim vzor¥enjem

Var (Y ) pa je vsota varfanc ocen agregatov po stratumih

str

Var(Kse) = VarlY,g) + Var(yg )t #VarlY, ) = > Var(fy)  (10.41)

Iz teh dveh obrazcev moremo z upoStevanjem zvez med
?, ¥, P in H, pravimi vrednostmi fn ocenami razvi+i analogne
obrazce za prave vrednosti ali ocene parametrov ali varfanc zs
katerikoli fzmed navedenih 3tirih parametrov,

10,36
Razmestitev enot vzorZenja po stratumih, Pri stratf-

ficiranem vzorlenju je ena izmed osnovnih nalog dolo&it+i, koli=-
<o enot od skupnega ¥tevila enot v vzorcu vzamemo v posamezen
stratum, Vnaprej ta razmestitev namre¥ ni dama. Pri podrobnej-
Sem ¥tudiju stratificiranega vzor&enja opazimo, da je od tega,
kolfko enot od skupnega %tevila enot v celotnem vzorcu je v po-
sameznem stratumu, v bistveni merfi odvisna zanmes!jivost ocene.

Zato je ta problem toliko bolj pomemben.

10,37
Proporcionalna razmestitev., Najenostavnej¥a razmesti-

tev, ki jo uporabljamo pri stratificiranem vzor¥enjuv, je pro-

porcionalna razmestitev. Pri proporcionalni razmestitvi je ve~-
lfkost vzorcev v posameznih stratumih sorazmerna skupnemu ¥te-
vilu enot v stratumih. e z Nk zaznamu jemo skupno ¥tevilo enot,
z n pa Stevilo enot v vzorcu v stratumu k, prt proporcionalnt

‘razmes+¥+v¥ dolo&imo R PO obrazcu
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n = aN, ; a=n/N : (10.42)

10.38

Vzemimo na¥ kompleksen primer sestoja z N = 576 par-
celicami, ki so razdeljene v tri stratume 1, 2 Tn 3. Osnovna
razdelitev na stratum za to populacijo je nakazana v okvirju
v sttkl 10.5.

.Zanj je v tabeli 10,10 nakazano, kako skupno n = 72
enot vzorca razmestimo po stratumih pri proporcionalni razme-
stitvi. Razen tega je v isti tabeli tudi nakazano, kolika je
varianca za oceno skupnega volumna pri proporcionalni razme-

stitvi. Konstanta, s katero pomnoZimo Nk’ da dobimo Ps je po
obrazcu 10.42 a = 72/576 = 0,125,

Tabela 10.10 |lzra¥un ¥tevila enot po stratumih in variance
agregata (lesne zaloge) pri proporcionalni razmestitvi na pre-
skusni ploskvi

Stratum Nk Ny Sk Var!Yk’s')
1 144 18 3,2559 3281
2 192 24 14,5720 19585
3 240 30 6,4508 10837
N =576 n= 72 33703 = VarlY )

stryp

Dalje je: SE(Y_..) =War{Ys+r) =Y33703 = 183,6

SEZ(Y ) = 100.SE(Y Vy= 100.183,6/17439 = 1,05%

stryp stryp

Stratificirano vzorZenje da v nafem primeruv torej
znatno bolj%e rezultate kot enostavno vzorlenje. Medtem ko je
relativna pogrefka za oceno agregata Y z enostavnim vzorcenjem
enaka SE%(YS|) = 2,29%, je relativna pogre¥ka ocene pri strati-
ficiranem vzor&enju s proporcionalno razmestitvijo skriena na
55%‘Ys+r,p’ = 1,05%.

Uspe¥nost posameznih vrst vzorZenja obifajno merimo
s primerjavo varianc ocen pri posameznih planih vzor&enja. To
razmerje namre¥ pribli%no pokaZe, kolfikokrat veZji enostavni

vzorec bi morali vzeti, e bt z njim hoteli dose¥i isto natani-
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D e
nost, kot jo doseZemo z dolo¥enim tipom vzorenja. V na%em pri-
nerv je to razmerje

WeHSE 146180

: = 4,75
VariY ) 33703

str,p

To pomenf: Ce ho¥emc z enostavnim vzorcem dose¥i tako kvalite-
to za oceno lesne zaloge, kot jo doseZemo s stratificiranim
vzorcem 3 proporcionaino razmestitvijo enot s skupno n = 72
osnovnim?! povr¥inicami, moramo v enostaven sliulajen vzorec vze-
$f pribli¥no 4,75 krat ve¥ enot kot pri stratificiranem vzorle-
njve Stratifikacija je v tem primerv zelo uspe3na.

Varfanco ocene agregatov v posameznih stratumih smo
izrafunali po znanem obrazcu 10,22 za izrafunavanje variance
za ocene agregatov z encstavnimi siufajnostnimi vzorci,

10,39
Optimalna razmestitev. Kljub uspe3nosti proporcional~-

ne razmestitve pri stratificiranem vzor&enju pa proporcionalna
razmestitev ni najbolj%a, Ocens v posameznih stratumih je tem
zanesljivej%a, &im manj%a je variabilnost v stratumu in obrat-
no, V¥V stratumih, ki so zelo homogeni, je potrebno za razmeroma
dobro ocenc vzeti sorazmerno manj¥e vzorce kot v variabilnej3ih
'stratumih, lz tega zaklju¥imo, da dobimo povolnej3o razmestitev
enot v stratumih, ¥e razen ¥tevila enot v posameznih stratumih
pri dolofanju velikosti vzorcev upoStevamo tudi variabilnost.
Ra¥un pokaZe, da je optimaina razmestitev znot v stratumih dana

.z obrazcem
N = G.Nk_.Sk a -'-'n/Z nk.S,, . {10,43)

Po tem obrazcu dobimo dano %tevilo enot v vzorcu optimalno raz-
me¥¢eno po stratumih, e vzamemo, da je 3tevilo enot v posamez~
nem stratumu proporcionaino Stevilu enot Nk in standardnemu od-

klonu Sk v ustreznem stratumu.
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10.40
Za na¥% primer je izralun optimalne razmestitve enot
in variance ocene za tak stratificiran vzorec nakazan za oceno

skupne lesne zaloge v tabelf 10,11,

Tabela 10,11 lzralun velikosti vzorcev v stratumih in variance
ocene skupne lesne zaloge na preskusni ploskvi pri optimalni

razmestitvi

Stra=
o My Sy Ny Sy my pparity o
1 144 1,80 259,20 12 5196
2 192 3,892 733,44 33 13480
3 240 2,54 ; 609260 o7 12214
576 1602,24 72 30850
N ngksk n Var(Ys+r’0)

Stevilo enot po stratumih dobimo po obrazcu 10.43, pri Zemer
je a = n/3INS, =72/1602,24 = 0,044937.

Osnovne podatke o Ny in S, smo dobilf iz tabele 10,9,
Dalje jJe:

SE(Y 4 o) =|Vear Yy o) = Y30850 = 175,6

Relativne standardna pogre¥ka pa SE%(Ys+r,O) = 100.3E(Ys+r’o)/Y=
= 100,175,6/17439 = 1,01%.

Primerjava variance za stratificirano vzor&enje z opti-
malno razmestitvijo s stratificiranim vzorienjem s proporcio=

nalno razmestitvijo da

Var (Y }/Var (Y ) = 33703/30850 = 1,092,

str,p str, 0

Da bi s proporcifonalno razmestitvijo dobili enako zanesljivost
kot z optimalno razmestitvijo n=72 enot vzorca, bi morali vze-
+1 pribli¥no za 9% velji vzorec,

10.41
Optimalina razmestitev enot glede na stro¥ke. Optimalina

razmestitev, ki smo jo obravnavali v zgornjem odstavku, je opti-
malna glede na Stevilo enot. V praktiZnem delu pa so pomembne j 31
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element pri planiranju vzorca strofkt{ opazovamja. Zato sku¥amo
dalje fskati optimalno razmestitev enot glede na skupne strofke
opazovanjs. Fa razmestitev je enaka pri optimalni razmestitvi
glede na Stevilo enot, e so stro¥ki za opazovanje ene enote v
vseh stratumih enaki. Ce pa so strofki za opazovanje vzor&nih
enot razli&ni, more optimalna razmestitev glede na strofke
bistveno odstopati od optimalne razmestitve glede na 3tevilo
enot. Glede na strodke je optimalno tisto ¥tevilo enot v posa~-
meznih stratumih, ki da pri tstih stroiZkih najmanj¥o skupno
vaertanco in s tem najzanesljivej3o oceno.

: Vzemimo enostavno funkcijo stro¥kov, ki upo3tevajisas -
: mo konstantne stro¥ke in stro¥ke, ki so v zvezi z opazovamjem
: posamezne enote vzor&emja. Konstantni stro3ki so oni, ki niso
odvisni od tega, kak¥no ¥tevilo emot vzamemo v vzorec. To so
stro¥ki za pripravo ankete, za sestavo okvirjas itd. V variabil-
ne stro¥ke pa vzemimo stro¥ke, ki so v zvezi z opazovanjem po-
samezne enote. Pri enostavni funkctji stro¥kov predpostavljamo,
da so stro¥ki po posameznih stratumih proporcionalni ¥tevilu
enot v vzorcih po stratumih, V tem primerv so skupni stro¥ki

dani s funkcijo

CoCy Gl B 4 Nan (10.44)

Pri tem pomenf: C = skupni stro3ki, Co = konstamtni strodki,

C, = varfabilni s+rolki, Cp = stro¥ki za opazovanje ene enote
v stratumu; n = ¥tevilo enot v stratumu k.
Prf optimalnt razmest+itvi enot glede na stro¥ke do-

lo¥tmo ¥tevilo enot po posameznth stratumih po obrazcu

N, S

pe ot as QSN S (10,45)

10.42

Za na¥ primer vzemimo, da so stro¥ki za opazovanje
ene osnovne parcele (potni stro¥ki, stro¥ki merjenja itd.) po
stratumih naslednji:

¢4 = 3600 din, ¢y = 2500 din, c3 = 1600 din,
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. Stro3kl so razli¢ni zaradi razli&nega terena, veli-
kosti teritorije sestoja itd. Ce vupoZtevamo zgornje stro¥ke na
enoto po posameznih stratumih, zna¥%ajo spremenljivi stro¥ki
glede na ¥tevilo enot po stratumih pri optimalni razmestitvi
iz tabele 10.11:

c1n1+c2n2+c3n3=3600;12 + 2500.33 + 1600.27 = 168900 dfin.

Po nakazanem postopku dolofimo optimalno razmestitev
enot po stratumih tako, da pri enakih spremenljivih stroZkih
168900 din dobimo ¥im manj%o varianco. Postopek
malne razmestitve enot po stratumih glede na strofke je nakazan
v tabeli 10,12,

izraduna opti-~-

Tabela 10.12 DoloZitev optimalne razmestitve glede na stro¥ke
po stratumih za enote

Stra- Ny Sy 2 |
Bom 1M Sy Sk | NSk VEZ ny Sk V°r(Yk,sl)
Vex
1 144 1,80 3600 15552 4,32 "10 [ "3,285% 6300
2 192" 3,82 2500 36672 14,67 232 14,5720 13989
3 240 2,54 1600 24384 15,24 33 6,4508 9712
" 3i4cd rveme——— "ﬂ‘!““kr"’d‘f: '.-~_": 0 gt {W " ce—- <P . .
576 76608 75 30001
N 2N S, /e n Var(Ysh‘,s)

Konstanta a, s katero pomnoZimo izrgze NkSk/Vck, da dobimo ¥te-
vilo enot v posameznih stratumih, je

a = CV/ZNkSk"/—ck = 168900/76608 = 2,2047

lz varfance za oceno agregata s stratificiranim vzordenjem pri
novi razmestitvi spoznamo, da smo za isti denar kot pri optimal-
ni razmestitvi glede na ¥teviio enot, dobill ve¥jl vzorec in

bolj¥e rezultate. Primerjava varfanc za obe razmestitvi

Var (Y }/Varwsﬂ,’c) = 30850/30001 = 1,028

str,o

namre¥ poka¥e, da bf morall v stratificiran vzorec pri optimal-
ni razmestitvi ne glede na strolke vzeti za 2,8% vel sredstev,
%e bi hoteli z njim dobiti enako kvalitetno oceno kot s strati-=
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ficiranim vzorlenjem, pri katerem upo3tevamo razlike v stro¥-

kth opazovanja.

10.43
Primer za ocenjevanje s stratificiranim vzorieniem.

Omeni!? smo Ye, da pri stratificiranem vzorenju v vsakem s+rd—
tumu fzvedemo samostojen, od drugih stratumov neodvisen vzore&,
da ocenimo iskani parameter za vsak stratum posebej, iz ocen |
za posamezne stratume pa sestavimo oceno za populacijoo

Prva nmaloga pri fzvedbi stratificiranega vzorZenja je
tzdelava okvira vzordenja. Pri stratificiranem vzorlenju je
okvir sestavijen 1z samostojnth seznamov enot po stratumih. V
seznamu enot po posameznih stratumih ima vsak stratum svojo po-.
sebno numeracfjo, ki omogofs, da pri izboru identificiramo na
slufajnosten na¥in fzbrane enote., Tudi pri stratificiranem
vzor&enju more biti osnova okvirja seznam, kartoteka, geograf-
ska karta, skice in podobno, le da so okvirji sestavljemi po
stratumth., Vsak stratum smatramo za samostojno populacijo s
samostojnim okvirjem in numeracijo. _

V sliki 10.5 je nakazan okvir vzorlenja za poskusni
sestoj. Ploskev je glede na kvaliteto tal razdeljena v #ri
stratume: 1, 2 in 3, Vsak stratum ima v okvirju samostojno nu-
meracijo parcelice.

Okvir vzorZenja je v na¥em primeru shema ploskve z
vpisanim! zaporednimi Ztevilkami parcelic v posameznem stratumu,

Zaporedne ¥tevilke izbranith parcel dobimo iz tablic
sluZajnostnih ¥tevilk v dodatku., Ker je skupno Stevilo osnov-
nih parcelfc v prvem stratumu N1 = 144, v drugem N2 =192 Ia
v tretjem Ny = 240, 1z tablic slu&ajnostnih Ztevilk dobimo}za-
poredne ¥%tevilke tzbranih parcelic po naslednjem pravilu: Od
zaletka tablic slu¥ajnostnth Stevilk sestavljamo drsele tri=-
mestne slufajnostne ¥tevilke tako, da tromestno skupino pomikamo
za eno slufajnostno Ztevilko. Ker je ¥tevilo enot v prvem stra-
tumu pod 200, dobimo iz tromestne slufajnostne ¥tevilke, ki je
vefja kot 200, zaporedno ¥tevilko izbrane parcele tako, da od
nje od¥tevamo ustrezen mnogokratnik od 200. Enako postopamo v
drugem stratumu, ker tudf v njem ¥tevilo enot ni veZje kot 200,
V tretjem stratumu je ¥tevilo enot N3 = 240, Zan] od tromestnfh
sluéajnostnih ¥tevilk od¥tevamo po zmanem postopku 300. Vendar

¥
o
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slufa jnostne Stevilke, ki so velje kot 900, v tretjem stratumu
ne pridejo v po3tev, ker bi sicer ne imela vsaka enota v stra=-
tumu enake moZnosti, da jo izheremo in zato ocena ne bi bila
nepristranska. V tabeli 10.13 je prikazen fzbor vzorcev v posa-
meznih stratumih. Poleg sluajnostne %tevilke je v drugem stolp-
cu vpisana zaporedna ¥tevilka parcele, ki ustreza posamezni slu-
Cajnostni Ztevilki., 1z tabele je razvidmo, da nekatere sludaj~-
nostne ¥tevilke ne pridejo v po3tev, ker so veje kot je skup=-
no Stevilo enot po stratumih.

V prvem stratumu dobfmo na primer zaporedno 3¥tevilko
fzbrane parcele, ¥e ostanek tromestne slu¥ajnostne ¥tevilke,
ki smo jo delilt z 200 nt veZji kot N1=144o Po tem nalelu ustre-
za prvi tromestni slu¥ajnostni Ztevilki O34 parcels z zaporedno
Stevilko 34, sluZajnostna ¥tevilka 347 ne pride v po¥tev, ker
je ostanek 347=-200=147 velji kot N1=144o Slvéajnostni 3tevilki
474 ustreza parcela z zaporedno ¥tevilko 474-400=74 i+d. Podob-
no postopamo pri drugem in pri tretjem stratumu.

V tretjem stolpcu je vpisan volumen na izbranih par=
celicah., Te volumne dobimo z merjenjem na Tzbramih parcelah,
oziroma 1z slike 10.,3. V ¥etrtem stolpcu je z o nazna¥eno, Ee
Jje volumen na 1zbrani parceli manj¥i ali enak 30 m3, z. 1 'pa 50
oznalene parcele, na katerith je volumen ve¥ji kot 30 me.,

lzbrane parcele z vpisanimi osnovnimi podatki o vo-
lumnih so vrisane v okvirju v sltkt 10,5,

Das ocenimo skupen volumen in standardno pogrefko
ozfroma meje zaupanja, najprej tzra&unamo 1z osnovnih podatkov

o vzorcih za vsak stratum posebej pomoZne kolt&ine Yi. o s?ﬁ’

iz teh koli€in pa dalje po obrazcih iz pregleda obrazcev v od-
stavku 10,19, ‘

ocene agregata = vo%umna'ﬂ%slin ocene varianc var(ﬂhsﬂ za po-
samezen stratum. Vsota ocen volumnov po stratumih je stratiffi-
cirana ocena volumna na celf plbskvi, vsota ocen varianc pa o~
cena varifance volumna s stratificiranim vzorcem. Analogné za
oceno parcel z volumnom nad 30 m3 najprej preStejemo za posamez-~-
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Tabela 10,13 Osnovni podatkt o s+ra+?f?cfranem vzorcu na eks-
perimentaini ploskvi

Stratum 1 Stratum 2 Stratum 3
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185 (136|137 | 138 |139 |40 | 147 | 142 /43 V144 (187 | 168 | /59 (190 | so7 1292 Weas |234 | 235 | 236 [237 |24p | 239 | 240

02. o021 024 134 134

Slika 10,5 Okvir za stratificirano vzorZenje z vrisanimi slu-
Cajnostno izbranimi parcelami po stratumih pri optimalni raz-
mestitvio, :

-19‘!_

8" 1o TS



ne stratume: ¥tevilo parcel z nad 30 m3 volumna hk in Tzra¥una~
mo sgk. Iz teh koli¥in pa dalje po obrazcth iz pregleda 10,19
tzralunamo oceno 3Stevila enot z nad 30 m3 Hksl‘n ocene varfian-
ce tega ¥tevila var(H s) za posamezen stratum. Enako kot pri
agregatu je vsota ocen po stratumih enaka stratificirani oceni
za celotno ploskev. PomoZne koli&ine in osnovni izralun strati-
ficiranfh ocen je nakazan v tabelf 10,14,

10.14 Ocenitev lesne zaloge in ¥tevila parcelic z lesno zalo-
go nad 30 m3 na poskusni ploskvi s stratificiranim vzorZenjem

vom | M [Pk ] Yk [Byk | Yk en[er Pl | op,k | e, s ]ver Pl
1 [44 12 |267 1,84 3204 2915 |0 © 0. o
2 N9 - 33 91 17,29 5166 15930 WT ~0,2576.. 99 238,27
'3 a0 27 |961 3,48 8542 6589 |27 O 240 O
. ~ B — « | :
576 72 17512. 25434 | 339 238,27
N n Ys+r var!Ys*r[ e ver(Hs+A)

"1z varfanc ocen fzrafunamo standardne pogre3ke fn meje zaupa-

nja: ‘
i . i i 3
selY“rl-—\/Var(Y“rl = 25434 = 1519,5 m
. : 5
dlY_, ) = 2,00 selY_, ) =200.159,5 = 319 m

Prava lesna zaloga s tveganjem «= 0,05 nf manj%a kot
: 3 :
Ym?n:Ys+r-d(Ys+r}=17512-319=17?93 m in ne ve¥ja kot

¥ ax=Yssr?d (¥ 4. )=175124319=17831 m.

| Ce primerjamo dobljeni rezultat s pravo lesno zalogo

Y = 17439 m3, vidimo, da ta vrednost leZf v mejah zaupanja.

Razl!ka ocene od prave vrednosti Ys+r - Y = 17812 = 17439

+73 m je komaj 0,43% od skupnega volumna. Dobljena ocena

znatno bolj%a, kot pa smo jo dobfli z enostavnim vzorcem.
Za 3tevilo parcel z lesno zalogo nad 30 m pa je:

J

ae (R +r {var(H ) =1238,27 = 15,44
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d‘Hsfr} = Q,OOfse(Hs+rl = 2,00.15,44 = 31

Pravo ¥tevilo parcel z nad 30 m° je s tveganjem o= 0,05 ve¥je
Kodoll o =B o din s ae0 Ay a0

min str "~ str ;
in manjSe kot Hmox = Hs+r + d(Hs+r) =339+ 3} = 370
Ker je stratifikacija v naSem primerv zelo uspelna, se ocena
Hogpr = 239 od oowr: pravegs 3tevila parcel z nad 30 md H = 344

razltkuje samo za 5,

Vzorienje v skupinicah

10.44

Hiba enostavnega vzor¥enja je med drugim tudi v tem,
da so enote vzor&enja po vsej ploskvi razme¥¥ene tako, da so v
posameznth primerfh stro¥kf za pregled ene same enote znatnf,
ker v okolict te enote ni drugth enot 1z vzorca. ézprav je 1o
dejstvo za kvaliteto ocene ugodno, ker je vzorec bolj reprezen=-
tativen, e so enote vzorca razme3¥ene po vsej ploskvi, je tak
vzorec sorazmerno drag. ¥Ye hibe ne odpravi niti stratificirano
vzor¥enje, pri katerem ta problem ostane, ¥eprav v okviru stra-
tumove Zato v doloenth primerth te¥imo za tem, da so sosedne
osnovne enote vzorca zdruZene v skupinfce, S slu¥ajnim vzorcem
v tem primerv ne fzbiramc posamezne osnovne enote vzorca, tem-
ve¥ celotne skupinice.

Kvaliteta ocene za populactjo je predvsem odvisna od
tega, kako so osnovme enote zdruZene v skupinice, ozfroma kak3ne
so lastnosti skupinic.

1045

Kijub temu, da so skupinfce sestavljene Tz vel osnov~-
nfh enot, skupinice smatramo kot samostojne enote vzor&enja.
Zato je osnovno vzorlenmje skupinfc zelo sorodno enostavnemu
vzorlenju, le da so namesto osnovnth enot enote vzor¥enja sku=
pinfce, '

Ce 2 Yk!'ieznamujemo vrednost osnovne enote | v skupl-
nfci k, je vrednost agregata v skupinfct k vsota vseh vrednosti

osnovnih enot
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N,
Y, = Z!'n,-. , (10.46)

e je v populaciji M skupinfc in s siuXajnostnim vzorcem izbere-
mo m enot, je po znanih stavkih za ocenjevanje agregata z eno-
stavnim vzorfenjem ocens agregata z vzorZenjem v skupinifcah

M m
Vo = >y (10,47)

varfanca za oceno agregata z vzorlenjem v skupinfcah pa je

M <9
53 2 EI(YI;-Y)'? 1 M (10
Vaf(}gk) = M{M- m)-r-n— v SY =LW; V:ﬁk,, ,; 1 048)

Ocena varfance pa Je analogno

m

' o 2 (47 , &
var Yy s-MM-m)zk ¢ sl=8l_—u ; y:Tn-;%_yk (10.49)
Obrszci so amalognt obrazcem za enostavno vzorZenje, le da se
nanaSajo na podatke o skupihicah. Analogni so tudi drugl obraz-
ct za ocene varfanc agregata, za ocene aritmeti&ne sredine itd.

lz obrazca 10.48 za -izra&un varifance agregata z vzor-
Zenjem v skupfnicah sklepamo, da je ocena agregata z vzorEehjem
v skupinfcah tem uspe¥nej¥a, &im manj%a je varianca med vred-
nostmi Yk za posamezne skupinice. Iz tegs spoznamo, da ocena z
viorfenjem v skupinfcah ni{ odvisna od vartab%inost! osnovnih
_podatkov.v skupinicah, ampak samo od varfabiinosti podatkov med
skuptntcami. Ta lastnost je ravno obratna kot pri stratificira-
nem vzorfenju, pri katerem je zanesljivost ocene odvisna samo
od vartabtinosti znotraj skupin-stratumov., Zato pri stratifici-
ranem vzorZenju teZimo za tem, da so razlike med stratumi Cim
vefje, variabilnost znotraj stratumov pa &im manj3a. Pri vzor-
denju v skubin?cah pa je obratno ocena tem bolj3%a, &im manjZa

je variabilnost med skupinicami,

10.46

Vrste skupinic. Osnovne enote zdru¥ujemo v skupinice
po razii¥nih natelih, Kot sledi iz prej3njega odstavka pa pri
sestavljanju skupinfc te¥imo za tem, da zdruiujemo enote tako,

-10% -



e
da so razlike med skupinicami &im manjZ¥e.
Ce vzamemo, da je v gozdarstvu osnovns enota drevo,
zdruZujemo drevesd v skupinice na razlt&ne naline. Skupinice

L

morejo biti vsa drevesa na fregularnih povr8inicah, ki so z na-

ravnimi mejami (poti, potoki) ali kako drugale (meje rarcel)
lahko dolo¥ljive. Pri tem te¥imo za tem, da tako sestavljene
skupinfce nisoc med seboj preved razli€ne nitf po obsegu niti po
Etevilu dreves,

Pogoste pa so v gozdarstvu skupinice regularnih povr-

¥Tnic, Tako sestavljajo skupinice krog! z dolofenim radijem,

kvadrati z dano stranico, pravokotniki, pasovi ozliroma proge.
Posebna oblika vzor¥enja v skupinicah je sistematiZ€no

vzortenje. Sistemati¥nt vzorci so po svoji naravi taki, da je v

posebnih pogojth vartabilnost med skupinicam? tako majhna, da

moremo eno samo skupinfco vzet! za osnovo pri ocenjevanju pa-

rametrov populacije.

10.47
Primer vzor&enja skupinic fregularnih povrZin. Na

poskusni ploskvi smo zdru%ili osnovne enote (kvadratne povr¥i-
ne po 10 a) po naravnem krfiteriju v fregularne povr¥inice, ki
so po obsegu razli¥ne. Vsekakor moremo kombinfirat! vzor&enje v
skupinicah s stretifikacijo, V sltkf 10.6 Tmamo sestavljen
okvir za stratificirano vzor¥enje skupinfc na poskusni ploskvi.
V stratumu 1 je M1 = 32 skupinic, v stratumv 2 je M2 = 43 sku~-
pitnfc, v stratumu 3 pa M3 = 58 skupintc,

Ker je Ztevilo skupfnfc v posameznih stratumih samo
dvomestno Ztevilo, tz tablic sluajnostnih Steviik sestavimo
samo dvomestne slufejnostne Ztevilke. Ker je M1 = 33, ¥abllce
racionalneje Tzkortistimo, ¥e slufajnostne ¥tevilke do 32 sma-
tramo kot zaporedne 3¥tevilke fTzbranih parcel. 1z slufajnostnih
Stevilk od 47 do 72 pa dobimo zaporedne 3¥tevilke fzbranih par-
cel, €e od¥tejemo od njih 40, Podobno v stratumu 2 slulajnost~-
ne %¥tevilke od 1 do 43 ustrezajo zaporednih ¥tevilkam izbranih
parcel, Tz sludajrostnih Stevilk od 51 do 93 pa dobimo zapored-
ne ¥tevilke, e od njih od¥tejemo 50. Za stratum 3 pa izkori-
stimo kot zaporedne Stevilke izbranih skupin?é slu€ajnostne
¥tevilke, ki so manj%e kot M3 = 58,
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Slika 10,6 Okvir za stratificirano vzor¥enje v skupinicah z

vrisanimi sluZajnostno fzbranimi skupinicami po stratumfih.

<196



e B R R 1 P et P8R e SR Vs AL O N e £ ot B e G b T R SN
' viorec vkl juZimo 25% skupinfc in enote vzorca razme-
stimo med stratumi proporcionaino Stevilu skuvpinic. Tako dobimo,
da je %tevilo skupinic v vzorcth po stratumih:

my = 8, my = 11, tn my = 15,

Po zgornjih pravilih s tablicami slu€ajnostnih Stevil
izberemo ustrezno Stevilo skupinic. Podatkt izbora so za posa-
mezne stratume nakazani v tabeli 10,15, SluZajnostne Ztevilke
so dvome;+ne slu€ajnostne Ztevilke iz 21, S+o|pca v tablict
sluajnostnth Stevilk., :

Tabela 10,15 Podatki o tzboru enat v stratificiranem vzorcu
skup!nié. (51.3+t.=slulajnostna Stevilka, Z,¥t.2zaporedna Ste-
vilka skupinice v okvirju, ys=volumen v izbrani skupinici,
xg=8tevilo osnovnih parcel v skupinici.)

Stratum 1
St Bt 60 24 23 44 08 55 10 07
2ottt 20 24 23 4 8 15 10 7

Y3 65 132 107 64 104 110 129 66
X s T s g Tl R
Stratum 2

Sl.35t. 64 38 68 1S 11 40 02 .28 00 2711
Z.3%, 14 38 i8 15 11 40 2 38 2 2% 37
Y4 100,106 121 126 167 129 118 dv "dv. 153 dv
X 3 4 4 4 5 4 4 5

Sle%t. 51 26 83
Z,%t. 1 26 33

Y3 15198 - 122
X 4 5 4
Stratum 3

STa%¥. 980 39 09h. 9B 88 4 4600 48
Zi%he 06 390 SR L ARLGBR g iR b MR A
Y4 184 139 190 106 171 114 104 176 140 dv 143
X B oo e R S e S ol T B LU 4
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Sia¥k. 5 TERT gk Ted o 4D
ZoX¥. SPCUSS A BN e
Yy 144 143 171 dv 107
% i 3

lz podatkov v tabeli 10,15 ocenimo volumen in stan-
dardno pogrefko oziroma meje zaupanja za oceno volumna enako
kot za enostaven stratificiran vzorec, le da se podatki namaSa-
jo na skupinice.

10,16 lzralun variance za stratificirano vzorlenje skupinic
na poskusni ploskvi

Stre-
tom | M ] e Ll al [ Byok o Dvarldy 19
= 2

1 32 8 777 3108 805,84 77361,64
= 43 11 1380 5395 372,67 46618,62
"3 |58 14 2032 8418 887,21 161726,71
153 53 16921 285705 ;97
» 55 Ysk,s+r VartYsk,s+r}

lz osnovnih podatkov po stratumih smo izrafunali ,ocene volumnov
Yk,sl za posamezne stratume po obrazcu 10.47, ocene varfanc za
ocene agregatov pa po obrazcu 10.49. Vsota ocen za lesno zalo-
go po posameznih stratumih je stratificirana ocena za celoten
“sesto] vsota varfanc pa ocena variance za stratificirano oce-
no agregata.

Po zgornjih rezultatih sta meji zaupanja

& i = 2
sel ) o4p) = Vb“"ysk,s+r’ = 1285705 = 534,5 m

odklon zaupanja s tveganjem o = 0,05 pa je

diy } = +(0,05330).setY ) = 2,04.534,5 = 1090 m°

skystr sk,str

Pravi volumen je torej s tveganjem o = 0,05 v mejah
Y = 16921 T 1090.



10.48

Vzorlenje v pasovih., Zelo cenjen na¥in vzor¥enjs v

skupinfcah v gozdarstvu so pasovi all proge. Prednost pasov
pred skupinicami fregularnih obltk je v 1a%jt +ehnt¥nl oprede-
IT4vi proge in v laZjem sestavljanju okvirja. Vsebinsko na so
pasovi prikiadnej¥1 zato, ker je pri poznanem terenu mo¥no po=-
lo%i+1 preoge v teki smerf, da je vartablilnost znotra] pasov ve-
lika, varfablinost med pasovi pa &im manj¥a. Ce namre¥ za dolo-
Cen sesto] vemo, da se kvaliteta gozxda spreminje v dololeni
smer{ {no.pro v smerf najve¥jega padca terenal), usmerimo proge

v tef smeri in dobimo razdelitev populacije na enote z Zeleni~-
mi lastnostmi,

Proge se lahko raztezajo od meje do meje sestoja in
so lahko razliZne dolZine, morejo pa bfi+f tudi kraj¥e in enako
dolge. |
‘ Pri vzor¥enju prog povr¥ino sestoja razdelimo po
zgornjem nalelu v proge, ki so enote vzor¥enja. S sludajnost~-
nim fzborom fzberemo ustrezno ¥tevilo prog, katere prouffmo v
celoti. lz podatkov o izbranih progah pa ocenimo parametre in
standardne pogre3ke za celoto po obrazcth za ocenjevanje z eno-
stavnim vzorfenjem, pri ¥emer so posamezne proge vzorine enote.

10.49
Primer za ocenjevanje s progami. Za poskusni sesto]

proufimo moZnost uporabe prog za ocenjevanje skupnega volumna
v sestoju. Ce prou¥imo skico poskusnega sestoja v sliki 10.3,
opazimo, da se kvaliteta sestoja bolj spreminjas v smerf od le-
ve na desno, kot ps v smerf od zgoraj navzdol, Zato je primer-
neje, da usmerimo proge horfzontalno kot pa vertikalno. Zaradt
potrditve zgornjega zaklju¥ka proufimo, kak¥%ne rezultate da
vzorlenje v vertikalnih in kak¥ne v horfzontalnih pasovih,

Vzemimo, da so proge ¥iroke tolfko kot osnovne kva-
drati¥ne parcele Tn da se raztezajo skozi vso dolZino oziroma
£irfno sestoja. V vsako progo je torej vklju¥enih 24 osnovnih
parcelic. Zaradi mo¥fnosti primerjave kvalitet ocen, dobljenih
s progami, s kvaliteto ocen po drugih metodah, vzemimo ¥tevilo
osnovnih parcelic v vzorlenju v progah enako ¥tevilu parcelic
pri enostavnem vzor¥enjul V vzorec vklju¥imo 3 nakljuZno fzbra-
ne pasove; kf Tmajo skupno 3 x 24 = 72 osnovnih parcelica
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¥ sliki 10.7 je narisana shema okvirja za vzorZenje v
progah, ¥e so proge orientirane navpi&no in shema okvirja, v
katerem so proge; orfentirane vodoravno. Poleg oznake prog z
zaporednim! ¥tevilkami so v posameznih progah podatki o skup-
nem volumnu v posameznth pasovih, Ti podatki sluZijo za teore-
t1¥%no proulltev obeh sistemov vzordenja.

Za navpilne proge iz sheme 10.7 dobimo, da je povpre-
Zen kvadratilen odklon med progami S S = 18630, Ker je ¥tevilo
prog v populacliji M = 24, Z¥tevilo prog v vzorcu pa m = 3, je

varfanca za oceno volumna z vzorcem v navpi&nih progah

2 :
Var(Y_ ) = M(M-m] 2P _ 94, (24-3) ‘8230 = 3129840
‘Nasprotno pa je vzorfenje v vodoravnih progah, ki so
usmerjene v smer? intenzfivme spremembe v kvaliteti sestoja,
fpovpreEen kvadratifen odklon med vodoravnimi progami Sﬁy:
236,70. Ker je tudi za vodoravne proge M = 24 inm = 3, je va-
rfanca za oceno lesne zaloge z vzorcem iz vodoravnih prog

2
s
Var(Y_ )} = M.(M-m) _Pe¥ _ 04, (24-3) 236,70 _ 39766
gy m 3

Primerjava varfanc za obe ocenfi

Vari¥,,n) _ 3120840
Var (Y . ) 39766

= 78,7

poka¥e, da je razltka v zanesljivosti ogromna. Varianca za oce~
no agregata s progamf, usmerjenimi v smeri razlik v kvaliteti
je skoraj devetinsedemdesetkrat manj3a kot prf progah v obrat-

nif smert.

Sistemati¥no vzor¥enje

10,50

Osnova. Cistl slu¥ajnostni fzbor s tablfcami slu¥aj-
nostnih ¥tevilk je kljub dolo¥enim poenostavitvam ¥e vseeno
razmeroma okoren. Zato v gozdarskl praksf pogosto uporabljamo
sTstematiéni fzbor, k! je tehnt¥no enostavnej3i, more pa pod
dotoXenimi-—predpostavkaml- zamenjati-—Eistt-sluvajnostni-—tzbors
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Slika 10,7 Shema okvirja vzorZenja v pasovih na po~-
skusni ploskvi
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VZasih pa da sistemati&ni fzbor celo bolj%e rezultate kot ¢i- -
s+? slufajnostnt izbor,

i Najenostavnej%a oblfka sistematitnega fzbora je na-
'slednja. |z spiska vseh enot populacije izberemo v vzorec vsaﬂo
s-to enoto, ustrezno s planirano velikostjo vzorca, s je =top £
nja vzorenja in pove, vsako katero enoto po vrsti ifzberemo v
ststematien vzorec. Ce fzbiramo vzorec, za katerega je vzor&ni
dele¥ 10%, vklju¥imo v sistemati¥ni vzorec vsako deseto eno+oj
Tz spiska. Prvo enoto izberemo fzmed prvih s enot s slulajnost-
nim vzorcem., S prvo fzbranmo enoto pa so vse druge enote s?sic{
matinega vzorca dane avtomatilno, Ce s sluajnostnim izborom?

izberemo kot prvo enoto encto z zaporedno 3tevilko 3, ima dru-
ga enota v 10% sistemati&nem vzorcu zaporedno ¥tevilko 13,
tretjs 23, ¥etrta 33, peta 43 itd., dokler ne fz¥rpamo celot-
ne populacijeo,

Stopinja s pri sistemati&nem vzorfenju pove, vsako
<olfko enoto po vrsti moramo. vkl juZitt v sistematilni vzorec,
Stopinja pri sistematinem vzorfen]u je z vzor&nim deleZem ¥,
ki pove, koliki del od celotne populacije je vkljufen v vzoreg,
v enostavni zvezf. Stopinja sistematilnega vzoriemja s je fccl}
protna vrednost vzorinega dele¥as f, Obratno pa je vzor&ni dele?¥
reciprotna vrednost stopinje prt sistematiZnem vzorenju.

s:ni,--sh}_,.fgsL (10,50)
Ce je vzor&ni dele? f = 0,02, pomeni, da v vzorec vkljuZimo 2%
enot populacije. Stopinja ststemati®nega vzorfenja je za ta pri-
mer enaka s = 1/0,02 = 50, V sistematilen vzorec fzberémo vsa-
ko petdeseto enoto. |

Obratno je vzor¥ni dele? za sistematilne vzorce, pri
katerih je stopinja vzorlenja n.pr. s = 20, enak f = 1/90 = ©,05)

Sistemati&no vzorEeﬁje kot vzorec skupinic

10,51

Sistemati¥no vzorenje je po svoji osmovi vzorZenje
v skupinicah. To razvidimo iz naslednjega sklepanja., Ce je zna-
na stopinja vzor¥enja s, moremo k vsaki Ztevilki od 1 do s pri=-
gediti skupnost enot, ki imajo zaporedne ¥tevilke, ki so za mno-
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gokratnik od s vefje kot prva ¥tevilka. Tako v prvo skupino 1
spadajo enote z zaporednimi ¥tevilkami 1, s41, 2s+1, 3s+1, 45*?»
v drugo enofo z zhporednimi ¥tevilkami 2, s+2, 2s+2, 3s+2, 4s5+2
v tretjo enoto z zaporedn?mi Stevildkami 3, s+3, 25+é Is+3, 4s+3
in tako dalje do skupine S, V katero spadajo enote z zaporednip=
mi Ztevilkami, s,‘25, 3s, 4S,0000000000 '
Populacijo tako razdel?mo po dolo&enem pravilu v s skupinic.

Kot vcl]a za vzorEenje v skupinicah na splo%no, da je
ocena tem bolj§a, Eim manj%a je variabilnost med skbpinicami, |
velja to tudi za sistematiino vzorlenje. lz tega fzhaja niz ZJ-
kiju€kov o kvaliteti ocen s sistemati&nim vzor¥enjem. Predvsem
je sistemati€no vzor&enje tehniZno mnogo enostavne j¥e kot Cisti
slu€ajnostni vzorec in ga moremo zato |zvaLa+? neposredno na %
terenu. Razen tega pa ¥e na prvi pogled izgleda, da da sis%e-i
mati&ni vzorec bolj¥e rezultate kot Zisti sluZajnostni vzorec,
ker je s tehniko sistematinega izbora zagotovijeno, da so eno-
te razporejene enakomerno po vsej populaciji, kar ni vselej
primer pri &istem slufajnostnem vzorlenju.

Ce j? vrsini red enot v okvirju sluajnosten in nf vf
pojavijanju nikake zakonftosti, je sistematilen vzorec enako-
vreden Cistemu slufajnostnemu vzordenju, ki ima enako ¥tevilo
enot. :

Ce vrstii red pojavlijanja glede na prou¥evani znak ne
moremo smatrati kot slu€ajnosten, ampak so enote razme¥¥ene pd
naravnem vrstnem redu tako, da- poseameznfi deli v spisku preds+av—
ljajo homogene celote, ima sistemati&ni vzorec v sebi elemente
stratificiranega vzor&enja s proporcionalno razmestitvijo. Zato
dobimo z njim bolj%e ocene kot s €istim slu€ajnostnim vzorle-
rnjem oziroma ocene, ki so ekvivalentne stratificiranemu vzor-
enjuo Sistemati€ni vzorec v tem primeru predstavlja v nekem
smislu samostratifikacijo, kar je vsekakor pozitiven element.

Sistematifen vzorec da v splbgnem bolj%e oceme kot
Eisti slulajnostni vzorec tudi v primeru, &e v okviru vzor&e=-
nja zasledimo neko tendenco enakomernega spreminjanja pojéﬁa,
ki ga proulujemo.

‘ Sistemati&no vzor&enje pa daje obratno slab%e ocene
ko+ Eisti sluZajnostni vzorec, e se v spisku enot zpalilmost,
ki jo proufujemo, periodiZno spreminja, s periodo, ki je mnogo-
kratntk stopinje sistemati¥nega vzor¥enja. oo
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10,52

Sistemati&no vzor¥enje na povr¥inah. V prejinjem od-
stavku smo navedli, kako izbiramo enote v sistematiini vzorec,
e je okvir vzorlenja spisek enot. Velkrat pa je v gozdarstwu
okvir vzorlenja geografska ka?*a oziroma sama ploskev alf se~-
stoj na terenus V teh primerih na€in sistematinega fzbora prlr
lagodimo novim pogojem. Prit okvirju, ki je dan s spiskom enot,

je stopinja za sistematilno vzor&enje dana s tem, da povemo vsa-
ka kolika zaporedna enota v spiskv je vklju&ena v fzbor. 3+op%-
nja pri sistemati¥nem vzor¥enju na povr¥inah pa pove, kolike
iz posamezna enota sistemati¥nega vzorca oddaljena druga od
druges Primer sistemati®nega vzor&enja na povr¥inah je nasled-
nji sistem izbora. Vzemimo, da je vzor¥na enota krog z radijem
5,64m ali povr¥ine 1 a, stopinja sistematiinega izbora pa 50 me
Da sistematilno prepredemo celotno proufevano ploskev s krogfl,
ploskev najprej prepredemo s sistemom vzporednih daljic, ki so
oddal jene druga od druge po 50 m. Na 50 metrskem odseku prve
daljice na slufajnosten nalin dolofimo sredisfe prvega kroga,g
Sredi3¥e drugega kroga le%f na is+i daljici oddaljeno od sre-
di¥Za prvega kroga 50 m. Sredi¥Ze naslednjega kroga le¥i na
isti daljict oddaljeno od sredi¥¥a drugega kroga 50 m itd. Ko
pridemo na prvi daljici do meje ploskve in ne moremo vel odme-
riti 50 m, da bi Tzbrali sredi¥fe naslednjega kraga, prefdemo
v obratni smeri na drugo daljico. Pri tem pa pri izboru upo¥te-
vamo ostanek v metrih 1z prve daljice. Ce je nepre sredi¥¥e zad-
njega kroga na prvi daljici oddaljeno od meje 23 m, je sredi3le
prvega kroga na naslednji daljici od meje oddaljeno 50-23 = 27 m.
Postopek dolofanja drugih krogov v vzorcu ponavljamo po istem
postopku vse dotlej, dokler ne preidemo v odsekih po 50 m vseh
daljice Da se izognemu vplivu mejnega podrolja na oceno, Vv goz=-
darstvu v praksi kroge pri sistematiZnem vzorlenju dolo¥amo ta-
ko, da so od robov oziroma mej odmaknjeni vsaj 20-25 m. i
Nekazani po§+opek izbora je razviden iz sheme v sli~-
ki 10.7+ Sistemati¥no vzor¥enje na povr¥inah Ima pod enakimi po-
goji kot sistematino vzor¥enje iz spiska enot prednosti cziro-
ma pomanjkljivosti pred €istim slulajnostnim vzorenjem. Perfo-
diZnostt, ki so nevarne pri sistemati&nem vzorfenju, se pri
vzorienju povr¥in pojavljajo, kadar je na ploskvi vel vzpored-
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e
nth pasov spreminjajofe se kvalitete. Sistematino vzordenje n;
povr¥inah pa da bolj%e rezultate kot &isti siufajnostni vzorec,

te je populacija nehomogena.

10,53 .~
Ocenjevanje parametrov s sistemati&nim vzorlenjem,

S sistemstiinim vzorfenjem ocenjujemo parametre z obrazci, ki
so. siini obrazcem za ocenjevanje z enostavnim sluajnostnim
vzorfenjem., Agregat in aritmeti&no sredino ocenjujemo po ob-

razcth
Yo wis AV = o7 {10.,51)
AL n Y SY i sis y/n ke

strukturni dele¥ P in ¥tevilo enot z dano znalilnostjo H pa po
obrazcih '

s bfn o Hyos Mpo (10.52)

sis
pri Cemer pomenf: N = ¥tevilo emot v populaciji; n = ¥tevilo
enot v sistematilnem vzorcu; y = vsota podatkov v sistemati&-

nem vzorcu; h = Ztevilo enot z dano znalilnostjo v sistemati&-

nepg VZorcue

10,54 _
Ocenjevanje varfance za ocene parametrov. Pri siste-

matinem vzorfenju je populacija skupinic sestavijena iz s sku-
pinfce Od teh je v danem sistematinem vzorcu v vsakem primeru
fzbrana le ena sama. Varianca za oceno agregata za ta primer je
po obrazcu 10,22 enaka

Var(Yys) = s(s-1)Sy.. (10.53)

Pri }em je: 52

Yis = povprelen kvadratiéni odkion med skupini-
sis

cami o
Ker pa je pri sistematiinem vzordenju v vsakem pri-
meru od s skupinic vkljuZena v vzorec le ena, ne moremo iz njé
oceniti povpreZnega kvadratiZnega odklona Sss;s, To dejstvo jg
hiba sistemati¥nega vzorca. !
Pod dolo¥enimi predpostavkami o vrstnem redu enot v
populaciji pa moremo vseeno oceniti variance oziroma standard=-

no pogrefko in meje zaupanja.
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Ce predpostavljamo, da je vrsini red enot glede na
prouvfevano karakteristiko sluajnosten, smo nakazali, da je s1-
stematien vzorec po svojfih kvalttetah enakovreden Zistemu slu-
fainostnemu vzorfenjuo, V tem primerv moremo s sistematiinim ?z%
borom izbrane enote in podatke smatrati kot da so fzbramni s
sluZajnostnim fzboroms Za ta primer upravileno ocenimo varianco
ocene agregata po fstem obrazcu kot za &isti slulajnostni vzo~c -

rec po obrazcvu

2
|
var(Vis) = N(N=n) —L (10,54)

pri Zemer pomeni: N = ¥tevilo osnovnih enot v populaciji,
n = ¥tevilo enot v sistematinem vzorcu in 53 = ocena variance
za y iz osnovnih podatkov v sistematiZnem vzorcue.

lzdelane so metode za ocenjevanje varfance ocen +udP
za primere, da razpored enot v okvirju ni slufajnosten. Ena od
teh je dana v primeruv v nadaljevanju, druge pa presegajo na¥

okvir,

10,55
Primer za sistematino vzorienje. Vzemimo, da v na-

fem poskusnem sestoju ocenjujemo lesno zalogo s sistematilnim
vzorcem. Lesno zalogo ocenimo z n = 64 osnovnimi parcelicami,
ki jih fzberemo s sistemati&nim vzor&enjem. Ker ploskev sesto-
j¥ fz N = 576 osnovnih parcelic, dobimo, da s sistematiZnim
vzorcem opaﬁujemo na s=N/n=576/64=9 parcel po eno. To pomeni,
da v vsaki (V9=3)} tretji vrsti dolo¥imo lesno zalogo na vsakf
tret+jt parcelici. Kot je razvidno iz sheme v sliki 10,7 pri
prehodu iz ene vrste v drugo upo¥tevamo, da morata biti med
vsako izbrano parcelo po dve parceli. Prva parcelica je izbra-
na s sluajnostnim vzorcem fzmed 3x3=9 parcelic v skrajnem zgor-
njem levem delu ploskve. Vse druge parcele pa so s prvo parcelo
dolofene s sistemom sistematimega izbora. Oceno volumna dobimo

po obrazcu 10,52 in je

Y., =Ny =278 1991 = 17289 w°
n 64

Primerjava ocenes pravim volumnom v sestoju ¥Y=17439 pokaZe, da
je sistemati¥no vzorlenje dalo zelo dober rezultat. Razlika je
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18 2% 23 28 27 35 les 43
21 20 28 32 35 32 34 34 |

21 23 27 25 35 36 38 33
23 23 :27 26 37 33 35 34

23 2 27 | 37 36 36 39 | |38
20 21 28 27 36 53 36 34

25 20 2% 29 3; 34 39 36
20 26 19 2; 34 37 34 35

Slike 10,7 Sistematiem tzbor na poskusni ploskvi

o1s - Y = 17289 - 17439 = =150 m> all v odstotkih
-0,86%, Ocena je tako dobra zato, ker je sestoj sestavljen iz

namred samo Y

vel homogenih dejove, :
Ce bi ocenfli varianco za dobljeno -oceno po obrazcu
za sluajnostni vzorec, bi bila vsekakor previsoka, ker popu-
lacija ni dana v slu¥ajnostnem vrstnem redu enot temvel v na~-
ravonem vrstnem redu, ki kaZe jzrazite zakonitosti razli&ne kako-
vostt v razli&nih delih sestoja. Ta varianca v tem primeru znaZa
Var (Y . ) = 207176, ?
Ce predpos+avljado, da v naravni razporeditvi v se-
stoju nt perfodi¥nih sprememb v kvaliteti, moremo smatratt, da
je populacija sestavlijena Tz n delnih populaci]j po s=9 parcelic,

v-katerih je po ena parcelica izbrana v vzorec.
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Sistematino vzorenje je v tem primeru enakovredno

s stratificiranim vzor&enjem, ki ima n stratumov, v vsakem s+r3-
tumu pa N/n=s enot, tzmed katerih v vsakem stratumu fzberemo p?
ezno enoto. Ker pa iz ene same enote ne moremo ocenfdi var?anco&
zdruZfimo po dva sosedna elementarna stratuma v nove stratume z
N =2s enotami in smatramo, da smo iz vsakega vzeli v vzorec po
dve enoti, : i
Ocena variance agregata v stratumu je dana z znanim;

obrazcem ::7”;»i@w@w752 V na%em primerv je N=2s, n=2,:_§2
var(Y | J=N(N-n) L, i

‘zrafunan 1z dveh podatkov

X; 4 X012 TG M
sf = (,,_-17—23:»,(::,-1‘:_,_1) o BB R

2 P

je polovica kvadrata diference med obema vrednostima v stratu-
mu. Varfamco ocene agregata s sistematinim vzorcem ocenimo v
tem primeruv po obrazcu

d?

Var Yyis = 5 25 (25 2) G s{s-l)kde (10.56)
ker je ocena variance agregata s stratificiranim vzorZenjem
enaka vsoti ocen varianc v posameznih stratumih, ,

Uporabimo to metodo v na¥em primeruv pri predpostavki,
da nt v populaciji neke periodi&nosti, ki bl onemogolila upo-
rabo te metode.

Kombinirajmo prvi dve izbrani parcelf z volumnoma 18
in 24, drugi dve z volumnoma 23 in 28 in tako dalje. Tako do-

bimo ustrezne razlike:
| dy=18=24% =6, 9 do=23-28= -5, 'd3=27—35'= -8, d,=43-43= 0
dg=34-34= 0, dg=32-35= -3, d,=32-28= +4 itd. do zadnje raz-
like dj35=34-35= -1 ‘
Sdp =dT 4 dl 4 d2 + wee 4 d3y = (=6)24(-5)24 (=824,
isuiat=1) < 453
Po obrazcu 10.56 dobimo kon&no



var(Ys'sl = 9{(9-1).453 = 32616

se(Ys'sl = qvar Y .o = V32616 = 180,6 m

odk fon zaupanja pa:

d(Ysﬁsl = 160,05,.32} se(Ys'sl

3

2,04,180,6 = 368

Ocena volumna je Y = 17289 % 368 s tveganjem o= 0,05. To je v
skiadu z dejanskim stanjem, ker je ocena od prave vrednosti

ﬂ. 3

razlt&na le za 150 m~,

Vzor&enje v dveh in veZ stopnjah

10,56

Osnova. Vzemimo, da z vzorlenjem v skupinicah ocenjd-
jemo gozdno povr¥ino v privatnih gospodarstvih v FLRJ, V sku=-
pinfce zdruZimo privatna gospodarstva v istith ob&inah., Pri vzor=-
Zenju skupinic so vzorZne enote skupinice-obZine. Ce ocenjujemo
skupno gozdno povr3¥ino z wzorfenjem v skupinicah, izberemo eno-
staven Qluéajnos+ni vzorec skupinic-obZin in v fzbranih ob&inah
popi¥emo vsa gospodarstva. Oceno za skupno gozdno povr¥ino do-
bimo po obrazcu 10,47 (Y , = % ;Ykl. Pri tem poment Yk skupno
gozdno povr¥ino v posameznih Tzbranih ob&inah. Ta podatek dobi-
mo tako, da se3tejemo podatke o gozdni povr¥ini za vsa gospodar-
stva v posameznih fzbranih ob&inah.,

Ker pa je ¥tevilo gospodars{ev po obZinah veifko, se
izkaYe, da je koristno, ¥e gozdno povr¥ino v posameznih izbra-
nih obZinah ocenimé s samostojnimi sluZajnostnimi vzorci v posa-
meznfh fzbramih ob&inah. Ocena za gozdno povr¥ino v izbranf ob-

¢inf k je po znanem obrazcu enaka Y e EE_ gfl Yk po=
4 kst TR e YRaty R

ment gozdno povr¥ino za gospodarstvo i v ob&ini k. Ce prave
vrednosti za gozdne povr¥ine v fzbranih ob¥inah v obrazcu za

ocenjevanje z vzorfenjem skupinic zamenjamo z ocenami Yk s1? [
A »

debimo novo oceno. : ;
Tak nafin vzorZenja in ocenjevanja ‘imenujemo vzorie-

nje v dveh stopnjah. Pri zgornjem primeruv vzorienja v dveh s+§p-

njah ,smo vfprvi stopnji ifzbrali vzorec enot prve stopnje - oblin,

v drug? stopnji pa v izbranih eno+ah“9523“§f2921£Viéqgsfpjnewu

\
|

_209-



vzorce enot druge stopnje = gospodarstev.
Razlika med vzorEenjEm v skupinfcalh in vzorZenjem v

dveh stopnjah je v tem, da pri vzor&enju v dveh stopnjah prave
vrednosti agregatov v skupinfcah zamenjamo z ocenami, ki ith
dobimo z vzorci v drugi stopnji.

Ce v posameznih gospodarstvih, ki jih izberemo z vzor-
Cenjem v dveh stopnjah, ne premerimo vseh gozdnih: parcel, tem
ve¢ gozdne povr3ine po posameznih fzbranih gospodarstvih dalje
ocenfmo s samostojnimi sluajnostnimi vzorci parcel, dobimo
vzorienje v treh stopnjah. ¥ tem primeru so enote vzorienja v
prvi stopnji ob¥€ine, enote vzorZenja v drugi stopnji gospodar-
stva znotraj izbranih obZin, enote tretje stopnje pa parcele v

izbranih gospodarstvih,

10,57

Prednosti in pomanjkljivostis VzorZenje v vel stopnjah
ima osnovne kvalitete vzor&enja v skupinicah. Odpravi namre& dve
osnovni hibi enostavmega slu¥ajnostnega vzorZenja, Ce fzvajamo
enostaven slufajnosten vzorec gospodarstev za vso Jugoslavijo,
je okvir vzorienja spisek vseh gospodarstev v Jugoslaviji. Se-
stav!iunje takega okvirja in izbor iz njega je obse¥no delo. E~
nako je s terenskim delom pri fzvedbfi +akeg& vzorlenja, Ker so

posamezna gospodarstva pri enostavnem slu€ajnostnem vzorcu raz-
me¥¢ena vef ali manj po vseh ob&inah v Jugoslaviji, je +ehnfEn§
izvedba takega vzorca komplicirana in draga, ker je za anketar-
je zamudno obiskovanje posameznih, na sluajnosten nalin izbra=-
nih gospodarstev,

Tehnika vzorfenja pa se z vzordenjem v dveh alfi veé
stopnjah za velike populacije zelo poenostsvi. Za zgornji pri-
mer je pri vzorfenju v dveh stopnjah okvir za fzbor v prvfi stop-
nji le spisek vseh ob&in v.Jugoslaviji. Okvir za izbor v drugi
stopnji pa so spiski gospodarstev le za one ob&ine, ki so bile
fzbrane v prvi stopnji. Razen tega je bistwno olajSano tudf ’
delo'anke+&rjevo Pri vzorZenju v dveh stopnjah so gospodarstva,
ki jTh mora obiskati in popisati, zdruZena le v ob¥inah, ki smo
hih izbrali v prvi stopnji. Anketar gre v posamezno obZ&fino, d%
breglcda ve¥ gospodarstev. Tako se terensko delo pri vzordenju '
v dveh all vek stopnjah bistveno poenostavi in pocenf.
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Res je, da moramo pri vzorenju v dveh ali ve& stop-
njah za isto zanesljivost ocen pregledati ve& osnovnih enot kot
pri enostavnem sluZajnostnem vzorZenju. Vendar dobimo z vzorde~
njem v dveh ali ve¥ stopnjah zaradi tehni¥nih prednosti pri ena-
kih stro¥kih zanesljivej¥e ocene kot z enostavnim sluZajnos#nim

vzor&enjemo

10,58 :
Ocenjevanje agregata in varianca za oceno agregata z

vzorfenjem v dveh stopnjah. Agregat ocenjujemo z vzorfenjem v

dveh stopnjah po postopku, ki smo ga navedli v odstavku 10,56,
tako da najprej ocenimo za'vsako enoto prve stopnje agregat’
Yk,s!’ fz teh pa skupep agregat Y2$+o

n
ME : N,
Yost = -;n—g .Mt,s! ; }I’:,‘sl 3 '7.,‘:‘_,‘;)'*; (10.57)‘

Pri tem pomeni: Y25+ = ocena agregata z vzorlenjem v dveh stop-
njahy; M = ¥tevilo enot v prvi stopnji; m = Ztevilo enot v vzor-
cu v prvi stopnji; Yk ¢| = ocena agregata v enoti k iz prve
stopnje z vzorcem v drugi stopnji; N g Ztevilo enot druge s+op—
nje v izbrani enotf k prve stopnje; n = Ztevilo enot v vzorcu
druge stopnje v enoti k prve stopnje; Yix = osnovni podatek za
enoto i druge stopnje v enoti k prve stopnje.

Varfanca za oceno agregata z vzor&enjem v dveh stop-
njah fzvira iz variance vzorenja v prvi in fz varfanc vzorle-
nja v drugl stopnji. lzraunamo jo po obrazcu:

Var(Yos)) = Var(Yg ) + —E Var(Ysi) (10.58)
M st

Pri tem pomeni: Var(Y2 $) = varianca za oceno agregata z vzor-
Cenjem v dveh stopnjah; VarlY k) = vartanca za oceno agregata iz
skupinic oziroma iz vzorca v prvi stopnji; Var’{Yk sl) = varfanca
ocene agregate Yk v enoti k iz prve stopnje s SIUCalnos+n!m vzor -
cem v drugi stopnji. Ti prispevki so fzralunani po znanih obraz-
cth 10,48 in 10,22, - - |
j Oceno var?ance za oceno agregats z vzorenjem v dveh

stopnjah var(¥, .} pa fzratunamo po obrazcu
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2m
var(Yog ) = var(¥, ) + %kz, var (¥, o) (10.59),

ki je analogen obrazcu 10.58, le daﬁso prave vrednosti zamenja-

ne z ocenamie

Ocenjevanje po metodi razmerfij

R0.59 .
Osnova in ocena agregata. Zanesljivost ocene za dolo-

Cen podatek znatno povelamo z metodo razmerij, e poznamo za
celotno populacijo vrednost agregata za kak znak, ki je s pro-
ufevanim podatkom v korelacfiji. Ce nepre poznamo, kolika je i
skupna temeljnica za celoten sestoj, zelo uspe¥no ocenimo skuﬁ-
no lesno zalogo tako, da slu&ajnostno izberemo vzorec dreves in
zanje izmerimo volumen in temeljnico. Po metodi razmerij najprej
za izbrana drevesa izralunamo, kolik volumen v povpredju odpade
na enoto temeljnice. Ta koeficiemt je razmerje med skupnim vo-
lumnom in skupno temeljnico za vsa izbrana drevesa. Oceno skup-
;ne lesne zaloge v sestoju pa dobimo, e to razmerje pomnoZimo
fz znano skupno temeljnico v vsem sestoju.

; V splo¥nem ocenjujemo agregat po metodi razmerij po

obrazcu

Vog= X¥ (10.60)

’

pri Cemer pomeni: Y = ocena agregata Y, fzradunana iz eno-

stavnega 5tuEajnos+;;;; vzorca po metodi razmerij; X = prava
vrednost agregata, k?rﬁa poznﬁmo; y = é:y‘ = vsota za znak y
v enotah vzorca, x = Xe= vsota za znak x v enotah vzorca,

Cim tesnej¥a je povezava med proulevanim znakom in
znakom, za katerega poznamo agregat za celoto, tem zanes!jivej-
€a je ocena. :

Ocena agregata po metodi razmerij pa ni nepristran-
ska temvel samo dosledna ocena pravega agregata. To pomeni, da
aritmetiéna sredina vseh ocen agregatov iz vseh moZnih vzorcev
nt enaka pravi vrednosti agregata, pal pa se ji tem bolj pri-

bltiZuje, €im veljt je vzorec. Zato za velike vzorce to pris+r5-

-218-



nost zanemarimo in metodo razmerlj s pridom uporabljamo pri 6cé-
njevanju z velikiml vzorci,

10,60
Varianca ocene za agregat po metodi razmerij. Varfan-

ca za oceno agregata z metodo razmeri] 1z podatkov enostavnega
sluZajnostnega vzorca je pribliZno

: Gy (e
Var(!{,’_,,) = N(N-n)T' (10.61)
Pri tem je: 2 i
52 & g{Y'-RX'} ., R it Y
T ’ R
N -1 : X

PribliZek je tem bolj¥t ¥im vedjt je vzorec.

Oceno pribliZka za varfanco var(Yr ) pa fzralunamo

s5 1
pPo obrazcu

s?
var(Y, o) = NiN-n) L (10,62)
Pri tem je sg analogen fzraz kot SE, samo da je Tzralunav iz
podatkov 7z vzorca.

(%-rx)?
Ui _{.'_._.7_'_ v 2 W 2D NGETZ A 30,3
n- Ly 5

Razviti obrazec v nadaljevamju obrazca 10.63 je operativni ob-
razec in je prikladen za stvarno izralunavanje.

10,67 .
Primeri za uporabo metode razmerij v gozdarstvu. Ker

obifajno razpolagamo z razli&nim! podatk!l za populacijo, navte-
mo nekaj primerov iz gozdarstva, v katerih moremo uporabi+i me-
todo razmerfijo.

Nakazall smo %e, da po metodi razmerij ocenjujemo vo-

lumen, e poznamo skupno temeljnico. i

Znatno izboljZamo oceno volumna tudi, %e pri vzorle-
nju povr¥in, pri Zemer so skupinfce vsa drevesa na dololenf f
-bovr§ini, poznamo povrSino sestoja ali skupno ¥tevilo dreves v

sestojue.
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Po metodi razmeri] ocenjujemo razli&ne podatke tudi,

¢e razpolagamo s podatki o proulevanem pojavu v preteklostio Ce
smo pred petimi leti s popolno premerbo dobili skupno temclijnico
sestoja, moremo po metodi razmerij oceniti, kolikZna je +rmeljni-
ca danes.

Tud? ocene na oko korigiramo po metodi razmerij. Ce
nepre na oko ocenimo volumen za vsa drevesa v sestoju in z eno-
stavnim siuajnostnim vzorcem fzberemo drevesa, za katera volu~-
men dololimo, moremo oceno lesne zaloge na oko popraviti po me-
todi razmerfijo.

Podobno po metodi razmerij popravljamo tudi rezulta-
te popisove Vzemimo, da popisvjemo v nekem okraju kmetijska go-
spodarstva, ki imajo gozdno povr%ino. Popis vrie popisovalci,

k# se zadovolje z napovedmi gospodarjev kmetijskih gospodarstev.
Ce Tzmed vsech gospodarstev izberemo slulajnostni vzorec gospo-
darstev, v teh pa s podrobnim poizvedovanjem, fzpiski iz katastra
in drugimi dokumenti pridemo do natannih podatkov, moremo po

metodi razmerij popraviti podatke popisa.

1062
Primer za ocenjevanje po metodi razmerij. Da prika-

7emo postopek ocenjevanja z metodo razmerij, vzemimo vzorlenje
v skupinicah iz primera v odstavku 10.47. Volumen v posameznih
skupinicah je vsekakor odvisen od velikosti skupinice. Ker po=-
znamo skupno povr3ino ploskve (X=576), moremo pri ocenjevanju
volumna s skupinicami uporabiti metodo razmerij. Pri +ém nas
ne moti, da Tmamo vkljueno v plan vzorfenja stratifikacijo.
Za vsak stratum posebe] po metodi razmerij ocenimo volumen in
varianco. Vsota ocen po stratumih je stratificirana ocena vo-
lumna, vsota varianc po stratumih pa ocena variance za skupnmo
oceno, : :

Ker imamo v tabeli 10.14, v kateri so vne3eni osnov~-
ni podatki o vzorZenju v skupinicah na na%i poskusni ploskvl,;
Ze vse potrebne podatke o vzorcu, izralunamo stratificirano
oceno volumna.po metodf razmerij, kot je nakazano v tabeli
10,17

Za posamezen stratum smo ocenili volumen po obrazcwu
10.60. Stratificirano vzor&enje skupinic po metodi razmerfij da
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Tabela 10,17 lzralun ocene volumna po metodt raimerl} s stra-
|
tififciranim vzorlenjem skupinic i

Stra- |
tum | Xk Yk % Yk,r,sl }
& | 144 L7777 36 3108
2 192 .0 1386 46 5760
3 240 2032 57 8556 |
X '= 576 17424 = ¥ '
rystr

znatno bol 37 rezultat kot enostavna stratificirana ocena sku=-
pinfc. Medtem ko po metodi skupinic dobimo za oceno volumna

Ysk,s+r=16921’ ki je od prave vrednosti razli¥en za 518 m3,
rystr T 17424 m

od prave vrednost! razlifen le 15 m3. To je delno sluajno, v

po metod}? razmerfij iz is?cga vzorca dobimo. Y 3

velik? mer? pa k Tzbolj%anju ocene pripomore metoda razmertj.
lzrafun za oceno varfance za stratificirano vzorienje po meto-
di razmerfj je nakazam v tabell 10,18,

Tabe la 10 18 lzrafun variance za stratificirano vzorEenjc sku-
pinic po metodi razmerij

2

Stra- 2 :
tre Ne 12 | Yk | *x R > Xy Zg Fr sE’r var(Yk’r'-ﬂ)l

tum

1 |32 8 777 36 81107 3738 174 |21,583 115,17 11056
43 11 1380 46 176854 5863 196 |30,000 147,40 18438

3 |58 14 2032 57 306464 8589 241 35,649 277,40 50566
4 ¥ Bl - ; VOB T N e --—'wu.w-:.'.W MG sy P e ———

varlY } = 80060

rystr

Prvih sedem stolpcev dobimo s pre¥tevanjem,seStevanjem, kvadri-

%anjem in mnoZenjem osnovnih podatkov iz vzorca. r Z@ posamezen

stratum je r, = yk/xk, sf r 28 posamezen. stratum Tzra€unamo iz

podatkov v prej3njih s+olpclh po obrazcu 10. 63, var{Y ) po

obrazcu 10.62. Za prvi stratum je ralun naslednji:
‘ %1 = y1/x1 = 777/36 = 21,583

po obrazcu 10,63 je

s% = -1 [81107-2.21,583.3738+21,583%,174 | = 115,17
e 101 s ke |

1
3
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= 32(32-8) llézll = 11056

in po obrazcu 10,62 Var(YT’r’s'l 2
Ce primerjamo dobljeno oceno variance var(Yr s+r; z
?
oceno varfance za stratificirani vzorec skupinic var (Y ) iz

sk,str” |
odstavka 10.47, dobimo

Var Yo, str! _ 285705

) 80060

= 3,57. Metoda razmerij je v znatni meri

Var(Yr’s+r

pripomogla k fzboljSavi zanesl|ljivosti ocene.

fzoréenie v dveh fazah

A A e
- -

Vzorenje v dveh fazah pri metodi razmerij

10,63 .

Pri ocenjevanju lesne zaloge v sestoju s pridom upo~-
rabljamo metodo razmerij, ¥e poznamo za proulevani sestoj skup-
no temeljnico. Ce pa skupne temeljnifce ne poznamo, moremo volu-
men ocenitf v dveh fazah po metodi, ki je metodi razmerij zelo :
podeobna.

Analiza pokaZe, da temeljnico dolofamo za posamezno
drevo znatno la¥je kot volumen. Zato skupno temeljnico za ves
sesto] v prvi fazi vzorZenja ocenimo z veltkim vzorcem., Tako &o-
bimo za skupno temel jnfco zanesl|jivo ocenc X1°Si.-Ker pa sta vb-
lumen fn temeljnfca v tesn? korelacijsk? odvisnosti, dobimo za-
dosti zanesljivo oceno za razmerje med volumnom in temeljnico
| Z majhnim vzorcem v drugt fazi vzordenja v dveh fazah.

iz dobljenih ocen za agregat X in razmerje R z vzor-
Yenjem v dveh fazah sestavimo oceno za skupnf volumen v sesto-

i
2o S

ju po obrazcu

Voor = Xisihos = TN"'XI'% (10.64)
ki je v osnovi slien obrazcu za ocenjevanje agregata po metodi
razmerij. : .

V obrazcu 10.64 poment: Yr of = ocena agregata z vzdr—
Ecnjem v dveh fazah; X1 s] = ocena agrega+a za dopolnilni znakx
o sl = y2/x2 = ocena razmer?j R = Y/X z vzorcem v drugl fazf.
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s vsota podatkov za x v vzorcu v prvi fazi; Xos Yo = vsota

podatkov za x In y v vzorcu v drugi fazl.

Zgornjo metodo vzorfenja v dveh fazah uporabljamo
vselej, kadar ocenjujemo agregat za podatek, ki ga dolofamo raz- .
mercma teZko, obstaja pa podatek x, ki je z ocenjevanim znakom
y v tesni korelacijski zvezi in ga dolo€imo na laZjf nalin.

Glede na to je nakazano vzor&enje v dveh fazah pri
metodi razmerij priporolljivo pri kombinframju ocen na oko s
pravimi vrednostmi, ki Jih dobimo z.merjenjem in v drugih po-
dobnth problemihs,

Vzemimo na primer sestoj z N = 5000 drevesio Z vzor-
cem n = 500 dreves smo z oceno na oko doloZil? lesno zalogo
vV, = 3000 n'. iz vzorca n = 500 dreves tega sestoja smo fzbra-
It s sluajnostnim vzorcem n = 50 dreves, za katera smo dolo-
¥111 volumne z fzmero. Ce vzamemo, da je lesna masa dreves v
vzorcu po ocenf na oko Vo = 36 ma, s premerbo pa smo za ta dre-
vesa dobfll V| = 32 m2, Je popravijenas ocena po metod! razmerf]

Vi 32

v Vo = 3000 22 = 2670 g
5 36

r.2f =

Vzorfznje v dveh fazah pri s+ra+f¥fkac!jf

10,64
Z vzorlenjem v dveh fazah re3ujemo tudi prepblem stra-
+if¥kab?je, Ce razdelitev populacije na homogene dele ni vnaprej
dama, je obifajno obseZno delo, e ho¥emo enote populacije kla=-
sifictrati v stratume.
: Za oceno agregata s stratifficiranim VZOrEenjem moramo
po obrazcih 10,32 Tn 10,21

L 2y & SN (10,65)

poznati ¥tevilo enot v posameznih stratumih N, in ocene za arit-
meti&ne sredine Vk za posamezne stratume.

Ce nimamo populacije razdeljene v stratume, moremo
Ztevilo enot v pbsgmeznih stratumih oceniti z razmeroma velikim
vzorcem z n enotami v prvi fazi. n enot iz vzorca v prvi fazi
klasificiramo v stratume, Tak§§@nb7mp Rys Np ooe N_ enot po po-
sameznih stratumih., Ce je od n enot 1z vzorca v prvi stopnjfi,
n, enot v s+rg+umu k, je ocena skupnega Ztevila enot v stratumu k
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(10.66)

i :
Netst = 7 Mk

iz n, enot, ki smo jih z vzormcem v prvi fazi dobili %
stratumu k, Tzberemo manj3i vzorec z n; enotam! fn zanj poilfe~-
mo vrednosti za znak y. lz vzorca v drugi stopnji dobimo oceno
za arfitmetiino sredino v stratumu k po obrazcw

nl'
-4 < ? h ’-, 7' iy
T 20 ?i_zfym iR otk

'z podatkov vzorca v drugf fazf. Enako ocenimo aritmetilne sre-
dine v stratumih z vzor&enjem v drugl fazi tudi ze druge stre-
tumeo Ocena za agregat za stratificirano vzorcenje v dveh fa-
zah je kon&neo dana s skupnfm obrazcem

Vo dr et ST gl NS Dl (10.68)
str 2.0 “‘g k,r.sl'yk.g o Tﬂ —n";,“.}ﬁ °

Pri tem poment: Y of = ocena agregata Y z vzorZenjem v dveh

fazah s s+ra+¥+lk2:;;o, k 1.8l = ocena ftevila enot Nk pg
s+ra+um?h z vzorcem v prvi fazi; yk 9, = ocena povpredja Yk v
stratumu k z vzorcem v drugi fazi; n = Stevilo enot v vzorcu v
Eprvi fazi; ng = §tevilo enot v stratumu k v vzorcu iz prve faze;

nk = ¥tevilo enot v vzorcu v drugi fazi v stratumu k; yk = VSO~-

Ja podatkov za znak y v vzorcu v drugl fazi v stratumu k.

10.54

Primera za ocenjevanje z vzorlenjem v dveh fazah pri
stratifikaectil, Kot primer za uporabo vzorlenja v dveh fazah pri
stratifikaciji vzemimo dolofanje lesne zaloge za doloden sestoje
n dreves, ki smo jfh Izbral? 1z sestoja z velikim vzorcem v prvi
fazi, razdelimo po premeru v debelinske stopnje: Nys Mpe eoo Mo
lz dreves, ki smo jih z vzorcem v prvi fazl dobili po posamez-
nih debelinskih stopnjah, ifzberemo v drugi fazi v vsakf debelfnw
ski stopnji samostojen manj¥f vzorec z né drevest? in zanje ugoto-
vimo volumme y, .. Oceno volumna za sestoj dobimo iz dobljenih

podatkov po obrazcw 10.68. ;
: Vzemimo, da na nekem obse¥nem kompleksu, ki je napaden
z doloenim ¥kodljivcem, ocenjujemo ¥tevilo oku¥enih dreves, Z
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)vzorcem v prvi fazi, v katerem smo zajeli n parcel, fzbrane
parcele na grobo kategoriziramo v tri stratume: malo okuiene,,
srednje okuZene in moZno oku¥ene parcele. |z n, parcel, ki smq
'jih iz vzorca v prvi fazi kategorizirali kot malo okuZene, izbe-
;remo z vzorcem v drugi fazi nj ‘parcel. Za teh n% parcel s ¥tet-
jem uvugotovimo to¥mo ¥tevilo dreves, ki so oku¥ena. Postopek po-
novimo v drugem in tretjem stratumu. Iz dobljenih podatkov se-

'stavimo oceno za celoten sesto] po obrazcu 10,68, E

10,65 :
Varianca ocene z vzor&enjem v dveh fazah. Varianca

za oceno z vzorfenjem v dveh fazah Je odvisna od vzorca v prvi
fazi in vzorcev v drugi fazf. Vendar tzvrednotenje varianc za !
ocene iz vzorcev v dveh fazah presega na¥ okvir,

Sestavljanje planov vzdftenja v praksft

10,66

Pri obravnavanju ocenjevanja z vzor&enjem smo navedQ
It nekatere postopke, ki jih uporabljamo, da oﬁcnjujemo para-}
metre za populacijo. Tako smo navedlf dvoje vrst fzborov: Eisﬁl
siutajnostnt fzbor fn sistematiZen fzbor; ve¥ vrst vzorlenj:
enostavno vzorenje, stratificirano vzorlenje, #zoréenje v sku=
pinfcah, vzordenje v[dvgh stopnjah in vzor¥enje v dveh fazah;
meri]. Ze pri obravmnavanju posamczn?h-me+od smo viasih kombinij-

fn ve¥ vrst ocenjevanj: enostavne ocene in ocene po metodi raz-
a
ralf po dva ali veZ navedenih elementov. V praktiZnem izvajan

jl
vzorenja za ocenjevanje parametrov pa po pravilu komb?n?ramo|
najrazliZnejse elemente vzorlenja tako, da dobfmo s &€im manj¥i-

mi stro¥ki &im bolj] zanesljivo oceno.
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1.1

Osnove. Z vzorfenjem ocenjujemo parametre populactj
na dva nacina: s tofkovnimi in z fntervalnimi ocenami. Te oce-
ne pa dajo uporabne rezultate le v primerth, da je vzorec, ki’
sluZi kot osnova za ocenjevanje, zadosti veltk. Ocene za male
vzorce so obifajno tako nezanesljive, da nimajo velike prak-
t'ine vrednosti. Ocena, za katero je n.pr. relativna standard-
na pégre¥ka 50 % ali %e celo ve¥, je praktino brez vrednosti.

V raziskovalnem delu pa z vzor&enjem reBujemo tudi
druge probleme, ki so dostikrat redljivi tudi z razmeroma majh-
nimi vzorci. S stufajnostnimi vzorci namrel z uspehom presku-
¥amo dolo&ene hipoteze o populaciji oziroma populacijah, V
praksi pogosto naletimo na probleme preskufanja hipotez. Z
vzorlenjem moremo preskusit+i, ali proizvodnja desk na Zagi
ustreza predpisu o povprednf Eirinf. S statisticnimi metodam}i
preskufanja hitpotez ugotavljamo, ali dololeno prepariranje le-
sa vpliva na karakteristike lesa ali ne. Enako moremo s tehni-
ko presku3anja hipotez odkri+i alt je odstotek Zagarske hlo-
dovine v dveh bukovih sestojih razliZen ali ne. Podobno z
vzorci preskuZamo odstopanja okularnih ocen od stvarnih vred-
nosti parametrov tt+d. Z enostavno amalizo varfance, ki temelji
na preskuSanju hipotez o proulevani populaciji, moremo odkriti
ali dolofen faktor vpliva na neke znadilnosti populacije ali
ne. Z enostavno analizo vartance moremo n.pr. kompleksno ugo-
tovitl alt ve& razli&nih postopkov dd razli&ne rezultate. S
kompliciranej8im! postopki anmalize varfance, ki so osnova po-
sebne discipline - planfranja eksperimentov - pa moremo isto-
Yasno analizirat! Tn preskusi+i vpliv vedih faktorjev.

T1.2

Splogno problematiko preskuanja hipotez proulimo
%a primeruvu. Proufujmo tedensko proizvodnjo desk v nekem Zagar-
skem obratu. Vzemimo, da se ¥irine desk porazdeljujejo v nor-
maini porazdelitvi, za katero poznamo standardni odklon & =3&m. .
PovpreZno ¥irfno desk pa ne poznamo. :
| Vzemimo, da profzvajalec +rdi, da je povpreZna ¥i-
Irina proizvedenih desk Mo = 18 cm. Prevzemnik sku¥a trditev
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proiz&ajalca preskusiti ozfiroma ovredf,
' Hipoteza o povpre¥ni ¥irini desk je, da je M= 18 cme
£ vzorcem skuZamo to hipotezo potrditi all ovreZi. Vzemsmo, da
hipotezo preskuSamo z vzorcem n = 36 desk, ki jfh na sluZajno-
sten nalin fzberemo fz osnevme populacije, Po znanih stavkih se
povpredja vseh mo¥nih vzorcev po n = 36 desk porazdeljujejo v
normalni porezdelitvi, za katero je standardni edklen enak
standardnf pogre3ki za sredino SE(Y) = 6/+n = 3/ 16 =
= 0,5 cm. Ce postavljena hipoteza dr¥f, je aritmeti€na sredi-
no normalne porazdelitve enaka hipotetiéni sred|nf M = Mo =
= 18 cm.

Porazdelitev povpredij 1z vzorcev za vse moZne
vzorce za ta primer je narfsane v sliki 11.1. lz slike je raz-

16 7 8 19 20
kritiéno, | kriticno
obmodéje Mo obmocje

Slika 11.1 Porazdelitev povprelij iz vzorcev

vidno, da je velika verjetnost, da 1z populacije vseh desk
‘izberemo vzorec, za katerega se aritmeti&na sredina od M = 18
ne razlikuje mnogo, ¢ postavljena hipoteza, da je M = Me =
= 18 cm, drZi. V tem primerv z verjetnostjo 0,95 aritmetiZna

G
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sredina preskusnega vzorca ne bo manj%a kot 18 - 1,96.0,5 =
= 17,02 ém Tn he velja ket 18+ 1,96.0,5 = 18,98 cm. Ker Je
razmeroma majhna verjetmost ( oo = 0,05), da s preskusnim vzor-
cem dobfmo povpredje, ki je manj%e kot 17,02 ali velje kot
18,98 cm, postavimo naslednje pravile: Hipotezo, da je firina
desk enaka M = M = 18 cm, sprejmemo, Te je povprefje preskus-
nega vzorcs v razmaku od 17,02 cm do 18,98 cm. Ce pa je pov~-

" preje iz vzorca manj¥e kot 17,02 cm ali ve&je kot 18,98 cm,
hipotezo, da je prava aritmeti¥na sredina ¥irine Qesk enaka
M = 18 cm, zavrnemo tn sklepamo, da povpre¥na Sirina desk nf
'8 cm. Obmo&je, v katerem hipoteze zavrnemo, imenujemo kriti&-
no obmoljes

Ce podrobneje prouZimo +o pravilo, spoznamo, da ob-

staja moZnost, da hipoteza dr¥t, jo pa po na¥em pravilu zavr-
nemo. Z dolo¥eno, sicer majhno verjetnostjo (= 0,05) more

povprelje iz preskusnega vzorca biti v kritinem obmolju,
kljub temu, da hipoteza drZi. To napako, ki je v tem, da hipo-
tezo zavrnemo, kljub temu, da hipoteza dr¥i, imenujemo napako
prve vrste,

Razen napake prve vrste pa je v tem nalinu sklepanja
Se druga nevarnost. Vzemimo, da na%a hipoteza o povprelni i~

rint desk ne dr¥i in je prava povprelna 3irina M = 19 cm.
Aritmetine sredine 1z preskusnih vzorcev se v tem primeruw go-
s+e'bkfog M=19 cm in ne okrog M = 18 cm, ker je pravo pov-
prefje 19 cm in ne 18 cm, Iz slike 11.2 je razvidno, v kak3ni
sttuvaciji smo v tem primeru. Ce ohranimo zgornje pravilo, da
hipotezo M = My = 18 cm sprejmemo, e je povprelje iz preskus-
nega vzorce v razmaku 17,02 cm do 18,98 cm, prava vrednost
povpre&ja pa je M = 19 cm, spoznamo, da obstaja dolocena in
sicer precej¥nja verjetnost (P = 0,484), da hipotezo M = M =
= 18 cm sprejmemo, ¥eprav ne drZi. Napako, ki je v tem, da hi-
potezo sprejmemo, kljub temu, da je napalna, imenujemo napako
druge vrste In jo zaznamujemo z B . Obratno pa je 1=f, ki jo

imenujemo mol preskusa, verjetnost, da osnovno hipotezo sprej-

memo, e ta dril,

Kot vidimo 1z primera, je napaka druge vrste znatna
in v bistveni meri odvisna od prave povpre¥ne Sirine desk.
’t?m manj%a je razlika med hipoteti&no in stvarno vrednostjo,

Fem vedja je napaka druge vrste in obratno, <im velja
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16 17 18 19 ‘ 20 2
kritiéno | kriticno
obmoéje obmoéje
4 Mo M J

Slika 11.2 PreskuSanje nielne hipoteze

lika med stvarnoe in hipoteti&no vrednostjo, tem manj%a je na-

paks druge vrste.
{z zgornjega spoznamo, da je po zgornjem pravilu ve-

ltko bolj +vegano hipoteze sprejemati kot pa zavraZati, ker je
hapaka druge vrste, da htpotezo sprejmemo, &eprav ne drii, v
splo3nem neznana oziroma velika.

Nasprotno pa moremo kriti&no obmolje doloediti tako,

da je napaka prve vrste, ki je v tem, da hipotezo zavrnemo,

eprav je pravilna, poljubno majhna,

1.3

i NiZelna hipoteza. Iz zgornjega fzvajanja sledi, da
h sploSnem lahko razmeroma zanesl|ljive hipoteze zavradamo, med-
tem ko je prit sprejemanju hipotez tveganje lahko zelo velikos

JDa se Tzognemu temu navideznemv nesoglasju, obiajno postavi-

!mo hipb+eze tako, da jih razmeroma zanesljive sprejemamo Tn
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pe zavralamo. To doseZemo z vpeljave niZelne hipoteze.
Po tem principu vsaki hipotez!, katero preskufamo,
postavimo ustrezno negativne protihipoteze, ki jo imenujemo

nielno hipoeteze. V nadaljnjem presku¥amo niZelno hipotezo.

Ce uspcmb, da zavrnemo nifelno hipotezo, smo istofasno spreje-
I osnovno hipotezo.
ée preskuSamo hipeteze, ali je povprelna ¥irina des-
ka na Zagi rozlicna od M_ = 18 cm (Hy : M £ M, = 18 cm), je
ustrezna nifelna hipoteza, da je povpre&na ¥irina enaka 18 cm
(Ho PMe= M = 18 cm) o
Osnovni hipetezi, da je v nekem sestoju vel kot
40 % furnirske hlodovine By - Pe> 40 %), ustreza nilelna
hipoteza, da je odstetek furnirske hlodovine manj%i od 40 %
(Hy : P < 40 %) e
Osnovni hipotezf, da je doloflen postopek impregni~-
ranja u¥inkovit, ustreza nifelna hipoteza, da postopek ni u-
Cinkovit,
Po tem principv preskuSamo hipeteze po naslednjem
postopku: ' 7
a) Osnovni hipotezt Hy priredime ustrezno nilelne Pipe+eie
. Ho‘ ‘
b} 1z osnovne populacije izbereme vzorec, ki slu¥i za presku=-
Zanje hipotez o proulevani populacijt.
cl Za vzorlni izraz, ki ga fzralunamo Tz podetkev preskusnega
vzorca in nielne hipoteze, dolo¥imo kritiéno obmolje, v
katerem moremo z dololenim tveganjem o nidelne hipoteze
zavraniti.
d) 1z podatkov preskusnega vzorca inm podatkov o nilelni hipo~-
+ezi Tzradunamo ustrezni vzor&ni izraz.
¢} Ce se dobljena izrafunana vrednos+ nalaja v kriti&nem ob-
molju, nifelno hipotezo zavrnemo oziroma osnovme hipotezo
sprejmeme na dololeni stopnji tveganja prve vrste za nilel~
no hipotezo. Ce vrednest, ki jo debimo, &e podatke preskus-
néga vzorca in nifelne hipoteze vnesemo v vzorini fizraz,
pade v kriti¢no ebmo¥je, pravime, da je stvarno stanje zna-
Zilneo razliZno od nifelne hipoteze. ObiZajne dololamo kri-
ti&na obme¥js na treh stopnjah tveganja x = 0,05; x= 0,01;
= = 0,001,
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PreskuZanje hipoteze o sredini

11.4

Ker se za vzorce, ki jih izberemo iz normalne popu~-
facije, aritmetigne sredine vzorcev porazdeljujejo v normaint
populaciji z aritmeti&no sredine, ki je enaka aritmeti&ni sre-
dinf v osnovni populaciji M Th s standardnim odklonem SE(y) =
= B/VYn, se vzor¥ni tzraz

?;f"-fﬁ'= - (11.1)

porazdeljuje v standardizirani normalni porazdelitvi. Zate

moreme z {zrazem
L-ym -z (11.2)

preskuZati ni¥elne hfpoteze, da je prava aritmeti&na sredina
enaka hipoteti&ni My {He M= MH).

Ce niZelna hipoteza dr¥t in je My, =M, je izra¥unani
z z verjetnostjo 0,95 v razmaku -1,96 <z <+1,96, z verjet-
nostje 0,99 v razmaku -2,58f <2z < +2,58% in z verjetnostjo
0,999 v razmakv =3,29 <z < +3,29.

' lz tega zaklju¥imo naslednje:a¥Ce’je absolutna vred-
nost po obrazcu 11.2 fzra¥unanega Tzraza z manj¥a kot kri+f&-
na vrednost 1,96, zaklju¥ime, da je razltka med pravo im hi-
potetiéno aritmetidno sredine nezna¥ilna. To pomeni, da pre-
skus razlik ni odkril, me pa da je prava aritmetfina sredina
enaka hipoteti&ni,

b) Ce je absolutna vrednost po obrazcv 11.2 tzraZunanega z
velja kot krit+iZna vrednost 1,96 In manj¥a kot kritTé&na vred-
nost 2,58, zakljulime, da so razlike med stvarne in hipotetid-
no sredino znacilne na stopnji tveganjse «= 0,05, To pomeni,
ﬁa je verjetnost-0,95, da je stvarna sredina resniéno razlig-
na od hipotetiZne.

c) Ce je po obrazcu 11.2 izrafunana vrednest z velje ket 2,58
hn ﬁanj§a kot 3,29 s tveganjem = 0,01, zaklju&imo, da je

stvarne aritmeti&na sredina zna¥ilno razli¥na od hipoteti&ne.
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¢) Ce pa je po obrazcu 11.2 izrafunani izraz absolutne ve&ji
ket 3,29, zakljudime, da so razlike med M in MH znacilno raz~

l1é€ne s tveganjem o= 0,001,

11.5

Vzemime kot praktiem problem nakazan primer proule-
vanja Sirine desk in preskusime hipoteze, da je pevprelna ¥i-
rina desk znalilno razliZna ed My = 18 cm. Ustrezna nfielne
hipoteza je Ho N MH = 18 cm. Da preskusime dano nilelne
hipotezeo, smo izbrali slufajnostni vzerec n = 36 desk, in zanj
pgo+qvilf, da je povpre&je fz vzerca y = 16,5 cm. Ker poznamo
%+andardni odklon proizvodnje desk { 8 = 3 cm), moremo izra-|
cunat! po obrazcu 11.2 vzordnl izraz

'7 =
SLY ML 16,5 - 18,0 5% = =200
g 3,0

Ker je abselutna vrednes+t fzrafunanega vzerinega izraza velja
kot kritina meja 2,58 za tveganje o= 0,01 in manjSa kot kri-
tiZna meja 3,29 za tveganje o = 0,001, s tveganjem & = 0,01
sklepamo, da je stvarna povpreZna 3irina desk znalilno razlfi&-

ne od M, = 18 cm,

11.6

; Ce ne poznamo prave vrednosti za standardni edklon
v osnovni populaciji, se za preskufanje hipetez o sredini ne
moreme posluZiti obrazca 11.2. V tem primeruv preskuSamo hipo-
teze o aritmetiZnih sredinah za nermalne pepulacije po obrazcv

7;“{,,—:.;”"-,,..;; (11.3)

kf jé zelo slt¥%en obrazcu 11.2, le da imanamesto prave vred-
nosti standardnega odklena ocene s, ki je fzreluname pe zna-
nem obrazcu za nepristransko ocenjevanje varfianc

n n
-2 2 2
el Z(Y;"'Y} 2 ;Y; - y/n
n=-1 n=-1

lzraz + pa se ne porazdeljuje v standardizirani nor-
malni porazdeli#vi, temvel v distribucijt, ki je enako kot

normaina porazdelit+ev unimodalna, simetr i€na in zveonasta in se
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hormaini perazdelitvi tembelj pribliZuje, &im ve¥ji je pre- |
skusni vzerec. t-perazdelitev je edvisma od velfkes+t vzerca
ali toknejec od ¥tevila stopinj prostesti m, ki je z velikest-
jo vzerce v ezki zvezl. Pri zgernjem preskusv je Xtevile ste-
i:)inj prestesti za ene manjie ket je Ztevilo enot v preskusnem

vzercu: m = n - 1. ,

| Glede na te, da je t-perazdelitev odvisna ed ste-
pinj prestesti m, se v tabeli 11.1 za vsako stopinje presto-
s¥? dane kriti¥ne vrednest! za tveganje «x= 0,05, x= 0,01
in «w= 0,001,

Fabels 11.1 +-perazdelitev za x=0,05, x=0,01 in x=0, 00t

Kriticne vrednest! Krfti€ne vrednosti
»| to,05 to,001 'e,000 w.| 'o,05 ‘to,01 ‘‘o,001
Iy 12,71 63,66 63,7 ri26| 2,06 £,78 3.1
Lok anel 9 3156 o7] 2,08 2,77 3,69
{9 3,18 5,84 12,9 28 2,05 2,76 3,67
4 2,78 . 4,60  B,61 29| 2,04 2,76 3,66
5 2,57 - 4,03 6,86 361 9,04 " 9,75 3,65
6 2,45 3,71 5,96 35 2,03 2,72 3,59
7 2,36 3,560 5,40 40| 2,02 2,71 2,55
gl 959 3,36 5,04 45 2,02 2,69 2,52
0. [ 0,26 . 3,85 4,78 38| . 9.0 0,66 3,50
101" 2,23 3,17 4,59 60 2,00 2,66 3,46
11 gya0 I 4,44 70| 2,00 2,65 3,44
12 2,18 3,06 4,32 80O 1,99 2,64 3,42
13 2,16 3,01 4,292 90| 1,99 2,63 3,40
14 2,14 2,98 4,14 100l 1,98 2,63 3,39
15 2,13 2,95 4 By 120 1,98 2,62 3,37
161 519 598 4@y A58 1,087 3.6 3,36
17 2,11 2,90 3,96 200 1,97 2,60 3,34
18 2:405 0 9,880 4,92 300 1,97 9.8 5036
19 9,09 - 9,86 3,88, -Ua00F 1,97 9,50+ " 3.3p
20 2,09 2,84 3,85 s00| 1,96 2,59 3,31
21 B0 0RR T 8,800 TR C 1,96 - [ 2,508 1 9,30
| 29 0,07 BB 3,19 00} - 4,96 = 2,56 3,99
23 2,07 2,81 3,77
o4 | 2,06  -2,80 3,74
ok | ims0e v 0,79, 308
: 1

b



Vzemimo za primer preskus, ali je povpre¥na upegib-
na trdnest lesa za deloeene dreve za ¥rni gaber znalilne raz-
li&na od My, = 1500 kg/cmg. V ta namen smo v preskusni vzerec
vzeli n = 8 preskuZancev iz razli¥nih deleov drevesa in zanje
ugotevili naslednje upegibne trdnesti: v kg/chQ: 1560, 1530,
1400, 1650, 1360, 1430, 1440, 1440. |z teh pedatkov debime:

y = iy, = 1560 + 1530 + ... + 1440 = 11810

YyT = 15602 + 15302 + ... + 1440° = 1749870

y = y/n = 11810/8 = 1476

i

=3 9

ys = y/n : > 2

9t Ty v 17498708 111810 BT R
n- - :

s =1/52 =-‘/917o = 95,76

Iz +eh pedatkov deblime po ebrazcu 11,3

Y =My — 1476 - 1500 1=
s 95.76 ;
Ker je kriti¥na meja za ¥;porazdel?+ev zam=8+=-1=17 sto~

pinj prostost? za «= 0,05 po tabeli 11.1 enaka +O’05(m#7) =

= 2,36, zaklju¥imo, da stvarna povpre¥na upogibna trdnost pro-
ufevanega drevesa &rnega gabra ni znalilno razliina od hipote~-
tine, ker je izralunani + manj¥i kot ustrezna kri+i¥na vred-
nost za o= 0,05, Nezna&ilnost razlike pa ne pomeni, da razlik
ni, temveZ samo, da jih z izvr8enim preskusom nismo odkrilf.

PreskuZanje zna&ilnosti razlik med aritmet+i&nimi sredinami

11.8

V raziskovalnem delv se dostikrat pojavija vpra¥a-
nje, ali so povpre&ja za razli¥ne populacije med seboj raz-
li€na "ali ne. Ni¥elno hipotezo, da sta aritmeti&ni sredini za
dve populaciji, ki se porazdeljujeta v normalnibh porazdelit-
vah z enakima varfancams, med seboj enakf (Ho : M1 = MQ), pre-

skuSamo z naslednjim fzrazom
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F..F qn = -. -
ISdz 1/,”_”% = t(m=n+n, - 2) (11.4)

ki se porazdeljuje v t-porazdelitvi s ¥tevilom stopinj pro-
stosti m = ng + Ng = 2.

Da po tem obrazcu preskusimo znadilnost razlik med
aritmetiZnima sredinama My in My, moramo iz prve in druge po-
pulacije izbrat+i dva samostojna vzorca. Pri tem z Nys ?} in
5% zaznamu jemo Ztevilo enot, oceno povpre&ja in oceno varian-
ce za vzorec iz prve:populac!je; z ny, 72 in sg pa analogne
koliZine Tz drugega vzorca.

11.9

Ce vzamemo za primer presku3anje znalflnosti razlik
v upogibni trdnos+i med dvema drevesoma &rnega gabra, poteka
preskus po naslednjih stopnjah. |
7 Za drevo 1 smo na‘sIuEajnos+en nain izbralt ny =
= 8 kosov lesa in zanj dobili naslednje rezultate o upogibni
trdnosti v kg/em?: 1460, 1500, 1330, 1550, 1570, 1510, 1560,
1500, Enako smo tudi za drugo drevo vzell Ny = 8 presku3anceyv
na sluCajnostno izbranih mestih in zanje Tzmerfli upogibno
trdnost v kg/cm2; Dobili smo naslednje rezultate: 1240, 1320,
1400, 1240, 1320, 1340, 1440, 1400. |z teh podatkov dobimo
elemente za preskus znalilnosti razlik med povpre&no upogibno
+rdnostjo po znanih obrazcih za ocenjevanje sredine in varian-

ce!

1498; s 5936

~<{

(BE S 8; 1

2

OO =N

1337; s 5421

I
n

x|

ng = 8

. 2 2 |
g  Ing=1)sy + Ing=1)s5  (g.1)5936 + (8-115421
n1+n2-2 P 8+8=-2

5678 = 75,35
Yi = ¥ [MyeD S [6.8.

M 1 2 AT 1498 3337 8.8:_ 444
..sa ﬂ‘ n1+n2 75’35 8+8

Ker je izralunani t = 4,41 absolutno velji kot kri=-

= 5678

o
Q.
I

n
a
1}

{
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tiZna vrednost t+ za m Eily N, w 2 2_14, pri tveganju

x = 0,001 [ +im=14; «=0,001)=4,14], zelo zanesljivo (x =0,001),
sklepamo, da so razlike v vpogibni trdnosti med proulevanima
drevesoma znalilne.

Presku3anje hipotez o varianmct

11.10

ProuZevanje variabilnosti v najrazli€nej¥ih oblikah
zajema velik del problemov v zvezi s statisti&nim proulevanjem
eksperimentainih podatkov. Velika varfabilnost v fzdelkih je
znak slabe kvalitete proizvodnje, velika variabilnost dolole~-
nih znacilnosti v lesu je izraz neenovitih pogojev rasti in
ima posledice pri nadaljnji obdelavi lesa t+d. Cim manj¥%a va-
riabilnost je v velini izraz boljZe kvalitete surovin, delas
itde .

V zvezl s proulevanjem variabilnosti je najenostav~-
nej¥i problem presku¥anje hipotez o varianci za dolofeno po=-
pulacijoe.

Ce predpostavljamo, da smo iz populacije, ki se nor~-
malno porazdeljuje, fzbrali sluajnostni vzorec n enot, se

izraz

=D . Xtmsn-1) (11.5)
v populaciji vseh moZnih vzorcev porazdeljuje v porazdelitvi,
ki jo imenujemo x? (hf-kvadrat porazdeliteyl. Xg—porazdeii+ev
je podobno kot t~-porazdelitev odvisna od stopinj prostosti, ki
so pri zgofnjem izrazuv za eno manjsSa kot je velikost vzorca

(m = n = 1)8 (glej tebelo 11.2).

Glede na ¥tevilo stopinj prostosti je iz podatkov
slu€ajnostnega vzorca ifzrafunani }2 s tveganjem o= 0,05 manj-
31 kot je kritiZna vrednost X%;OS v tabelt ;1.2; s tveganjem
x = 0,01 manj¥i kot so krit+iZne vrednosti 10,01 in s tveganjem
0,001 manj3i kot so kritidne vrednosti .~ X%,OO1'

Zgornje lastnosti izkorifZamo za preskuZanje hipo-

]

o

tez o varianci. Hipotezo, da je varianca v osnovni populacijft
razli€&na od predpisane hipotetine variance Ba preskusamo z
nielno hipotezo, da je varianca za preiskovano populacijo
encka @2.(H_: 6% = @21,
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Tabela 11.2. Xg-pora zdelitev

Kri+1Zne vrednosti za &= 0,05, «= 0,01 in o= 0,001

e x%,05 xg,o1 xg,oo1

1 3,84 6,64 10,93

2 5,99 9,21 13,82

3 .80 19,04 16,9

4 9,49 13,28 . 18,46

si.l L e7. . 95,09 20,52
& 119,69 " ¥6.81 20,46
Yl k.00 1848 T 0880
8 | 15,51 20,09 26,12
9 116,99 ¢ o1, 67 97,88
10 | 18,31 23,21 29,59
11 19,68 . 24,79 31,96
19 | ‘91,03 26,22 32,91
13 22,36 27,69 34,53
ol g3ieee 99,14 " 36,40
15.| 195,00 30,58 ' ' 37,70
16| .96,30 39,00 3005
A s o T 40,79
18| ‘28,87 ' 34,80 42,3
19 .1 30,14  3s,vd 43,88
20 31,41 37,57 45,32
21 32,67 38,93 46,80
29 | 33,92 40,29 < 48,27
23 35,115 4T,64 49,73
24 | 36,42 ° 42,98 51,18
25 | 37,65 = 44,31 52,62
26 | 38,88 45,64 54,05
27 | 40,11 46,96 55,48
28 | 41,34 48,28 56,89
29 | 42,56 49,59 58,30
30 143, we ey . 5,70
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Podobno kot pri presku¥anju hipotez o sredinah,
tudi za varianco zaklju¥imo, da prava varfanca ni zna&llno

razliZna od hipotetiZne var?ance'éﬁ, e je izraz

n-1)s%_ x? (11.6)
-Ls,}—?‘- X F

H

pod kriti&no vrednosfjo_ﬂg’OS, da je prava varfanca s tvega-
njem o= 0,05 'zna&ilno razliZna od nielne hipoteze, ce je po
obrazcu fzralunani fzraz med ustreznima vrednostima XO 05 in
X% o1? znaE!len s +veganjem et= 0,01, e je Tzralunani izraz
med X% o7 In XO oogs in znaEIlen na stopnji tveganja x= 0,001,

e je fzraEunan? X" velji kot Xo 001 °

11.11

Za smrekov les prefskujemo, ali je varfanca nomi~-
nalne prostorninske teZ¥e smrekovega lesa doloene partije ve&-
ja kot :ﬁg = 3000 kg/ma. V +a namen smo fzmerili nominalno
prostorninsko teZ0 za n = 25 preskuSancev in iz njih vgotovi-
s da je ocena variance 52 = 37,91 kg/mgo

..... e dobl jene podatke vnesemo v obrazec 11,6, dobimo

2
xQ - (n—T) s - ‘25"'1)937’91 = 30’33
84 30,00

Ker § m = n=1 = 25-1 = 24 stopinjam prostostt ustreza

Xg 05 = 36,42; sklepamo, da varfanca nominalne prostorninske
= 2

teZe ni zna¥ilno velja kot Sg = 30,0 kg/mB.

11.12
V tabell 11.2 so dane kriti¢ne vrednosti za 12 samo

ﬂo m = 30, Za primere, v katerth je m > 30, dobimo ustrezne
kritiZne vrednosti za posamezne stopinje prostosti po obrazcih:

Za o= 0,05 je

LH]

K iie ok Qdm o) s LG5 ) T

za o= 0,01 je
X2, =% L6Pm -7 + 2,326)° S (197

za &= 0,001 je

X2, = Lu@m-T + 3000 7

0,001

w00



11.13

Vzemimo, da smo zaradi nezna&ilnosti razlik v varian-
ct v prejinjem primerv vzorec podvojiif in izmerilf nominalno
prostorninsko teZo za skupno n = 50 presku¥ancev lesa. Nova
ocena za varianco je 52 = 42,0, izraEunaﬁ?7X2 je enak

—

82 30,0

2
x2 - Ln=1) s _ (50-1) 42,0 _ (g o

Ker jem=n-1=50 -1 =49 ve&jt kot 30, ifzra¥unamo kri-
t1&ne vrednosti za m = 49 po obrazcih 11.7

4 1 2 1 A
.ZO,OS = 7 (-JQm-T +:1,645)7 = 3 (42,49-1 + 1,645) =.66,11
w2 oo X ToeT v 0,396)% & Ligfotao g s npestst - 7419
~0,01 2 Zin
x2 =1 ( [om=1 + 3,0002 = 1 (274557 + 3,00002 = 83,71
0,001 9 ¢ ) z ? -
o 2 2 4 -
lzraZunani X° = 68,60 pade med\}o o5 = 66,11 in
X

xglo1 = 74,12, lz tega sklepamo, da je varianca v nominalni

'pros%crninsk! te?i za proulevan les s tveganjem o= 0,05 zna-
Eilno ve¥ja kot GH 30,00.

Presku¥anje razliZnosti med variancama

11.14
Ker je majhna varfabilnost znak dobre kvalitete su-

rov?n, vestnegae dela delavcev ali prcciznega dela strojev, je
velike vaZnosti primerjava varfanc med surovinami iz razli&nih
virov, med proizvodi, ki so bili proizvedeni pod razli¢nimi po~-
goji dela, po razli&nih postopkih, z razliZnimi stroji fitd.
Hipoteze, da sta za dve populaciji, ki se normalno porazdelju-
ﬁe+a, varianci razlitni (H : 62 # 62) preskufamo z nielno
h:po+ezo, da s+a varianci v obeh popuiaci]ah enakt
Ho . 6? 7 62)° ¥

" Ce velja ni¥elna hipoteza, da sta varfancl v obeh
populgcijah enaki, se kvocient ocen varianc iz prve s? in dru-
'ge populactije sg
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.§§.= F : (11.88
(pri tem vzamemo kot prvo populacijo ono, za katero je ocena
variance velja: s? > 52) v populaciji vseh moZnih vzorcev z

ny enotamt v prvi Inlz ny, enotami v drugi populaciji, poraz-
deljuje v F-porazdelitvi. F porazdelitev je odvisna od stopinj
prostosti M= Ry = t, ki zavisi od Stevila enot v prvem vzor-
cu in stopinj prostostt my, = ng = 1, ki zavist od ¥tevila enot
v drugem vzorcu., V tabelah 11.3 a, b, ¢ so dane my Tn m, u-
strezne kritine vrednosti za stopnje tveganja .x= 0,05,

o= 0,0f in o= 0,001. Tabele vsebujejo kriti&ne vrednosti sa-
mo za nekatere stopinje prostosti. Za vmesne vrednost! za sto-
pinje prostosti dobimo ustrezne kriti¥ne vrednosti z linearno
interpolacijo tako, da vzamemo za osnovo pri interpolaciji re-

ciproine vrednosti iz stopinj prostosti.

1115

Vzemimo, da preskulamo alf je kvaliteta dela na no-
vo nabavljenega stroja znafilno bolj%a od stadrega. V ta namen
gsmo na starem stroju profzvedli Ry = 20 lesenih profilov, na
Wovem stroju pa nob = 30 lesenih profilov enake specifikacije.
Varianca, fzrafunana iz podatkov vzorca za stari stroj, je
S? = 9,27, varianca, fzralunana 1z vzorcev piroizvodov na dru-
gem stroju, pa je sg = 3,82, :

Da preskusimo znalilnost razlike v variabilinosti ne¢

starem in novem stroju, izralunamo

52 -
Flom ke 2021 o0 4y
s2 3,82

Zgornjim vzorcem ustrezne stopinje prostosti so my = n1-1 =
= 20-1 = 19 in my = n2—1 = 30-1 = 29. |

Ker v tabelah nimamo vrednosti, ki ustrezajo m, = 19,
dobimo ustrezne kriti&ne vrednost! z linearno interpolacijo.
Za « = 0,05 dobimo 1z tabele 11.3a

Fo,05 (M = 125 my = 29) = 2,10

]

-
O
(o]

-FO’OS (m1 - 24; m2 = 09




TAB,11.3a F - PORAZDELITEV(KRITICNE VREDNOSTI ZA o= 0,05 Fo,o1 )

P g 2 3 4 5 6 8 12 24 00

1 161.4 199,5 215,7  224,6  230.2 234,06  238,9 245,9  249.0  254.3

2 18,51 19,00 19,16  19.25  19.3e 19,33 19,37 19,41  19.45 19,50
3 10,13 9,55 9428 9,12 9,01 8,94 8,84 8,74 - 8,64 8,53
4 271 6094 6459 6039 6026 6016 6o04 5091 5,77 5,63
5 6,61 5,79 541 5019 Se05 4,95 4,82 4,68 4,53 4,36
6 5499 5014 4,76 4,53 4,39 4,28 4,15 4q00 3484 3.67
7 5,59 4,74 4,35 4,12 3,97 3,87 3,73 3,57 3041 3,23
8 5032 4,46 4,07 3,84 3,69 3,58 3,44 3,28 3,12 2,93
9 5,12 4,26 3,86 3,63 3,48 3437 3.23 3,07 2,90 2,71
lo 4,96 4,10 3,71 3,48 Be23 Be22 . B8l 2.91 2,74 2,54
11 4,84 3498 3,59 3,36 3.20 3,09 2,95 2,79 2,61 2,40
12 4,75 3,88 3,49 3,26 3,11 3600 2,85 2,69 2,50 230
13 4,67 3.80 3.41 3,18 3,02 2,92 2,77 2.60 2,42 2,21
14 4,60 3,74 3,34 3,11 2,96 2,85 2,70 2,53 2,35 2,13
15 | 4.58 G L Byt L mes inge 2,79 2.64 2.48 2,29 207
16 4,49 . 3,63 3,24 3001 2,85 2,74 2059 2,42 2.9 2001
17 4,45 3059 3,20 - 2,96 2,81 2,70 2,55 2,38 2,19 1,96
18 4,41 3655 ° 3,16 2,93 .77 2,66 2,51 2,34 2,15 1,92
19 4,38 3,52 3,13 2,90 2,74 2,63 2,48 2,31 2,11 1.88
20 4,35 3,49 3.10 2,87 2,71 2,60 2,45 2,28 2,08 1,84
21 4,32 3047 3,07 2,84 2,68 2,57 2,42 2,25 2,05 1,81
22 4,30 3044 3,05 2,82 2,66 2,55 2,40 2,23 2,03 1.78
23 4,28 3042 3403 2,80 2,64 2,53 2038 2,20 2,00 1,76
24 4,26 3ode 3001 2,78 2,62 2,51 2036 2,18 1,98 1,73
25 4,24 3,38 2,99 2,76 2,60 2,49 2,34 2,16 1,96 .71
26 4,22 3437 2,98 2,74 2,59 2,47 2,32, 2,15 1.95 1.69
n 4,21 3435 2,96 2,73 2,57 2,46 2030 2,13 1,93 1,67
28 4,20 3,34 2,95 2,71 2,56 2,44 2,29 2:12 1.91 1,65
29 4,18 3433 2,93 2,70 2,54 2,43 2,28 2,10 1.90 1.64
30 4,17 3,32 2,92 2,69 2,58 2,42 227 2,09 1.89 1,62
4o 4,03 3.2 2,84 2,61 2,45 2,34 2,18 2,00 1,79 1,51
6o 4,00 3,15 2,76 2,52 - .a.57 2,25 2,10 1,92 1.7 1,39
120 3,92 3007 2,68 2,45 2,29 2,17 2,02 1,83 1.61 1,25
0o 3.84 2,99 2060 2,37 2,21 2,10 184" T8 1.52 1,00
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TAB,11,3b F - PORAZDEL]TEV (KRITiNE VREDNOSTI ZA

& = 0,01; Fg os5)

my nl 1 2 3 4 5 6 8 12 24 00
1 4052 4999 5403 5625 5764 5859 5982 6106 6234 6366
2 98,50 99.00 99,17  99.25 99,30  99.33 99,37 99,42 99,46  99.50
3 | 34,12 30.82 29,46 28,71 28,24 27,91 27.49 27,05 26,60 26,12
4 21,20 18.00 16,69 15,98 15,52  15.21 14,80 14,37 13,93 13,46
5 16,26 13,27 12,06 11,39 10,97 10,67 10629  9.89 9,47 9,02
6 | 13.74 1lo.92 9.78 9,15 8,75 8447 Bedo 7472 7.31 6488
7 12,25 9,55 8,45  7.85 7.46 7,19 6484 6,47 6007 5.65
8 11,26 8,65 759 7401 6463 6437 6,03 5,67 528 4,86
9 10,56 8,02 6499 6,42 6.06  5.86 5.47  5.11 475 a8
lo | lo.o4 7,56 6¢55 5499 5.64 5039 5,06 4,71 4,33 3,91
1 9,65 7,20 6,22  5.67 5,32 5,07 4,74 4440 4,02 3,60
12 | 9.33 6,93 5,95 5,41 5.06 4,82 4,50 4,16 B8 18,36
13 | 9,07 6.7 S.74 | B 4,86 4,62 4,30 3,96 3459 3,16
14 | 8,86 6,51 5,56 5403 4,69 4,46 414 3.8 3443 3400
v O T T R TN 4,56 4,32 dios  3.67 3,29 2,87
16 | 8.53 6423 5429 4,77 4,44 4,20 3489 3,55 3.18 2,75
17 | 8.40 6,11 5.18 4,67 4,34 4,10 3,79 3,45 3,08 2,65
18 | 828 6.0l 5009 4,58 4,25 4,01 3,71 3,37 3,00 2,57
19 | 8,18 5,93 5e01 4,50 4,17 3.94 3.63 3,30 2,92 2,49
2 | 8o 5.8 4,94 4443 410 3,87 3,56 3,23 2,86 2,42
21 8,02 5,78 4,87 4,37 4,04 3,51 .3 R B 2.80 2,36
22 |. 794 572 4,82 4,31 3.99 3,76 3,45 3,12 2,75 2,31
23 | 7.88 5,66 8,76 ‘4,26 3,94 3,71 34l 3407 2,70 2.26
24 | 7.82 5.61 4,72 4,22 3,90  3.67 3,36 3,03 2,86 2.9
28 L %I 5.7 4,68 4,18 3,86 3,63 3432 2,99 2,62 2,17
26 | 7292 5.3 4,64 4,14 3,82 3,59 3029 2,96 2.58 213
27 | 7.68 5,49 4,60 4,11 3,78 3,56 3426 2,93 2,55 2,10
28 | 7.64 5,45 4,57 4,07 3,75 3,53 3.23 2.9¢ 252 2,06
29 | 7.60 5,42 4,54 4,04 3,73 3,50 3420 2,87 2,49 2,03
30 | 7.56 5,39 4,51 4402 370 3,47 3,17 2.84 2.47 2,01
40 | 7.31 5,18 4,31 3,83 3,51 3.29 2,99 2.66 2,29 1.80
6o | 7.08 4,98 4,13 3,65 O SR 2,82 2,50 2,12 1o 60
120 6,85 4,79 3,95 3,48 3,17, 2,96 2,66 2,34 1.95 1,38
oo 6.6 4,60 3,78 3032 3,02 2,80 2,51 2,18 1.79 leoo
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TAB,11,3¢ F - PORAZDELITEV(KRITICNE VREDNOSTI ZA o = 0,001 Fp oo )

g 1 2 3 4 5 6 8 12 24 00

1 405284 ' Soogoo 540379 562500 576405 585937 598144 610667 623497 636619
2 998.5 999.2 999,2  999,2  999,3 999,3  999.4 999.4  999,5  999.5

3 167.0 148,58  141.1 137.° 134.6 132,8  130.6 128,53 1259 = 123.5

4 74,14 61,25 56,18 53,44  51.71 50,53 49,00 47,41 45,77 44,05
5 47,18 37.12 33,20 31,09 29,75 28,84 27,64 26,42 25,14 23,78
6 35,51 27,00 23,70 21,92 20,81 20,03  19.03 17,99 16,89 15,75
7 29,25 21,69 18,77 17,19 16,21 15,52 14.63 13,71 12,73 11,69
8 25,42 18,49 15,83 14,39 13,49 12.86 12,04 11,19 loe3e 9,34
9 22,86 16,39 13,90 12,56 11,71 11,13 10.37 9,57 8s72 7,81
1o 21,04 14,91 12,55  11.28 10,48 9,92 9420 8,45 7,64 6,76
11 19.69 13,81 11,56 10435 9,58 9,05 8,35 7463 6,85 6000
12 18,64 12,97 1lo.8e 9,63 8.89 8,38  7.71 7000 6.25 5042
13 17,81 12,31  lo.21 9.07 8,35 7.86 7,21 6452 5,78 4,97
14 17,14 11.78 9,73 8,62 7492 7043 6080 6013 5041 4,60
15 16,59 11,34 9,34 8,05 - T.57 7009 6047 5,81 5010 4,31
16 16,12 10,97  9.00 7.94 7.27 6481 6019 5,55 4485 4,06
17 15,72 10,86 U7 TR T2 6056 5,96 5.32 4,63 3,85
18 15,38 10,39 8,49 7.46 6,81 6435 5,76 5,13 4,45 3,67
19 15.08 lo.16 8,28 7026 6.62 6,18 5.59 4,97 4,29 3,52
20 14,82 9,95 8,10 7.10 6,46 6e02 5044 4,82 4,15 3,38
21 14,59 9,77  7.94 6,95 6,32 5.88 5,31 4.7 4,03 3.26
22 14,38 9,61 7.8 6,81 6.19 5.76 5,19 4,58 3,92 3,15
23 14,19 9.47 7,67 6,69 6,08 5,65 5009 4,48 3.82 3,05
24 14,03 9.34 7,55 6459 5.98 5,55 4499 4,39 3,74 2,97
25 13,88 9,22 7.45 6,49 5,88 5,46 4,91 4,31 3,66 2,89
26 13,74 9,12 7,36 6a41 5,80 5,38 4,83 4,24 3,59 2,82
27 13,61 %e2 727 6s33 5,73 5031 4,76 4,17 3,52 2,75
28 13,50 8,93 7,19 6425 5066 5.24 4,69 4,11 3,46 2,70
29 13,39 8,85 7,12 6019 5459 5018 4,64 4,05 341 2,64
%0 13,29 8,77 7405 6012 5,53 5,12 4,58 4,00 3,36 2,59
4o 12, 61 8425 6,60 5,7 5.13 4,73 4,21 3,64 3,01 2,23
6o 11,97 7.76 6,17 5031 4,76 4437 3,87 3431 2,69 1.90
120 11,38 7e32 “ 5,79 4,95 4,42 4404 3455 3402 2.40 1,54
oo | lo.83 691 5,42 4,62 4,10 3,74 3,27 2,74 2,13 100
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Interpolirano vrednost F(19) za my = 19 pa dobimo iz razmerja:

1/19 - 1/24 _ F{19) - 1,90

1272 <"1/24 "' 2,70 = 190

iz tega razmerja dobimo, da je FO 05 (m -19, m2-29) 1395
Ce analogno poi¥Zemo kri+icno vrednost Ze za o= 0,01, ,
dobimo tz tebele 11.3b

Fo,01 (mj=12; my=29) = 2,87

Fo,01 (™

Interpolirano vrednost F(19) za m1=19 dobimo analogno iz raz-

=24; m2=29) = 2,49

merja

1/19 - 1/24._ F(19) - 2,49
A/12- - 1/24 2,87 - 2,49

lz tega razmerja je Fg, 01 (m1=19; my=29) = 2,59.
»
Ker je 1z preskusa dobljeni F = 2,41 ve&ji kot
0 05(19 29} in manj3i kot Fg 01(19 29), zaklju&€imo, da novi
s+ro; s tveganjem oc= 0,05 resniéno dela kvalitetnej3e kot

stari.

11,16
Enostavna analiza variance. V odstavku 11.8 in 11,9

smo Tz t-preskusov preskuvZali znalilnost razlik med dvema
aritmetiZnima sredinama. Dostikrat pa se pojavljajo problemi,
pri katerih nastopa ve¥ grupnih sredin hkrati, lzolirano pre-
skuZanje vseh mogolih parov sredin s t-preskusom je zamudno,
ne glede na to, da analiti&no ni neoporelno.

S postopkom, k! ga imenujemo analiza variance, pa
moremo kompleksno preskusiti zna&ilnost razlik med vel sredi-
hami hkrati. Ce so namreX v r populacijah, v katerih se
vrednosti znaka, katerega proulujemo, porazdeljujejo v normal -
nih porazdelitvah, vse aritmeti&ne sredine med seboj enake
(M1 =My = cos M) in vse variance enake (61 = Gg = soe 62

se izraz
] Qg - Q)r-1)
(G~ Q/tn - 1)

r .2 2
Yk 5 ¥
Z‘Y,,,; K’Zﬁk— AR e

s} =] ka]

s FTny:r-I;nbzn"r)

(11:19%

Gy =
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' porazdeljuje v F-porazdelitvi z m =r=1 in my = n-r stoplinja-
mt prostosti. Pri tem pomeni n = ¥tevilo vseh osnovnih podat-
kov v' celotnem preskusu; e = ¥tevilo osnovnih podakkov v &
grup! kj; r = $tevilo grup; Yol 3 individvalna vrednost | v
jrupi k; Yk = vsota podatkov za vse enote v grupi k; Y = vso-
ta vseh osnovnih podatkov v vseh grupah. b

Analizo variance obi&ajno podajamo v. standardni she-
mt, ki je za na¥ enostaven primer naslednja:

Tabela 11.4 Shema enoé+avne analize varfance

Vir variance V Vsotav...| Stopinje | ocena F
kvadratov prostosti variance
L m s2
Med grupami Ke = Q- Q mK = r=-1 s,f =~ %:K_ Fz= 5,2,/3‘,?\ v
K
V grupah K = Q- m = a-r s? = ”:;r 1
. £

s

Ee postavimo kot niZelno hipotezo, da so aritmetid-
ne sredine v r populacijah med seboj enake (Ho : M1 e M2 =

= see MQ, moremo pri pogoju, da so varfance po populacijah
enake, zgornjo shemo analize variance uporabiti za presku3anje
razlik med aritmeti€nimi sredinami. Po standardnem nalinu za-
k!juéevaﬁja smatramo, da so razlike med sredinami za razlicne
grupe ozlroma populacije neznalllne , .i7i.u, Ce je Iz analize
izraZunani F man]¥f kot ustrezni F0’05(m1=f—1; m2=n-r}. Razli-

ke med grupnimi sredinami so znal¥ilne .. & 1.
K= 0;03; Eetje tzradunent F med ustreznima vrednostima

© s tveganjem

O 05(m1-r-1, mgwn-rl in FO 01(m =r-1; m2~n-r}. Razlike med
s tveganjem o= 0,01,

N R

qrupntm? sredinami so znaElIne
“e je tzralunani F med FO 01(m1_r -1% m2-n-rl In

0 001(m1-r -1; mp=n-r} in znalilne - 1. s tveganmjem

o« = 0,001, &e Je izracunani F ve¥jt kot FO 001(m1—r-1, m2—n—r).

ik

Kot enostavem primer preskufanja razlik med sredina~-
mi za ve¥ populaci] vzemimo presku3anje razlik v povpreZni upo-.
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'gibni +rdnos+i za pet dreves Ernega gabra z raziskovaine

ploskve v Kamni¥ki Bistrici. Od vsakega drevesa je vzetih po
osem kosov lesa na slufajnosten na¥in in zanje izmerjena upo-
gibna trdnost v kg/ch. Osnovni podatki so dani v tabeli 11.5.

Tabela 11.5 Osnovni podatki o upogibni trdnosti za pet dre-
ves ¢rnega gabra z raziskovalne ploskve v Kamni%ki Bistrici

brevo Upogibne +rdnos+f posameznth kosov lesa v kq/cm2
YR Y | ¥ |
1. 7460 1500 1330 1550 1570 1510 1560 1500(11980|1498
2, 1240 1320 1400 1240 1320 1340 1440 1400|10700}1337
3. 1390 1290 1310 1310 1390 1440 1360 1260]10750|1344
4, | 1530 1540 1610 1530 1290 1470 1520 1410119001487
Se 1560 1530 1400 1650 1360 1430 1440 144011810 1476

Y = 57140

lz osnovnih podatkov v tabell 11.5 povzamemo, da je
r = S;An1 =8; np =8 n; =85 n, =85 ng = 8; n = 40

% 2 2 2 2 9.2
Q1 7§“ yk‘ 1460° + 1500° + 1330° + ... + 1440° + 1440° =

= 82069800

2

r Y 2 g 2
B =5 = 2 OO0 L 10700 o cote MIBIE 54830378

2 2
Q = J_ = 37130° _ 31624490

. 40 _

Ce te vmesne rezultate vnesemo v shemo analize varifance, do=-
bimo tabelo 11.6. ;

Ker je izraZunanl F = 7,66 vel&ji kot F0’001l4;35) =
5,88, sklepamo, da so razlike v povpre&ni upogibni trdnosti
med proufevanimi petimi drevesi ¥rnega gabra znalilne s tve-
ganjem o= 0,001, Vrednost FO 001(4 35) smo 1z tabele 11.3c
dobill z interpolacijo, ki je nakazana v odstavku 11.15.
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Tabela 11.6 Analfza varfance za upogibno trdnost med pé%imi

drevesi
i Stopinje Ocena :
Vir varfacije | Vsota kvadratov Sfostastt SRy F
Med drevest QK 81832375 et S
-G =-81624490 ‘207885:4£él” s%/sgz
Kg= 207885 me= 5-1=4 = 51971=s, " 57066
V drevesih Gy, B2069800 g
-Q, -81832375 S
: - 2374953356=
= i i i Wl 0
Ky.= 237425 my=40-5=35 = 6784 = sy 1
Skupno 445310 39

PreskvSanje hipotez z velikimi vzorci

11,18

Kljub temw, da z velikimt vzorci obiZajno ocenjujemo
paragmetre, z njimi v&asih tud! preskufamo hipoteze o paramet-
rih proufevanih populacij. Medtem ko je, kot smo videli v
prejgﬁjlh odstavkih, preskuv3anje hipotez z malimi vzorct raz-
meroma zamotano, glede na to, da se posamezni vzor¥ni fzrazti
poréideljujejo v razli&nih porazdelfitvah in da je prt tem tre-
ba paziti %e¢ na stopinje prostosti, je breskuEanje hipotez z
velikimi vzorci razmeroma enotno. Ocene kateregakoli paramet-
ra z velikiml vzorci se namre¥ porazdeljujejo bolj in bolj v
normalnt porazdelitvi, &im ve&ji je vzorec,
: Zato se v populacijt vseh mo¥nih vzorcev za splo¥en pa-
rameter C porazdeljuje fzraz ”

il
se(c)

c-C .2 {11.20)

SEfc)

oziroma I

v standardtzirani normalni porazdelitvi. V teh obrazcih pome-
ni: ¢ = ocena parametra C 1z vzorca, SElc) = prava vrednost
stahdardne pogre3ke; selc) = ocena standardne pogreSke iz po-

] :
da tkov vzorca.
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- Zato moremo nielno hipotezo, da je prave vrednost
parametra enaka hipoteti&ni {Ho t € = CH) presku¥ati z ifzrazom

-G . i kT (11.2
SEc) z oziroma P 2 1)

Pri tem so kritine vrednost! za absolutne vrednosti teh fzra-
20¥ .25 05 = 1,963 25,01 = 2,58 In 29,001 = 3,29,

Na&in zak!juZevanja pa je enak kot pri malih vzor-
cihe

1119 ;
Glede na zgornje splo¥no pravilo presku3amo z ve-
ifkim? vzorci hipoteze o najvaZnej3ih parametrih: aritmetidni
sredinf M, strukturnem deleu P % in standardnem odklonu 6
z naslednjimi vzor&nimi fzrazi:

Arttmeti€no sredino preskvSamo z fzrazom

f;sﬁﬁ sz (11.22)

kadar poznamo pravo vrednost za standardni odklon, ali z iz~

razom
I -Myvn =z ‘ (11,23)

kadar ne poznamo pravega standardnega odklona, ampak ga oce-
nimo 1z podatkov preskusnega vzorca.
Strukturhi dele? P % presku¥amo z izrazom

pr = Phy - (11,24)
VP%, (100 - P%,)

n
N

standardn! odklon pa amalogno z vzor&nim fzrazom

ST:QL/T,, R (11.25)
H

<er je standardna pogre¥ka za stamdardni odklon za velike
vzorce emaka SE(s) = B/12n.
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11.20

Vzemimo 'za primer presku¥anja hipotez z veltkim vzor-
cem naslednj! problem. Z okularno oceno je bilo ocenjeno, da je
v nekem hrastovem sestoju 40 cdstotkov furnirske hlodovine.
NiZelna hipoteza je, da je dejanski odstotek furnirske hlodo-
vine enak okularni ocent (H : P 4 = P%H = 40 %). To nielno
hipotezo smo preskusili z vzorcem n = 250 dreves., V vzorcu je
h = 79 dreves, ki ima furnirsko hlodovino. Odstotek iz vzorca
je torej p® = 31,6 %. Ce zgornje podatke vnesemo v obrazec
11.24, dobimo

p% - P%
SRR O TN el o o
YP%,; (100-P%,) Y40 (100-40)

Ker je absolutna vrednost fzraEunanega vzor&nega
izraza z = 2,71 velja kot kritiZna vrednost 25,01 = 2,98
in manj%a kot 20,001 = 3,29, s tveganjem & =0,01 sklepamo, da
ie pravi odstotek dreves v sestoju, ki ima furnirsko hlodovi-

no, znalilno razliden od okularne ocene.

PreskvZanje znalilnosti razlik za velike vzorce

11e21

Podobno kot za presku¥anje niZelknih hipotez o veli-
kost T parametrov veljajo tudi za preskuvu¥anje hipotez o razlf-
kah med parametri enotma pravila, e so preskusni vzorci ve-
ITki.

Ce proulujemo dve populaciji 1 in 2, preskuZamo nf-
celno hipotezo, da vrednosti za proulevani parameter Ve
populacijah 1 in 2 nista raziignt (Ho = C1 = CQ), z dvema sa-
mostojnima vzorcema iz prou&evanih populacij 1 in 2. Z vzor¥-

nim tzrazom

i z | (11.26)
VSE#g) + s&"rc,)
sreskuamo h!po+ezo o razlﬁkah, e poznamo prave vrednosti
ctandardnih pogre¥k SEl(c,] in SEl(c,) za oceni parametrov c,
"z prvega in cp T2z drugzga vzorca. Ce pa pravih vrednosti
standardnih pogre¥k ne poznamo, presku¥amo zgornjo nilelno
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h?po+ezo z obrazcem

2 s z (11.27)
Yse?(g) + selc,)

pri Zemer sta se(c1) in selcy) oceni standardnih pogre¥k za
ocenti Cq in Cos izralunani 1z podatkov vzorca., Na znalilnost
oziroma na neznalilnost razlik v parametrih zakljulujemo po
znanem postopku tako, da fzralunano vrednost primerjamo s kri-
t1&nimi vrednostmi 2 o5 = 14965 20’01 = 2,58 1n 20,001 =

= 3’29. :

11.22°
Ce splo¥na obrazca 11.26 in 11.27 priredimo za pre-
sku¥anje razlik med aritmetinim! sredinami, strukturnimi de-
le¥t in standardnimi odklonf, dobimo naslednje obrazce:
Razlike med aritmeti&nimi sredinami za populaciji 1
in 2 preskufamo z obrazcem

L O S (11.28)
2
ny n,
alt z obrazcem
y, - ¥
=2 2z (11.29)

ety ﬁ%-+7%—

glede na to ali poznamo prave vrednosti za varianci v obeh
populacijah | 6? in Gg) ali jth ocenjujemo v vzorcema(s? in
52). '

ny in ny je ¥tevilo enot v vzorcu iz prve oziroma
. druge populacije, ?1 in 72 pa sta oceni za aritmetilni sredi-
ni, tzralunant iz prvega in drugega vzorca.

Razlike med dvema strukturnima deleZema za dve po-

pulacijit preskuZamo z obrazcem

p,% -~ p,%
va%rfoo-p,%) L P2%(100 - py%)
Tl np= 7
pri Zemer sta poleg znanih izrazov p1% in pQ% ocen! struktur-
nega dele¥a, izralunani fz podatkov prvega in drugega vzorca.
Razlike med standardnima odklonoma za dve populaci-

z - {11.30)

-044 -



ji pa preskufamo z obrazcem

S = S,

2
5.5
2n, n,

s Z . {?1031)

v katerem je $4 ocena standardnega odklona za prvo, $o Pa
ocena standsrdnega odkiona za drugo populacijo.

11,23

" Vzemimo za primer, da presku¥amo znalilnost razlik
v premeru dreves v prsai vi¥ini za dva jstodobna sestoja, ki
rasteta v razli¥nih pogojih., V ta namen smo na slufajnosten
na&in fzbrali 7z prvega sestoja ny = 100 dreves in zanje iz=-
merili premere v prsni vi¥inf. Iz podatkov vzorca smo ugoto=-
J’lfé da je ocena za povprelen premer v1 = 42, pcena variance
P8 s .= 106, Enako smo v drugem sestoju na slulajnosten nalin
"zbrali ny, = 100 dreves in tudi zan] ocenili z vzorcem aritme=
*iéno sredino premerov ?é = 38,5 cm in ocenili varianco

sg = 90, Ce te podatke vnesemo v obrazecyll.:29;:dobimo

Vg ile, P hg LA e e sy
= A8 2 9895 = 4o 5=

53 : s5 106 . 90

W 100 100

Ze dobljeno vrednost|z|= 2,5 primerjamo s krfiticnimi vrednost-

mi 26,05 = 1,96, 20,01 = 2,58 in 20,001 = 3,29, zaklju¥imo,

da je razlika v povprenem premeru v prsnf vi¥ini med obema
sestojema znalilno razli&na in sicer s tveganjem &= 0,05,

11.24
§ Z vzorcem ng = 200 dreves v prvem bukovem sestoju

smo ocenili, da je odstotek Yagarske hlodovine v prvem sestoju
p4% = 38 %. Z vzorcem n, = 200 dreves v drugem bukovenm sesto-
ju pa smo ugotovili, da je ocena za odstotek Zagarske hlodo-
vine v drugem sestoju p2% = 43 %. Preskusiti je treba, ali je
rezlika v kvalitet! prouZevanih sestojev znalilna.

. Ce vstavimo rezultate vzorcev v obrazec 11,30, do-

bimo:

=245



V.p1%‘*192% i 3845 43

= — = -1,02
P18(100-p, %) p,%(100-p %) _J38(100-38) , 43(100-43) !
n, =1 o ny-1 200-1 200-1
1 ¢ 2
Ker je absolutna vrednost izralunanega 2z = 1,02 manj%a kot

z26 05 = 1,96, zaklju¥imo, da reazlike v kvaliteti niso zna&ilne.
I

11.25

Za smrekov sestoj 1 je iz vzorca ny = 100 dreves
ocenjeni standardni odklon v premeruv dreves v prsni vi¥int
5, =—§_Em. Za smrekov sestoj 2 pa je 1z vzorca ng = 200 dreves
ocenjenl s+anderdq? odklon za premere v prsni vi¥int sy = 8 cme
Znafilnost razlik med standardnims odklonoma preskusimo z obraz-

cem T1.3%1

s, = 8 , %
1 2 .':__..__..6_....§_........... = =3,43 =z
$% sg 62 . 82

E;; b 5;; 2,100 © 2,200

Ker je absolutna vrednost izralunanega 2z = 3,43 velja kot

Z6.001 = 3,29, sklepamo, da so razlike v homogenosti visoko
? ;

zna&ilne in sicer s tveganjem o«= 0,001,
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