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Editors’ Foreword

In the ever-evolving landscape of computer sci-
ence, where innovation knows no bounds, we wel-
come you to the 2023 Student Computing Research
Symposium (SCORES). This annual gathering is
a testament to the unwavering commitment of
computer science faculties from all three Slovene
public universities: the University of Ljubljana,
the University of Maribor, and the University of
Primorska Faculty of Mathematics, Natural Sci-
ences, and Information Technologies (UP FAM-
NIT), which takes the helm as the primary orga-
nizer this year.

Recent years have witnessed remarkable strides
in computer science, from breakthroughs in arti�-
cial intelligence and machine learning to advance-
ments in cloud computing and quantum comput-
ing. In this rapidly evolving �eld, nurturing the
next generation of computer scientists becomes
more critical than ever. SCORES 2023 is our plat-
form to empower undergraduate and master’s stu-
dents to contribute their unique insights and so-
lutions to the ever-expanding frontiers of com-
puter science. Our mission is clear: to provide
a stage where these talented students can show-
case their research, ideas, and innovations. The

Student Computing Research Symposium is about
bridging the gap between academic knowledge
and real-world applications, and it’s an opportu-
nity for these young minds to not only present
their work but also connect with their peers and
mentors.

This year’s conference program boasts a rich
diversity of topics, all authored by students from
various academic institutions. From user inter-
face design for predicting football match results
to real-time vehicle speed estimation from video
data, the papers featured here o�er fresh perspec-
tives and practical solutions to challenges that im-
pact our lives. We also delve into areas such as
speech recognition, algorithm evaluation, commu-
nity identi�cation, procedural content generation,
and much more.

As we embark on this exciting journey through
the world of computer science, we invite you to
join us in celebrating the dedication, creativity,
and accomplishments of these emerging computer
scientists. Their work represents the future of our
�eld, and the Student Computing Research Sym-
posium is the platform where it all comes to life.

SCORES 2023 organizing committee:
Ina Bašić, Nina Chiarelli, Matjaž Krnc, Domen Šoberl
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Plenary Speakers

Marko Grobelnik
AiLab, Jožef Stefan Institute

Knowledge Graphs and Large Language Models

Large Language Models have many nice properties, but one which is not well spo�ed is ex-
tracting and manipulating structured knowledge. In the talk we’ll overview and demonstrate
a set of scenarios where LLMs can help transitioning between the textual content and struc-
tured knowledge based representations like knowledge graphs, first order logic and Prolog
programming language. Scenarios will include also some of the more or less standard text
manipulation tasks like entity extraction, emotion extraction, consequence generation and
reasoning with the content.

Marko Grgurovič
Triternion & UP FAMNIT

Research and Development in the Video Game Industry

In this talk we will look at the changes and challenges in the video game industry over
the last decade. With the advent of o�-the-shelf engines and tech stacks, we have seen
consolidation in terms of technology and a focus on content. But what is involved in the
creation of a modern AA to AAA cross-platform title? Do video game companies engage in
research? Do they benefit from published results? What kinds of problems do they face and
how do they solve them?

1



Mouse cursor control using 3D head pose estimation
Blaž Kovačič

blaz.kovacic@student.um.si
Faculty of Electrical

Engineering and Computer Science,
University of Maribor

Koroška cesta 46
SI-2000 Maribor, Slovenia

ABSTRACT
We developed a method of computer mouse cursor control based
on 3D head pose estimation using a web camera image stream. This
method can be especially applicable in the field of Assistive Tech-
nology interfaces for disabled persons. Our approach stands out by
enabling direct conversion of head pose into an absolute position
of the mouse cursor, the stability of which was achieved using a
special approach of facial key-point filtering. In order to estimate
head pose rotation angles we made use of the iterative version
of the Perspective-n-Point algorithm together with a seven-point
(symmetric) 3D head model, that adjusts itself to the head shape
based on facial landmark positions in the starting head position.
We demonstrate the effectiveness of our approach using practical
comparative measurements.

KEYWORDS
Accessibility, 3D head pose estimation, Perspective-n-Point prob-
lem, dlib library, Human-computer interaction

1 INTRODUCTION
According to the World Health Organization, about 15 % of the
world’s population lives with some form of disability, out of which
2-4 % have significant difficulties in functioning [WHO 2011]. The
field of Assistive Technology (AT) is concerned with the devel-
opment of accessories that help persons with disabilities such as
quadriplegia or cerebral palsy, in their everyday lives, work, com-
munication, and have an impact on the general improvement of
their quality of life.

Persons with special needs can make use of their devices through
physical contact (for example using switches), with the use of fa-
cial movement (for example “Face Control” Android app [Obstino
2022]), with head movement (for example a gyroscopic mouse),
with eye gaze (eye trackers), or by using their voice (for example
Talon or Dragon Naturally Speaking [Nowogrodzki 2018]).

The choice of AT solution often depends on the type of disability
and available mobility that a person has. For example, solutions
that provide cursor control through head tracking, while requiring
mobility of the head, may provide easier and more accurate cursor
control for some disabled users compared to eye trackers [Zapała
and Bałaj 2012], where the head is often required to be held still.
Additional benefit of head trackers is that they can also be imple-
mented in software, requiring only a web camera, presenting a cost
effective AT solution.

Certain webcam head tracking solutions already exist on the
application market, for example the CameraMouse [Betke et al.

2002] and eViaCam [Mauri 2019] PC software. The downside of the
mentioned applications is that their underlying algorithm converts
relative head motion into relative cursor movement, resulting in the
effect that, with use, cursor will move to a position that is different
from the current head gaze direction. For example, when we move
the head from the starting position in a certain direction, and then
back into the starting position, the mouse cursor is not at the same
position anymore, but at a position that doesn’t coincide with the
head gaze direction, which might make it difficult for the end-user
to interact with the computer.

To the best of our knowledge, an application solution that would
remove thementioned weakness doesn’t yet exist on the application
market, so we decided to research the feasibility of the approach of
using the webcam image stream to convert 3D head pose into an
absolute mouse cursor position, such that it always corresponds to
the head gaze direction. Such an approach may potentially offer a
favorable alternative to existing implementations.

2 RELATEDWORK
[Nabati and Behrad 2010] developed an application solution for
disabled persons, which captures an image stream using a monocu-
lar camera, and uses the head pose estimate (rotation, translation)
using four marked points on the face to convert it into correspond-
ing mouse movement. In their approach they divided the solution
on a movement information retrieval module (3D head pose), and
mouse movement module. When estimating the 3D head pose they
assumed that 4 points on the face are on the same plane (a “N-point”
planar face model where the front of the face is modeled as a flat
surface) to obtain 3D rotation and translation between the web
camera and head pose. Their approach of a 4-point head model is
interesting and we expand upon the idea.

[Fu and Huang 2007] describe an approach of using the relative
position of the head’s bounding box in webcam image to set coarse
cursor position on the screen, and they fine tune cursor position by
means of estimating the head rotation. Although not specifically
aimed at disabled population, the approach is interesting as it uses
both head translation and rotation for fine cursor control.

[Tu et al. 2005] describe a 3D model based camera mouse control,
implementing what they termed “direct mode” as a one-to-one
mapping from obtained head rotations to cursor screen coordinates.
Though exhibiting a degree of cursor localization error, with ease
of implementation not being it’s strong point, the approach does
shows promise and prompts us to further research this method.
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3 PROBLEM DESCRIPTION
Our goal was to develop a solution that uses the web camera image
stream to estimate the 3D head pose and convert the obtained
head rotation angles to absolute mouse cursor position such that it
always corresponds to the direction of the head gaze.

The primary challenge that we address in this work is obtaining
very stable estimates of head rotation angles through facial key-
point filtering, and implementing a mapping function to translate
head rotations to cursor screen coordinates.

The problem can be divided into the following parts: 1) image
acquisition and face region detection, 2) detection of facial land-
marks within the face region, 3) head modeling (for example an
N-point 3D model), 4) 3D head pose estimation, 5) stabilization of
the obtained head rotation angles, and 5) conversion of the head
rotation angles into stable mouse movements.

3D head pose estimation problem
3D head pose estimation is a subset of the more general problem
called pose estimation, where the 3D pose (rotation and translation)
of an arbitrary object is being estimated. A 3D pose can be estimated
by minimizing the so-called reprojection error. A reprojection error
is the smallest at that rotation and translation of object points, such
that the difference between the positions of those points projected
from the 3D object coordinates to the 2D image plane, and between
corresponding (observed landmark) points in the captured image is
as small as possible (see Fig. 1).

The problem of reprojection error minimization is solved by
the so-called Perspective-n-Point (PnP) algorithm [OpenCV.org
2023b], which, additionally, takes into account the camera parame-
ters described by a so-called camera intrinsic matrix (containing
information about, for example, focal length and optical center) and
distortion coefficients of the matrix (describes how much straight
lines are distorted when the image is captured).

The 3D pose estimation is, therefore, obtained when we find the
appropriate rotation and translation matrix that minimizes the error
when projecting object points into the image plane (point (𝑢, 𝑣)).
This projection can be written mathematically as [OpenCV.org
2023b] the matrix product given in Eq. (1). The equation describes
the projection of world coordinate points (𝑋𝑤 , 𝑌𝑤 , 𝑍𝑤 , 1) onto the
image plane points (𝑢, 𝑣, 1), where r and t are parameters of the
rotation and translation matrix, and f and c are focal lengths and
optical centers respectively.


𝑢

𝑣

1


=


𝑓𝑥 0 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1



1 0 0 0
0 1 0 0
0 0 1 0




𝑟11 𝑟12 𝑟13 𝑡𝑥
𝑟21 𝑟22 𝑟23 𝑡𝑦
𝑟31 𝑟32 𝑟33 𝑡𝑧
0 0 0 1





𝑋𝑤

𝑌𝑤
𝑍𝑤
1


(1)

4 SOLUTION IMPLEMENTATION
The solution was implemented in the C++ programming language,
where the popular OpenCV library was used for computer vision
algorithms. To obtain 68 key-points of the facial region, also known
as facial landmarks, we used the dlib C++ library, a toolkit contain-
ing machine learning and computer vision algorithms and tools
[Dlib 2017].

Figure 1: Visualization of the Perspective-n-Point problem
(according to [OpenCV.org 2023b]).

Table 1: Computation of 7-point 3D head model given object
points in starting head position.

Point x y z
Between the eyebrows 0 27.𝑦 − 33.𝑦 0.56 · (45.𝑥 − 36.𝑥)

Left eye corner −(27.𝑥 − 36.𝑥) 36.𝑦 - 33.𝑦 0.56 · (45.𝑥 − 36.𝑥)
Right eye corner +(27.𝑥 − 36.𝑥) 36.𝑦 − 33.𝑦 0.56 · (45.𝑥 − 36.𝑥)
Tip of the nose 0 0 1.36 · (45.𝑥 − 36.𝑥)

Left mouth corner −(54.𝑥 − 48.𝑥)/2 48.𝑦 − 33.𝑦 0.70 · (45.𝑥 − 36.𝑥)
Right mouth corner +(54.𝑥 − 48.𝑥)/2 48.𝑦 − 33.𝑦 0.70 · (45.𝑥 − 36.𝑥)
Middle of the chin 0 8.𝑦 − 33.𝑦 0.56 · (45.𝑥 − 36.𝑥)

We captured the image stream with 3-channel RGB images of
resolution 640x480. First, we detected the facial region using the
widely used Viola-Jones algorithm [Viola and Jones 2001] upon
whichwe decided because of its fast OpenCV implementation, using
the default FrontalFace pre-trained model from the OpenCV library.
Then, we tracked the obtained facial region using the MOSSE (Min-
imum Output Sum of Squared Error) tracker [Bolme et al. 2010]
from the OpenCV contrib repository, which helps reduce computa-
tion time, and therefore increases the resulting frame rate, which
would otherwise have been affected negatively if we were to detect
the facial region repeatedly using the Viola-Jones algorithm. What
follows is the detection of facial landmarks using the dlib library,
which, when given an input image and location of the facial region,
returned 68 landmark points (see image 2) in the starting head
position.

When modeling the head, we used seven of those landmark
points, namely, the points corresponding to the eye corners (points
36 and 45), the point between the eyebrows (27), nosetip point (33),
corners of the mouth (48 and 54), and the point in the middle of the
chin (8). We centered the model in a way shown in Table 1. The
Table shows the 𝑥 , 𝑦, and 𝑧 coordinates of the model points, where,
for example, 27.𝑦 means the 𝑦 position of the 27th point (the point
between the eyebrows) that we obtained using the facial landmark
detector at the starting head position.

4.1 Obtaining head rotation angles using
OpenCV

In our implementation we measured the camera intrinsic matrix
and distortion coefficients using the example calibration tool that
comes with the OpenCV library package. The tool measures these
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Figure 2: Distribution of 68 facial landmark points 1.

parameters by being shown an image of the chessboard pattern
from different angles through the webcam image stream.

Inside the OpenCV environment we made use of the 𝑠𝑜𝑙𝑣𝑒𝑃𝑛𝑃
function [OpenCV.org 2023a], in order to obtain the rotation and
translation vector, followed by the use of the 𝑅𝑜𝑑𝑟𝑖𝑔𝑢𝑒𝑠 function
[OpenCV.org 2023a], in order to transform the rotation vector into
a rotation matrix, and, finally, we used the function 𝑅𝑄𝐷𝑒𝑐𝑜𝑚𝑝3𝑥3
[OpenCV.org 2023a], in order to transform the rotation matrix into
Euler rotation angles. Out of those angles, we made use of the yaw
(horizontal head rotation) and pitch (vertical head rotation) angles,
and converted them into the absolute position of the mouse cursor.

4.2 Filtering algorithm
With the intent of stabilizing the obtained head rotation angles, we
made use of the approach of filtering the 𝑥 and 𝑦 positions of each
of seven points (a total of 14 filters) that the dlib facial landmark
detector returns. For this purpose we implemented an exponential
smoothing (IIR) filter with difference equation given by Eq. (2).

𝑦 [𝑛 + 1] = (1 − 𝛼)𝑥 [𝑛] + 𝛼𝑦 [𝑛] (2)

We defined 𝛼 = 1− 2𝜋 𝑓0
𝑓𝑠

as the memory factor, basing the definition
on properties of the RC low-pass filter from whose Laplace transfer
function the Eq. (2) can be derived by taking the inverse Laplace
transform and substituting derivatives with finite differences. Here
𝑓0 is the filter cutoff frequency, and 𝑓𝑠 = 30Hz is our frame rate.

The final solution implementation used Eq. (2) to filter the seven
landmark coordinate points (𝑢𝑖 [𝑛], 𝑣𝑖 [𝑛]) for 1 ≤ 𝑖 ≤ 7, by applying
the filter equation to 𝑢 and 𝑣 coordinate components. After we used
these points in the PnP algorithm, we obtained estimations of the
head rotation angles. We then transformed these rotations into the
final cursor position point, and, finally applied the same filter on
this point as well, which resulted in an even more stable cursor
position.

We determined the appropriate cutoff frequency for filters ap-
plied at each point as 𝑓0 = 0.19Hz empirically, which corresponds
to 𝛼 = 0.96.

The undesired effect of filtering is the time delay introduced into
the movement of cursor during application use. From the filter’s
transfer function, the filter step response can be shown to be equal
to 𝑦 (𝑡) = 1 − 𝑒−2𝜋 𝑓0𝑡 . The time at which this function reaches
80 % of it’s maximum value can be shown to be 𝑡𝑑𝑒𝑙𝑎𝑦 = ln(0.2)

2𝜋 𝑓0 .
Using this, we could estimate the time delay of our filter at a spec-
ified cutoff frequency as 𝑡𝑑𝑒𝑙𝑎𝑦 (𝑓0 = 0.19Hz) ≈ 1.35 s, which in a

1Based on: https://www.researchgate.net/figure/The-68-landmarks-detected-by-dlib-
library-This-image-was-created-by-Brandon-Amos-of-CMU_fig2_329392737

practical setting, manifests as a time delay, that is needed in order
for the cursor to move from one side of the screen to the other,
when the head is moved quickly between the two positions.

4.3 Conversion of rotation angles into an
absolute cursor position

After having obtained the Euler rotation angles of the head, we
transformed them into an absolute cursor position according to the
equations (3) and (4) given by:

𝑥𝑝𝑖𝑥 =
𝑊

2 ×
(
1 − tan(\𝑥 )

tan(\𝑥𝑚𝑎𝑥 )

)
(3)

𝑦𝑝𝑖𝑥 =
𝐻

2 ×
(
1 − tan(\𝑦)

tan(\𝑦𝑚𝑎𝑥 )

)
(4)

Here,𝑊 and 𝐻 are the screen width and height in pixels, \𝑥
and \𝑦 Euler angles for yaw (horizontal head rotation) and pitch
(vertical head rotation) respectively (obtained through the PnP al-
gorithm), and \𝑥𝑚𝑎𝑥 and \𝑦𝑚𝑎𝑥 are the estimated head yaw and
pitch angles at the extreme head positions (when looking at left-
most/rightmost and topmost/bottom side of the screen). In our case
we set \𝑥𝑚𝑎𝑥 = 6.5◦ and \𝑦𝑚𝑎𝑥 = 8.0◦, which enabled us to use
smaller head movements to obtain extreme positions of the cursor.

Eq. (3) was derived by observing tan(\𝑥 ) = 𝑥
𝐷
, where 𝑥 is the

desired cursor 𝑥 position relative to the center of the screen, \𝑥 is
the yaw angle of the head rotation, and 𝐷 is the distance of the
user’s head to the computer monitor. For example, 𝑥 = 0 would, in
this case, correspond to the center of the computer screen. Then,
we observed that, in practice, there exists a maximum yaw angle
\𝑥𝑚𝑎𝑥 , where the user is looking at the extreme side of the com-
puter screen (for example rightmost), and that there also a similar
relationship holds, namely, tan(\𝑥𝑚𝑎𝑥 ) = 𝑥𝑚𝑎𝑥

𝐷
= 𝑊 /2

𝐷
. Dividing

the two resulting equations eliminates 𝐷 , giving tan(\ )
tan(\𝑥𝑚𝑎𝑥 ) =

𝑥
𝑊 /2 ,

which we can now solve easily for 𝑥 . Additionally, accounting for
the pixel offset of 𝑊2 pixels at 𝑥 = 0 resulted in 𝑥𝑝𝑖𝑥 = 𝑊

2 −𝑥 , which,
after insertion of 𝑥 , yielded Eq. (3). Without loss of generality, the
same approach can be used to derive Eq. (4).

5 MEASUREMENTS AND RESULTS
We evaluate our solution by measuring cursor stability during use
with three cursor movement tasks, and compare the results to those
when using noisy baseline head rotation estimates.

Themeasurements were performed by an able bodied test subject
at a distance of about 60cm from the screen, using a 144 PPI (Pixels
Per Inch) screen with a screen resolution of 1920x1080 pixels, using
the default parameter values described in Section 4.3 and the filter
cutoff frequency 𝑓0 = 0.19Hz.

In the first part of the measurements we compared graphs of
cursor 𝑥 and𝑦 displacement from a reference center point at the task
where the user sequentiallymoved the head in two directions: 1) left-
right, 2) up-down. We measured the stability of the cursor position
relative to horizontal axis of the computer screen (𝑥 displacement)
and vertical axis of the computer screen (𝑦 displacement). The
results can be seen in Fig. 3, where we can see that the non-filtered
cursor positions exhibited a large degree of noise.

Proc. of the 9th Student Computing Research Symposium (SCORES’23), Koper, Slovenia, October 5, 2023
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Table 2: Results of a t-test for cursor position when observing
a fixed point.

No filter Filter
Mean [pixels] 46.25 8.39
Variance 787.73 16.10
Number of samples 132 201
t Stat 15.39
P(T<=t) < 0.00001
t critical two-sided 1.97

Figure 3: Visualization of filtered and non-filtered cursor
displacement along the x and y axes when looking left-right
and up-down sequentially.

Figure 4: Display of filtered (red) and non-filtered (green) cur-
sor path during a detour around the reference curve (black).

In the second part of the measurements we recorded the cursor
location when observing a fixed point - first without the filtering
algorithm, and then with the filter. Measurement samples are abso-
lute values of cursor deviation from the point. Then, we performed
the t-test, where we obtained the results shown in Table 2. We can
see that filtering introduces a statistically significant difference in
the results.

In the final part of the measurements we measured cursor devia-
tion magnitude from an ellipse-like curve (with half the width and
height the screen dimensions, i.e. 25% side-margins). The subject
had the task of moving the cursor using the head mouse three times
around the curve, starting and ending in mid-right side of the curve.

For this sample of measurements we obtained the following
average values with their Standard Deviations (units are the number
of pixels of cursor deviation magnitude from the reference curve):
`no filter = 83.5 (𝜎no filter = 101.1); `filter = 17.9 (𝜎filter = 13.8).

6 CONCLUSION
In this paper we presented a promising method for computer mouse
cursor control using webcam 3D head pose estimation, based on
filtering of facial key-points. Such an approach is relevant and
applicable in the field of Assistive Technology Human-Computer
Interfaces.

Our approach stands out by it’s ability to map the head rotation
vector, (𝑦𝑎𝑤, 𝑝𝑖𝑡𝑐ℎ), directly into corresponding (𝑥,𝑦) positions of
the cursor. This differs from available application solutions on the
market, which instead translate relative head motion into relative
mouse movement, where the head gaze direction need not coincide
with cursor position.

In our experimental work we demonstrated the effectiveness of
our key-point filtering approach on cursor stability during use.
During the task of observing a fixed point, the mean absolute dif-
ference between the observed point and actual cursor position was
8.39 pixels with 𝜎2 = 16.10, as opposed to the mean of 46.25 pixels
with 𝜎2 = 787.73 without the filter. During the task of user moving
the cursor around the reference curve, we obtained a mean abso-
lute cursor position difference (relative to the curve) of 17.9 pixels
(𝜎 = 13.8 pixels), as opposed to the mean of 83.5 pixels (𝜎 = 101.1
pixels). Additionally, we demonstrated the cursor denoising ability
visually during the task of sequential head movements.

In the future work, we would like to improve the cursor stability
by increasing the filter memory factor when the head is held still,
which would allow fine-tuned cursor movements and potentially
improve the ease of use. Additionally, we would like to include the
implementation of facial gesture detection for mouse click simula-
tion and automatic fixation of cursor on UI elements (e.g. buttons).
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ABSTRACT
This paper presents a low-cost eye-tracking system and training
game application aimed to improve eye gaze control of children
aged three to six, especially for those with conditions such as Dys-
praxia and Autism Spectrum Disorders. The traditional method of
manually evaluating eye movement can often result in inaccurate
results. Our application combines eye-tracking technology with a
game-like approach designed to encourage children to focus their
gaze in different directions. The application tracks their gaze using
a laptop’s built-in camera and provides comprehensive analytics.
This work has the potential for further development and application
in the field of eye gaze treatment.

KEYWORDS
Eye-tracking application, Autism SpectrumDisorder, children, Com-
puter Vision, OpenCV

1 INTRODUCTION
Eye contact plays a crucial role in human social interaction. Indi-
viduals with conditions such as Dyspraxia and Autism Spectrum
Disorders face difficulties in shifting their gaze, which leads to
difficulty in synchronizing their central and peripheral vision [9].
Impaired eye movement can increase the risk of accidents, rest-
lessness in movement, and increase stress. If detected in its early
stages, the dexterity of the eye gaze can be improved through the
implementation of therapeutic exercises, commonly referred to as
"eye gaze treatments".

Traditionally, the therapist uses an item (a stick or a pen) for
the eye gaze treatment sessions. The therapist moves the stick in
various directions, encouraging the child to focus on the object.
The therapist visually evaluates the movement of the child’s eye
and manually tracks the improvements. However, this method is
extremely imprecise and subjective.

The inaccuracy of the results can be reduced by the use of eye-
tracking systems, which are readily available for purchase and
can accurately determine the position and movement of the gaze
[10]. However, these systems can be costly and there are a limited
number of affordable eye-tracking systems on the market.

Our eye-tracking software aims to improve traditional methods
in a cost-effective way by providing more accurate results in eye
gaze treatment. The source code of this project is available on
GitHub at the following link: https://github.com/vincentw1997/
Eye_Tracking_Project_Module.git. The eye-tracking application is
covered up as an interactive game that can be appealing to children

∗Equal contribution

of ages three to six [11]. The game that is connected to the eye-
tracking system mimics the traditional treatment in an attractive
way that helps the children to improve their eye gaze in a joyful
way. The therapist can evaluate each child’s progress accurately
from the results generated by the application.

The software tracks the child’s gaze through the built-in laptop’s
camera and provides analytics about the estimated gaze for the
therapist. The system records the coordinate data of the child’s
eye movement and compares it to the recorded coordinates of the
moving characters in the game. These data are useful for therapists
to assess the speed and accuracy of the eye gaze movement during
the therapy session.

This paper is structured into four sections. The first section pro-
vides a concise overview of various eye-tracking methods and offers
explanations of similar works related to cost-effective eye-tracking
pipelines. Next, this paper describes the method used to develop the
eye-tracking application, including elements such as head-tracking,
game components, and data analytics. The third section presents
the experimental setup, the results of the controlled experiments,
and a discussion of the obtained results. Lastly, the fourth section
provides a short conclusion and potential improvements for future
works.

2 RELATEDWORK
Generally, eye-tracking methods can be categorized into two main
groups [4]: appearance-based and model-based approaches. The
appearance-based approach tackles the problem by learning a map-
ping function from eye images to gaze estimation. This approach
usually requires large training data and a properly trained model
[13]. On the other hand, the model-based approach aims to calcu-
late a 3D gaze direction vector, based on the known anatomy of the
human eye, such as the iris, sclera, and pupil. This method usually
relies on precise metric information such as camera calibration,
positioning, monitor positioning, and orientation. In this paper, we
implemented the model-based approach by simplifying assump-
tions and skipping some traditional steps in order to fit into our
specific use case. Cazzato et al. [2] approaches eye-tracking prob-
lems for soft biometrics using the model-based approach that uses
cheaper hardware such as Microsoft Kinect and ASUS Xtion Pro
Live. These are commercial depth sensors, which are considerably
more accessible to the general public compared to Tobii infrared
eye trackers or similar laboratory hardware that can cost multiple
times more. Our paper aims to leverage the concept of making eye-
tracking technology more accessible to the general public, without
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the need for additional hardware such as commercial depth sen-
sors. However, this approach comes at the cost of lowered tracking
accuracy.

3 METHOD
In this section, we divide the description of our application into
four parts. The first description begins with an overview of the eye-
tracking architecture. Secondly, we elaborate on the head-tracking
architecture and its integration with the eye-tracking architecture.
Thirdly, we explain the game component designed to captivate
the child’s attention. Lastly, we provide data analytics based on
the data collected from the first three architectures. We visualize
the data for performance analysis evaluated by the therapist. An
overview of how the application functions can be seen in Figure
1. A flowchart of all the development processes can be seen in the
Github repository.

3.1 Eye-Tracking
The eye-tracking architecture’s main objective is to isolate the
eye with respect to the whole screen captured by the webcam of
the laptop. It starts with grayscaling [14] the frames captured to
reduce color complexity. Facial landmarks are further detected from
the grayscaled frames using dlib library [5] that assigns specific
coordinates to the facial landmarks. Masking is executed to isolate
the precise locations of the right and left eye coordinates derived
from dlib landmarks [12], thereby producing frames that exclusively
isolate the eye shape, which we call eye-only frames. The estimation
of the pupils’ position is achieved by detecting circular shapes in
the eye-only frames.

General pipelines for shape detection are implemented to esti-
mate the pupil’s position in eye-only frames. These include grayscal-
ing, filtering of the frames to emphasize contours of the iris and the
sclera (white part of the eye), and thresholding of the frames where
pixels are replaced into either black or white depending on the pixel
value being higher or lower than the predetermined threshold value.
The contours of the eye are clearly shown after the thresholding
step and the circular shape of the iris will be clearly outlined.

The determined iris shape can be used to detect the region of
interest (ROI). In the ROI frame, pupils are estimated by detecting
the circular shape using Circular Hough Transform [8] inside the
iris. The coordinates of the estimated iris and pupil are stored.
Plotting the stored coordinates with respect to time will provide
comparable data with the character movement in the game part.
The ROI is implemented by magnifying the area on only one of
the eyes as the movement of the left and right eye are assumed to
be similar. The ROI frame can be seen in Figure 1. I. Eye Tracking
(magnified version of the frame) with a green circle highlighting
the iris of the child’s eye.

3.2 Head-Tracking
The head-tracking architecture detects and follows the movement
of a person’s head, which includes the position and orientation
of the head. The integration of head-tracking with eye-tracking
ensures a controlled alignment between the camera and the child.
Good alignment provides accurate readings of the estimated eye
movements. Face detection, facial landmarks, and pose estimation

are the main components of the head-tracking part. In this model,
we use OpenCV [1] for camera live input, Dlib for the facial detector,
and solvePnP [7] for pose estimation. A warning will show in the
application if the patient is not aligned perfectly with the camera
as seen in Figure 1. II. Head Tracking.

3.3 Game
The game architecture is created to serve as a facade for eye-
tracking therapy. The game offers several settings such as cartoon
character selections, the speed of the character’s movement, and
the direction. This promotes different movement variations for eye
gaze training. The available direction options are horizontal, verti-
cal, and free movement. The movement speed of the character can
be set to slow, medium, or high.

The game was built using Python and libraries such as Pygame
and Tkinter. SQLite was used as the backend database to store infor-
mation such as game progress, patient details, and login credentials.
Therapists can register patients, view patient records, start therapy
sessions, and create an account using the "Create Account" op-
tion before logging in. These features provide secured information
storage that the therapy can use.

3.4 Data Analytics
Data analytics can be done once eye-tracking, head-tracking and
the game architecture are combined together into one integrated
application. Data analytics analyzes the eye gaze performance of
the child. Eye gaze data are only collected as long as the child
maintains good head orientation during the session. Alerts in the
application will remind the user to fix the user’s head position and
orientation as explained in the previous section.

The gathered data are represented in the form of two graphs [15]
for each therapy session. The first graph contains coordinates that
represent the pupil gaze positions in the ROI frame. It is plotted
with respect to time and shows all the positions of the pupil from
the start of the session until the session ends. This graph can be seen
in Figure 2. (Pupil position in the ROI). The second graph contains
the comparison of the cartoon character game coordinates and the
pupil gaze coordinates in the ROI frame. Matching these coordinate
systems with time will show whether the child is following the
movement of the cartoon character or not. If the child is looking
at something else besides the cartoon character, there will be a
big difference between the two coordinates. An example of the
graph can be seen in Figure 2. (Comparison between Game and Eye
Coordinates).

4 EXPERIMENTAL SETUP, RESULTS AND
DISCUSSION

In this section, we will explain the experimental setup, results,
and discussion. The experimental setup describes the implemented
settings. The result shows the data collected when implementing
the settings in the experimental setup and discussion on the results
obtained.
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Figure 1: An Overview of the eye-tracking application. I. Eye Tracking shows the Region of Interest (ROI) frame that isolates
the eye and highlights the iris as a green circle. II. Head Tracking shows the head position and orientation of the user in red.
"Good" means the user is in the perfect position. "X/Y not in range means that the user needs to adjust his/her positioning. The
small rectangle on the bottom left (III. Game) is the view that the user will see when the application runs. The user must follow
the cartoon character’s movement while remaining still. IV. Data representation represents the recorded data into graphs for
analytics purposes."

4.1 Experimental Setup
The application is ideally designed for home usage and we simulate
similar conditions during our experiment. The application is run-
ning on a regular laptop with a built-in webcam with a resolution
of 720p. The room was well-lit with one warm white light in the
ceiling and a window overlooking the side of the laptop. Experi-
ments were done with no direct sunlight shining into the room.
The tester is required to remove glasses during the experiment as
it adds noise to the data.

The application was run on 5 different settings. The first and
second setups run at medium speeds with different movement,
which is horizontal and vertical respectively. The third and fourth
setups have the same horizontal movement with different speed
settings, low speed, and high speed respectively. The fifth setup
will have the cartoon character moving at medium speed with a
free movement function. These setups aim to show the effect of
different parameters on a common use case.

The tester must be perpendicular to the camera, remain still,
and maintain his left eye in between the pink diamonds in the
ROI frame during the testing session. If the tester is maintaining an
ideal position, the application display will show "Good!" in red color.
Otherwise, the application will show warnings, which the tester
must adjust their position similar to Figure 2. II. Head Tracking.
X not in range means the tester is not in the right orientation
horizontally.

4.2 Result
Figure 2. shows the recorded result for the first experimental setup
(Horizontal movement andmedium speed). The first graph in Figure
2. represents the estimated pupil position in the ROI frame. Both
axes are in pixel units. The time recorded for the estimated pupil
position is determined by the color. Darker colors represent earlier
time stamps in the session and color lightens as time increases. The
second graph in Figure 2. shows the movement data of the cartoon

character (Game X and Y coordinate) and the eye movement in the
ROI frame (Eye X and Y coordinate).

Figure 3. shows the recorded result for the second experimental
setup (Vertical movement and medium speed). The two graphs
in Figure 3. follows the same format as explained in the previous
paragraph. The second setup maintains the same speed parameter
while changing the cartoon character’s movement from horizontal
to vertical to test the tracking capabilities of the application. Results
from the third to the fifth experimental setup are not shown here
and can be seen in the GitHub repository.

4.3 Discussion
Figure 2. and Figure 3. demonstrates the effect of different move-
ment directions. The pupil position in the ROI graph in Figure 2.
shows the initial dots of the estimated pupil positions start moving
from the bottom left corner of the screen which suggests the tester
is trying to find the cartoon character on the screen. In the fol-
lowing time stamps, the positions moved toward the center of the
ROI frames and oscillated horizontally between 250 to 300 pixels
X position. These movements indicate that the tester is trying to
follow the movement of the cartoon character that is moving hori-
zontally. The horizontal movement of the pupil is further supported
by the result of the Eye X coordinate in the second graph of Figure
2. (green line). The Eye X coordinate mimics the oscillating move-
ment of the Game X coordinate (blue line) and has similar peaks.
As this setup only evaluates the horizontal movement, the Game
Y coordinate (orange line) remains in place for the whole session.
The Eye Y coordinate (red line) will never be as constant as the
Game Y coordinate (orange line) as humans have micro-movement
in their gaze when tracking any moving object. The first graph in
Figure 3. shows similar behavior in the first few dots. It started to
move from the bottom left towards the center of the ROI frame
which suggests the tester trying to track the cartoon character on
the screen. Subsequent movements suggest that the estimated pupil
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Figure 2: Results for the first experimental setup. Parameter
settings for this setup are horizontal movement and medium
speed. The first graph represents the tracked estimated pupil
position in the ROI frame. The axes are in pixels. Darker
points mean an earlier time stamp. The tracked pupil po-
sitions are more horizontally spread, and oscillations from
left to right can be observed between 250 to 300 pixels X
Position. The second graph illustrates the movement of the
cartoon characters in the game as Game X/Y coordinates and
the tracked eye movement as Eye X/Y coordinates. The Eye
X coordinate (green line) mimics the pattern of the Game X
coordinate (blue line) when the user tracks the horizontally
moving character.

position also centers around 200 to 250 pixels X position. Due to
the vertical movement of the cartoon character, the estimated pupil
positions oscillate vertically between 100 and 200 Y pixels position.
This is further reinforced by the result in the second graph in Fig-
ure 3. Eye Y coordinate (red line). It mimics the movement of the
Game Y coordinates (orange line) and has similar peaks. However,
these peaks and nearly constant values of the Eye coordinates are
not as obvious as in the previous horizontal setup. This shows the
weakness in the application in capturing the estimated vertical
movement of the eye. Another point to address is the difference
between the Eye X coordinate and the Game X coordinate very far
apart. This is due to the difference in the coordinate values during
the development and the limitation of the application in capturing
the extreme values on the edge of the ROI frames. This means that

Figure 3: Results of the second experimental setup. Parameter
settings for this setup are vertical movement and medium
speed. The representation is the same as the previous Figure 2.
The estimated pupil positions in the ROI are more vertically
spread between 100 to 200 Y pixels Position. The estimated
pupil positions generally remain centered on the X-axis. The
second graph shows the Eye Y coordinate (red line) mimics
the Game Y coordinate (orange line). The movements on the
vertical plane are not as defined as the movements on the
horizontal plane as in Figure 2.

the Eye coordinates will have less range compared to the Game
coordinates.

5 CONCLUSION AND FUTUREWORKS
This paper develops an affordable game-like eye-tracking appli-
cation that does not need additional hardware. The application
provides analytics for the therapist to track the performance of
the child. Based on the experimental results, the application per-
forms better in tracking horizontal movement compared to vertical
movement. Other results testing the effect of speed suggest that the
application performs best in a medium-speed environment. The
free movement setup shows the limitation of the application in
capturing extreme coordinates in the ROI frames. Based on the
discussion section, the application still has a lot of sectors to im-
prove. Children with glasses cannot use this application due to the
effect of glass on the recorded video. Gwon et al. [3] use additional
hardware to solve this limitation. Differences in the Game and Eye
coordinate values can be tackled by building both coordinates of
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the same magnitude making it easier to compare both values. The
application has limited controls (no pause or run time settings)
during the data recording session which made it hard to operate
the application. The implemented approach in this paper is a naive
approach that has its limitations in the accuracy and usability sector.
Rebuilding the whole architecture using the appearance-based ap-
proach [6] requires a larger pre-trained model with a larger dataset
might be a better solution that can improve the tracking accuracy
of the application.
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ABSTRACT
Vehicle tracking and speed estimation are essential in many in-
telligent traffic management systems. In this paper, we propose
a new real-time architecture for estimating the speed of the vehi-
cles from monocular video streams. While following traditional
steps, including vehicle detection, its tracking, and mapping of co-
ordinates from pixel to real-world space, notable progress beyond
state-of-the-art is achieved by introducing a new filtering schema
with a camera calibration that allows for speed estimations from
arbitrary viewing angles. This enables monitoring to be performed
from moving platforms, such as Unmanned Aerial Vehicle (UAV),
while also observing multiple vehicles at once. As confirmed by
the results, even in these circumstances, the proposed approach
achieves comparable results to state-of-the-art techniques applied
on stationary video streams.

KEYWORDS
vehicle speed estimation, video stream processing, unmanned aerial
vehicle, traffic management systems

1 INTRODUCTION
With the increase in traffic density, real-time vehicle speed estima-
tion is actively used in traffic-aware route planning and forecasting
[11], speed limit enforcement [13] and other intelligent traffic man-
agement systems’ services. Traditionally, methods used for vehicle
speed estimation from video streams, adopt a so-called tracking-by-
detection framework [20], that consists of vehicle detection, vehicle
tracking and speed estimation steps [14, 15, 19, 25, 26].

In general, vehicles are detected and annotated with bound-
ing boxes on a frame-by-frame basis. In pipelines of older work
[8, 27, 29] this was achieved using histograms, thresholds, and
other means of separating moving objects from static backgrounds.
Accordingly, these methods are susceptible to noise and need ex-
tensive manual calibrations for specific environments and setups.
Nevertheless, deep learning approaches proved to be efficient in
dealing with these issues, and state-of-the-art today rely almost ex-
clusively on variations of Convolutional Neural Networks (CNNs)
such as YOLO1 [23], Faster-RCNN2 [7] and Mask-RCNN2 [10] for
detection as well as classification of vehicles [9, 15, 18, 25, 26, 30].

Speed estimation, however, requires vehicle tracking over a set
of successive frames even in those cases when occlusions occur.
Predicting their movements is, therefore, inevitably required for
successfully associating their detected positions. The Simple Online

1YOLO: You Only Look Once
2RCNN: Region-based Convolutional Neural Network

Realtime Tracking (SORT) algorithm [2] and different variations
of the Kalman filter are commonly used for this purpose [20]. In
order to enhance vehicle matching robustness across frames, the
recently introduced DeepSORT further extends the SORT algorithm
by extracting vehicle features using a pre-trained CNN [18, 28],
while increased accuracy of vehicle tracking and the extraction
of movement parameters using optical flow was also examined
[4, 14, 19, 22]. In all of these cases, however, movement vectors are
estimated in pixel-space. Their mapping into real-world coordinates
is, therefore, addressed next.

Mapping of movement vectors inevitably requires camera cal-
ibration that establishes a correlation between the pixel and the
real-world displacement of the vehicle. In most cases, calibration
approaches are based either on manually defined coefficients [14,
19, 22, 24, 27, 29] and intrusion lines [16] or linear image trans-
formations [15, 18]. However, these approaches require extensive
environment-specific parameter calibrations and measurements,
due to factors such as lighting conditions, camera angles, occlusions
or car-specific parameters [19, 29]. Therefore, they often remain
limited to the video-streams from stationary cameras. On the other
hand, some recently introduced approaches address these issues
by using CNNs and optical flow to estimate the average speed of
traffic rather than individual vehicles. [5, 31]

Figure 1: High-level architecture of the proposed vehicle
speed estimation method.

Accordingly, while vehicle detection, tracking and even average
speed estimation of traffic are already well-researched, estimating

Proc. of the 9th Student Computing Research Symposium (SCORES’23), Koper, Slovenia, October 5, 2023

DOI: https://doi.org/10.26493/scores23.14

13

https://doi.org/10.26493/scores23.14


Mitko Nikov, Mitja Žalik, and Domen Mongus

speed of individual vehicles poses a greater challenge. The non-
linear effects stemming from the perspective projection of real-
world objects onto the 2D image space, coupled with the intricate
terrain configurations, further aggravates the problem, preventing
applications of the discussed methods for processing video-streams
from moving platforms, such as Unmanned Aerial Vehicle (UAV).

In order to address these issues, we propose a new camera
calibration technique that is based on an iterative solver for the
Perspective-n-Point (PnP) problem [6], together with several im-
provements made upon the known movement vector estimation
with ray tracing and Kalman filtering [17]. Details on the proposed
method are explained in the next section. Section 3 provides the
achieved results, while conclusions are presented in section 4.

2 METHOD
Following the pattern of tracking-by-detection frameworks, the
processing pipeline of the proposed method consists of detection,
tracking and space transformation steps, as shown in Figure 1.

2.1 Vehicle Detection
In the detection step, the stream data is first decoded, resized and
preprocessed before being fed into the CNN for object detection.
Processing the image in the CNN is the most computationally inten-
sive task of the proposed pipeline. For the real-time object detection,
we obtained a YOLOv4 model [3], pretrained on the ImageNet and
MS COCO datasets. Since the mentioned datasets contain mostly
images of different objects from the ground level, the pretrained
model performed badly in our high elevation and high meter-to-
pixel domain, where objects are captured from above and appear
relatively small. Therefore, we improved the model via transfer
learning using custom created dataset. The training dataset con-
sists of approximately 61500 images and 550000 annotated vehicles.
Vehicle annotation was performed manually over 6 month period
and aided by general object tracking [1, 12, 21] in order to ob-
tain multiple samples of vehicles from different angles. The model
reached convergence after being trained on 35000 batches of 64
images in order to fine tune its weights and, thus, transfer the
knowledge to the required domain.

Further improvements on object detection are achieved by apply-
ing several filters for removal of duplicate objects and objects that
are irrelevant for speed estimation because of their class or size. Still,
this does not solve the commonly present shift of bounding-boxes
over consecutive frames, as indicated by Hua et al. [14]. Neverthe-
less, the integration of the Kalman filter substantially mitigates this
error during vehicle tracking, as discussed.

2.2 Vehicle Tracking
The proposed implementation of tracking is based on the SORT
algorithm [2] for Multi-Object Tracking (MOT). Given the informa-
tion about prior movement of objects [ ¤𝑥, ¤𝑦]𝑇 , the SORT algorithm
uses a Kalman filter with the following state vector:

x = [𝑥,𝑦, 𝑠, 𝑟, ¤𝑥, ¤𝑦, ¤𝑠]𝑇 , (1)
where the point (𝑥,𝑦) is the center of the bounding box, 𝑠 is the

area and 𝑟 - the aspect ratio of the bounding box. Moreover, the
displacement vector [ ¤𝑥, ¤𝑦]𝑇 in 2D space can be directly extracted

from the state. However, the perspective projection of the 3D world
makes the problem of object tracking in the 2D image space non-
linear. Therefore, with the use of the mapping function 𝑅 that
projects image coordinates onto a real-world plane, formally defined
in section 2.3, we are able to model the problem directly in 3D space
with the following Kalman filter state:

xours =
[
𝑅0 (𝑐)𝑥 , 𝑅0 (𝑐)𝑦, 𝑠, 𝑟 , ¤𝑅0 (𝑐)𝑥 , ¤𝑅0 (𝑐)𝑦, ¤𝑠

]𝑇
, (2)

where 𝑐 is a corner of the bounding box whose projection on the
ground plane is the closest to the camera. The vehicle velocity is
directly described by the vector 𝑣 =

[ ¤𝑅0 (𝑐)𝑥 , ¤𝑅0 (𝑐)𝑦 ]𝑇 . Moreover,
the inclusion of the 𝑧 coordinate from the 3D domain in the Kalman
filter state is unnecessary and will always be 0 (ground plane).

Following the prediction of the Kalman filter and re-projection
of the object’s position in the current frame, we proceed to match
the predicted bounding box with a bounding box obtained by object
detection, prioritizing the highest Intersection over Union (IOU)
metric. We also impose a 𝐼𝑂𝑈𝑚𝑖𝑛 threshold that restricts the match-
ing algorithm from linking bounding boxes that have a really low
IOU correspondence. Furthermore, we implement an object age
heuristic, which assigns priority to older objects in cases where a
single bounding box exhibits similar Intersection over Union (IOU)
correspondence with two or more tracked objects.

2.3 Space Transformations
As already mentioned in the previous section, space transformation
from the 2D image space to the 3D world captured by the camera,
is necessary for tracking as well as the actual vehicle speed estima-
tion. Additionally, to project the ground plane and bounding box
predictions from 3D to 2D space, a reverse transformation is also
required.

We propose an effective methodology that requires only 6 pairs
of image-to-world correlation coordinates. With the use of PnP
iterative solver, we manually provide 4 image-to-world correlation
coordinate pairs on the ground plane (𝑧 = 0) and 2 more on the 𝑧 = 1
plane. This results in translation and rotation vectors describing
the relative 3D space. We use landmarks with approximately equal
length, width and height to ensure uniformity across all units in
the 3D space (𝑥 , 𝑦 and 𝑧). Although subpixel precision is required
for extremely precise calibration, we found the Kalman filter to
be sufficiently flexible, delivering comparable results even in its
absence.

Using the camera matrix, translation and rotation vectors pro-
vided by our camera calibration, it is possible to define a function
𝑅𝑧 : R2 → R2 that maps the 2D image space to some predefined
𝑧 plane in the 3D space. It is implemented using a ray-plane inter-
section. By defining the 𝑅 function in regards to a fixed 𝑧 plane,
we can show that 𝑅𝑧 is a bijectional mapping from the 2D image
space to the predefined plane in the 3D world. Let us assume that
all vehicles are driving on the ground plane where 𝑧 = 0 and thus
only be interested in 𝑅0.

Nevertheless, establishing a correlation between the 2D and 3D
space remains incomplete until the equivalence of one unit in our
3D space to a specific distance in meters is determined. Using our
forementioned functions, we can introduce a routine to calibrate
the "world units coefficient" as follows: pick two points 𝑝1 and 𝑝2
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in the 2D image space for which, you know the real-world distance
between their projections in the 𝑧 = 0 plane. The 3D world unit
coefficient is the ratio of the known distance between the two points
in the real world and the Euclidean distance of the projected points
𝑅0 (𝑝1) and 𝑅0 (𝑝2).

At last, using time data and the world unit coefficient, we can
convert the mentioned velocity vector 𝑣 =

[ ¤𝑅0 (𝑐)𝑥 , ¤𝑅0 (𝑐)𝑦 ]𝑇 to a
speed measurement.

3 RESULTS
This research is a part of the development of the GeMMa Fusion
Machine Learning (GFML) application written in C++, where all of
our tests were also conducted. For the given results, we evaluated
the pipeline on Intel Core i7-9700K @ 3.6GHz with 32GB RAM and
NVIDIA GeForce RTX2070 SUPER GPU.

3.1 Test Data

(a) (b) (c)

Figure 3: Test (a) Stream 1, (b) Stream 2, and (c) Stream 3 with
estimated vehicle speed.

ADJIMini 3 Pro and aDJI Phantom 4Advanced droneswere used
to recordmost of our test footage. The footagewas initially recorded
in 4K resolution, with 25 frames per second (FPS) D-Cinelike 8-bit
color profile, then resized for comparison to 1920 × 1080 px and
720×576 px resolution without applying a color lookup table (LUT).
The ground truth data is calculated using a Global Positioning
System (GPS) measurement device with 30 connected GPS satellites
and synced to the footage using time codes.

Amongst these, three different scenes were selected for testing.
Stream 1 (shown in Fig. 3a) monitors vehicle during acceleration,

Stream 2 (shown in Fig. 3b) monitors vehicle during driving with
constant speed, while Stream 3 (shown in Fig. 3c) monitors individ-
ual vehicle in heavy traffic.

3.2 Time complexity
With our custom dataset, a pipeline integrating the YOLOv4 model,
as well as its reduced version YOLOv4-tiny, was examined. As
presented in Table 1, we achieved speed estimation of 11-18 frames
per second (FPS). Most of the computing time is spent in the YOLO
CNN, requiring 20-50 milliseconds, as seen in the OD column in
Table 1, depending on the model and the input image size. There
were no significant time differences with and without the use of
our modified Kalman state.

Table 1: FPS rates and object detection times (OD) achieved
on tested video streams with 1920 × 1080 px and 720 × 576 px
resolutions and two different CNNs, namelly YOLOv4 and
YOLOv4-tiny.

Stream
size
[px]

CNN
Stream 1 Stream 2 Stream 3

FPS OD
[ms] FPS OD

[ms] FPS OD
[ms]

1920×
1080

YOLO
v4 9 28 9 29 9 33

YOLO
v4-tiny 11 26 11 26 10.5 27

720×
576

YOLO
v4 11 22 11 22 14 47

YOLO
v4-tiny 18 36 17 33 17 33

3.3 Accuracy
In Figure 2a, we can observe a sample measurement of a vehicle
acceleration from aerial footage in Stream 1, in order to compare
the initial SORT state [2] of the Kalman filter with our modified
3D-based state. The accuracy of the ground truth and measurement
data, is further corroborated by the fact that one can notice the
two initial gear shifts. A second sample of measurement of a very

(a) (b) (c)

Figure 2: Comparison of the results achieved using SORT and the proposed method with ground truth data on (a) Stream 1, (b)
Stream 2, and (c) Stream 3.
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small speed variation across a 10 second period can be seen on
Figure 2b.When the SORT’s 2D-based Kalman state is used, because
of its linear nature, we found that it will quite often overshoot,
especially when the camera’s elevation angle is relatively small.
Nevertheless, we can see that even with imprecise camera and
world unit calibration, one can achieve comparable results to the
ground truth. Furthermore, as shown by Fig. 2c, comparable results
are achieved also when observing an individual vehicle within a
heavy traffic. It should, however, be noted that inaccuracies in the
GPS and time data, camera and world unit calibration and bounding
box detections are unavoidable.

4 CONCLUSION
In this paper, we presented our pipeline for vision-based vehicle
speed estimation with many improvements of the algorithms used,
both in object tracking and space transformations. We can conclude
that camera andworld unit calibration combinedwithmodifications
of the Kalman state, can yield results comparable to state-of-the-art
custom space transformation methodologies. We note however, that
due to the specificity of the problem, the lack of proper datasets
and the amount of external factors involved, fully testing and com-
paring our method to closed-source state-of-the-art is practically
impossible.

In the future, we also plan to work on adaptive camera calibration
for airborne vehicles with KLV gyroscopic sensor streams and
fully automatic intrinsic and extrinsic parameter camera calibration
using convolutional neural networks.
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ABSTRACT
This paper presents an empirical evaluation of different implemen-
tations of an abstract data structure, the ordered dictionary. The
implemented data structures are Binary Search Tree, AVL Tree, Red-
Black Tree, Zip Tree, Skip List and 2-3 Tree. The paper aims to take
a step forward in evaluating of data structures with ALGator. It also
compares the Zip Tree with other ordered dictionaries to encourage
the use of it as a simpler and comparable implementation.

The result of the testing the data structures, both with strictly
increasing (worst case scenario) and random updates and query
operations, shows that the time complexity is the same as expected.

KEYWORDS
Binary Search Trees, AVL Tree, Red-Black Tree, 2-3 Tree, Zip Tree,
Skip List, ALGator

1 INTRODUCTION
There are various approaches to implement the abstract data struc-
ture dictionary. But all of them try to minimise the time complexity
of the operations. The first approach is to use hash tables. Hash
tables have an expected time complexity 𝑂 (1), but at the cost of
losing the order of the data.

If the goal of the data structure is to preserve the order of the
data, the appropriate implementation of a dictionary is a kind of
Link List where all elements to the left of element 𝑥 are less than
𝑥 and all elements to the right of 𝑥 are greater than 𝑥 . The best
possible time complexity for implementing such a dictionary is
𝑂 (log𝑛)1. This can be achieved with Balanced Binary Search Trees
(BBST).

This paper presents an empirical comparison between different
implementations of ordered dictionaries such as Balanced Binary
Search Trees, a 2-3 Tree, a Binary Search Trees and a Skip List.
Furthermore, the time complexities of all tested implementations of
ordered dictionary will be empirically evacuated and compared. All
data structures were tested with an open source test suite ALGator
[5].

2 RELATEDWORKS
The motivation for the paper, comes from the lack of data structure
comparison with the test suit ALGator. The only comparison was
done in [6] where the author comperes Binary and Fibonacci Heap.

1log𝑛 stands for log2 𝑛 unless otherwise specified

The AVL Tree and the Red-Black Tree were compered in [9]. The
authors found that the height of the AVL Tree is lower than that
of the Red-Black Tree and therefor it is faster. In the paper [7] the
author compares the Skip List with the AVL Tree and the 2-3 Tree.
The author could not find any significant difference in the time
needed to perform operations.

3 ORDERED DICTIONARY
A dictionary is an abstract data structure that has three operations:
find an element in the structure, insert an element into the structure,
and delete an element from the structure. In addition to these three
operations, the ordered dictionary has two additional operations to
go through all the elements in order. The two additional operations
are next element, which returns the next element in order, and has
next, which returns whether a next element exists or not. Although
there are internal/passive and external/active types of iterators,
in the paper we will mainly focus on the find, delete and insert
operations.

Table 1: Worst time complexity of insert, delete and find for
all implemented data structures

Operations Binary Search Tree AVL Tree Red-Black Tree 2-3 Tree Zip Tree Skip List
Insert 𝑂 (𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛)
Delete 𝑂 (𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛)
Find 𝑂 (𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛) 𝑂 (log𝑛)

There are many different ways to implement an ordered dic-
tionary that also has a time complexity of 𝑂 (log𝑛) . This paper
compares the performance of the following data structures with
respect to real words: Binary Search Tree, AVL Tree, Red-Black
Tree, 2-3 Tree, Skip List and Zip Tree. All of the above data struc-
tures, with the exception of the Binary Search Tree, have a time
complexity of 𝑂 (log𝑛), as can be seen in the Table 1. In the rest of
the chapter, the most important ideas behind the implemented and
tested data structures are presented and described.

3.1 Binary Search Tree
The binary search tree (BST) is the simplest of all the data structures
presented in this paper. The idea behind is to split the data into two
parts. The left part (left subtree) stores all nodes whose value is less
than that of the current node2, and the right part (right subtree)
stores all nodes whose value is greater than that of the current node
[11].
2the root node of the subtree
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The time complexity of insertion, deletion and search operations
in a binary search tree is 𝑂 (𝑛) . This is because the tree becomes a
linked list if the data is inserted into the tree in the worst possible
way, e.g. in a strictly increasing way [11]. However, if the data
stored in the tree was inserted randomly, then the time complexity
of all three operations is 𝑂 (log𝑛) with a high probability [8].

3.2 AVL Tree
The AVL tree is the first balanced binary search tree presented
in this paper. AVL trees achieve balance by limiting the height
difference between the left and right subtree to a maximum of 1,
|𝐿.ℎ𝑒𝑖𝑔ℎ𝑡 − 𝑅.ℎ𝑒𝑖𝑔ℎ𝑡 | ≤ 1. The tree can only become unbalanced
during updates (insertion and deletion). That for when the tree is
updated, it checks if it is still balanced, and if not, the nodes are
rotated so that the tree is balanced again [1].

The time complexity of insert, delete and find operations in an
AVL tree is 𝑂 (log𝑛). This is because in the worst case is need to
reach the leaves. Since the difference in height of the subtrees is at
most 1, this means that all levels except the two lowest are full, so
the height of the tree is at most log𝑛 + 1 = 𝑂 (log𝑛) [1].

3.3 Red-Black Tree
The red-black tree is another balanced binary search tree where the
leaf nodes are always NIL . The balance is achieved by colouring
the nodes red or black. The colouring is done with the following
roles:

(1) each node is either black or red,
(2) all leaf nodes are black,
(3) red nodes have no red children,
(4) each path from the root to the leaf has the same number of

black nodes,
(5) the root is always black.

The balance is achieved by requiring that the black height (number
of black nodes on the path from root to leaf) is the same for each
leaf. This means that the lowest leaf is at most 2 times lower than
the highest. This means that 𝑛 ≥ 2𝑏 (𝑏 is the black height and 𝑛 is
the number of elements in the data structure) that for 𝑏 = 𝑂 (log𝑛)
and also height ℎ ≤ 2𝑏 = 𝑂 (log𝑛) [2].

The time complexity of insert, delete and find operations in a
Red-Black tree is 𝑂 (log𝑛) . This is because, in the worst case, is
needed to reach the level before the leaves, and the height of the
tree is 𝑂 (log𝑛) [2].

3.4 2-3 Tree
The 2-3 tree is the only tree presented in this paper that is not a
Binary Search Tree, but a B-Tree, where 𝐵 = 3 [3]. The 2-3 Tree
has two types of nodes: a 2-node, which has two children (left and
middle) and one key, and a 3-node, which has three children (left,
middle and right) and 2 keys. All leaf nodes are on the same level.
The insertion in the 2-3 trees and also in the B trees is done in the
leaf node. If the node overflows, it has 3 keys, the node is split and
the middle key is inserted into the parent node. If the parent node
does not exist, the middle key becomes the new root node. Deletion
is done by exchanging the value to be deleted with the minimum
value in the right subtree: the middle one if the left key is deleted,
or the right one if the right key is deleted. If the leaf node becomes

empty, the tree must be corrected by rearranging the parent node
so that it becomes a 2-node, or by splitting and rotating a sibling
tree [4].

This way of insert and delete operation guarantees that the leaves
are always on the same level, therefor the tree is balanced. Since
the tree is balanced, all three operations have the time complexity
of 𝑂 (log𝑛) [4].

3.5 Skip List
A skip list is the only non-tree dictionary implementation we will
examine in this paper. Skip list is a probabilistic data structure.
Probability is used to define the number of pointers to the next
nodes in the list. A pointer at height 𝑥 always points to the next
node that has at least 𝑥 pointers and skips all nodes with fewer
pointers. The number of pointers is calculated with the Algorithm
1. The probability that a node has one pointer is 1/2, two is 1/4,
... The value max in the line 3 of the Algorithm 1 is the maximum
number of pointers a node can have, and it its log1/𝑝 𝑛 = log𝑛,
since 𝑝 = 1/2 is the probability that the Pseudo Random Number
Generator (PRNG) returns a Boolean value 𝑇𝑅𝑈𝐸 [7].

Output: Number of pointer to the next node
1 i = 1 ;
2 k = PRNG.boolean;
3 while k ∧ i< max do
4 i = i + 1;
5 k = PRNG.boolean;
6 end
7 return i

Algorithm 1: Algorithm for calculating the number of
pointer to the next node

Because of node skipping, the expected time complexity is𝑂 (log𝑛)
with high probability for all three operations. In the worst case, if
the skipping in the skip list is small, the time complexity of all three
operations is the same as for the normal link list, 𝑂 (𝑛) [7].

3.6 Zip Tree
The zip tree is a probabilistic data structure. It uses the idea of the
skip list to "balance the list." So each node in the tree also stores its
rank value. The rank of the node is assigned in the same way as the
number of pointers a node has in the skip list, that for Algorithm 1
can be used for assigning the rank of the node. A new element is
always inserted as a leaf of the tree, as in all binary search trees. On
the way from the leaf to the root, the newly added node becomes
the root of the subtree if its rank is greater than the rank of the root
of the subtree. If both nodes have the same rank, the node with the
smallest value becomes the new root. Deleting an element from the
tree is done by finding the correct node, removing the pointer to
the node and then combining the children of the node to create a
new subtree. The operation of combining subtrees is called zipping
[10].

Given the ranks of the nodes, the expected time complexity is
𝑂 (log𝑛) with high probability. In the worst case, if all nodes have
the same rank and the data is inserted, strictly increasing, the time
complexity is 𝑂 (𝑛) [10].
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4 TESTING
The test method used in this paper is to measure the time duration
for performing all insert, find or delete operations. Each test can
have a different number of operations. The number of operations
for test 𝑖 can take the following forms:

𝑁𝑖 = (𝑛𝐼 , 𝑛𝐹 , 𝑛𝐷 ),
𝑁𝑖 = (𝑛𝐼 , 𝑛𝐷 ) = (𝑛𝐼 , 0, 𝑛𝐷 ),
𝑁𝑖 = (𝑛𝐼 , 𝑛𝐹 ) = (𝑛𝐼 , 𝑛𝐹 , 0),
𝑁𝑖 = (𝑛𝐼 ) = (𝑛𝐼 , 0, 0),

(1)

where 𝑛𝐼 is the number of insert operations performed in the test,
𝑛𝐹 is the number of find operations performed in the test and 𝑛𝐷
is the number of delete operations performed in the test.

Similarly, each test has its own set of timers, one for each opera-
tion. The time taken to execute all the operations of test 𝑖 can take
the following forms:

𝜏𝑖 = (𝑡𝐼 , 𝑡𝐹 , 𝑡𝐷 )
𝜏𝑖 = (𝑡𝐼 , 𝑡𝐷 ) = (𝑡𝐼 , 0, 𝑡𝐷 )
𝜏𝑖 = (𝑡𝐼 , 𝑡𝐹 ) = (𝑡𝐼 , 𝑡𝐹 , 0)
𝜏𝑖 = (𝑡𝐼 ) = (𝑡𝐼 , 0, 0)

(2)

where 𝑡𝐼 represents the time taken for all 𝑛𝐼 insert operations, 𝑡𝐹
represents the time taken for all 𝑛𝐹 search operations and 𝑡𝐷 repre-
sents the time taken for all 𝑛𝐷 delete operations. To get only the
total time of a particular operation from the timer 𝜏𝑖 , call 𝜏𝑖 (𝑋 ),
where 𝑋 is the selected operation. For example, the timer for dele-
tion is obtained as follows: 𝜏𝑖 (𝐷) = 𝑡𝐷 .

As can be seen in the Equation 1 and the Equation 2, each test
must always contain the insert operations, otherwise the delete and
find operations cannot be measured in a proper way. The tests in
this paper always perform two operations, either insert and find or
insert and delete. The tests are divided into two parts. In the first
part of the test, all values are inserted into the data structure. In
the second part of the test, either the find operation or the delete
operation is performed. This testing method focused on a stated
simple scenario that could be real but is not a typical real world
scenario.

4.1 ALGator
ALGator is used for testing the implemented ordered dictionaries
(see Section 3). ALGator is a test programme introduced in the
paper [5]. ALGator allows the user to implement, test and evaluate
algorithms and data structures with a single tool. At the moment,
only the Java programming language is supported for the imple-
mentation of the algorithms and data structures.

In ALGator, the implementation of the tested algorithms and data
structures is done with the help of an abstract class in which the
entire test logic and the structure of the implemented algorithms or
data structures are defined and written in Java. Although the test
logic is implemented in the abstract class, the tests to be performed
are written in a separate file. All implemented data structures or
algorithms extend the abstract class. The evaluation of the test
results is done by allowing the user of ALGator to visualise the test
results in a way that best represents the results. The visualisations
can be saved for further use.

4.2 Testing Sequences
In this paper, two scenarios are tested. The first is the worst case,
or in this case the strictly increasing sequence presented in the
section 4.2.1. The second is the expected scenario or in this case
the random sequence presented in the section 4.2.2.

4.2.1 Strictly Increasing Sequence. This test is to show how the
data structures behave when the data is stored in the worst possible
way. One way to store the data in this way is to have a strictly
increasing sequence of data. The sequence is strictly increasing if
for each 𝑖, 𝑗 ∈ N∧ 𝑖 < 𝑗 ∧ 𝑥𝑖 , 𝑥 𝑗 ∈ N∧ 𝑥𝑖 < 𝑥 𝑗 , where 𝑥𝑖 and 𝑥 𝑗 are
the elements stored in the data structure.

4.2.2 Random Sequence. This test is designed to show how data
structures behave when data is stored in a random manner. Data
stored in this way is not stored optimally, but it represents all
possible ways of storing it. In this case, for each 𝑖, 𝑗 ∈ N ∧ 𝑖 <

𝑗 ∧ 𝑥𝑖 , 𝑥 𝑗 ∈ N ∧ 𝑥𝑖 ≠ 𝑥 𝑗 where 𝑥𝑖 and 𝑥 𝑗 are the elements stored in
the data structure.

5 EVALUATION
The tests were performed on a computer with an AMD Ryzen 7
2700, with 8 cores and 16 threads, 16 GB RAM and Fedora 36 with
Linux kernel 6.2.14-100. The ALGator version was 0.985, created in
a Docker container running Ubuntu with Java 11.0.18. The imple-
mentation of Binary Search Tree, AVL tree3, Red-Black Tree4, 2-3
Tree5, Skip list6 and Zip tree were done in Java 7.

In order to eliminate the interference caused by background
operation as much as possible, all tests were carried out 5 times,
although the estimate must certainly can be improved by a larger
number of test runs. The tests can be divided into two groups: ran-
dom insertions, deletions and find operations and strictly increasing
insertions, deletions and find operations.

All tests use integers in the range [0, 100000] as input for the
operation. The test is performed for a different number of elements
stored in the data structure. The number of elements in the data
structure goes from 50 to 400 elements in steps of 50. In a next step,
the implemented data structures can be generalised to a generic
data type.

The small size of the test set is due to the Java stack size overflow-
ing while testing with ALGator. The reason for the Stack Overflow
error is the recursive implementation of the data structures.

5.1 Random Tests
The random tests were implemented using the Java library java.ut-
il.Random. The library was used to generate the pseudo-random
numbers that were used as input for the insert, find and delete
operations. At the beginning of each part of the test, the seed was
set to 0 so that the number of variables affecting the execution time
of each round was minimised.

3Modification of the https://www.javatpoint.com/avl-tree-program-in-java
4Modification of the https://algorithmtutor.com/Data-Structures/Tree/Red-Black-
Trees/
5Modification of the https://github.com/SValentyn/2-3-tree
6Modification of the https://www.baeldung.com/cs/skip-lists#bd-how-to-insert-into-a-
skip-list
7Link to the implementation https://github.com/GioGiou/BinarySearchTree
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Figure 1: The time taken to perform all random insert, find
and delete operations. The time is measured in milliseconds.

The results of the testing can be seen in the Figure 1. In the
top left graph it can be seen the change in total time for a given
number of insertions. In the top right graph it can be seen the
change in total time for performing a certain number of deletions.
In the bottom left graph it can be seen the change in total time for
performing a certain number of find operations. Each point in the
graph represents an average of all 5 runs of the same test.

From all three graphs in the Figure1, it is evident that time
𝑂 (𝑛 log𝑛). This means that the time for all operations 𝑂 (log𝑛) .
This result confirms that all implemented data structures have
𝑂 (log𝑛) time complexity for insert, delete and find operations
when the data is randomly inserted into the structure. The high
execution time for the skip list, seen mainly in bottom left graph,
is due to the probability with which the skip list is balanced, but
the time for all operations is still 𝑂 (log𝑛).

5.2 Strictly Increasing Tests
The strictly increasing test is the implementation of the test method
presented in the section 4.2.1. Sequential numbers were chosen over
a more generic strictly increasing numbers because they are easier
to implement. The result is expected to be the same as for the strictly
increasing sequence, since a sequence of consecutive numbers is
also a strictly increasing sequence.

The strictly increasing test consists of inserting, finding and
deleting 𝑛 consecutive numbers. This was implemented with a
counter that starts with the value 0 and increases after each op-
eration. The numbers that are inserted into the data structure are
therefore integers from 0 to 𝑛 − 1. For the deletion, the counter was
initialised with the value 𝑛 − 1 and after each deletion, the counter
was decreased. If the counter for the deletion was not implemented
in this way, the deletion is performed in a time of 𝑂 (1), because
the deleted element is stored in the root of the tree each time.

The results of the testing can be seen in the Figure 2. In the
top left graph it can be seen the change in total time for a given
number of insertions. In the top right graph it can be seen the
change in total time for performing a certain number of deletions.
In the bottom left graph it can be seen the change in total time for
performing a certain number of find operations. Each point in the
graph represents an average of all 5 runs of the same test.

Figure 2: The time taken to perform all strictly increasing
insert, find and delete operations. The time is measured in
milliseconds.

From all three graphs in the Figure 2, it is evident that time
is rising 𝑂 (𝑛 log𝑛). This means that the time for all operations
is 𝑂 (log𝑛) . The only exception is the binary search tree, where
the time increases faster, 𝑂 (𝑛2), which means that the time com-
plexity of all tree operations is 𝑂 (𝑛). This result confirms that all
implemented data structures have a time complexity of 𝑂 (log𝑛)
for insert, delete and find operations, except for the binary search
tree, which has a time complexity of 𝑂 (𝑛) .

The reason why the time for inserting into the binary search
tree is smaller than the time of the AVL tree and the Red Black tree
is due to the rebalacing of the AVL and Red Black trees. For a larger
test set, the time of the binary search tree will exceed the time of
the AVL and Red-Black tree. The reason that the skip list with a
time complexity of 𝑂 (log𝑛) performs worst is the lack of skipping,
which can be seen especially in the top right graph in the Figure 2.

6 CONCLUSIONS AND FUTUREWORKS
This paper presented the empirical evaluation of time complexity
for different implementations of ordered dictionaries. More specifi-
cally, balanced trees (AVL, Red-Black, Zip, 2-3 Tree), Skip List and
Binary Search Tree. All data structures were tested using the AL-
Gator test suit. Although the size of the test set was small, it can
be seen from Figure 1 and Figure 2 that the time complexity of all
data structures is 𝑂 (log𝑛), except for the binary search tree with
strictly increasing insertion, deletion and search, where the time
complexity is 𝑂 (𝑛), as expected from the theoretically proven time
complexity.

Our aim is to improve the outcome of this work in the future
by increasing the size of the test sets. By doing so, we hope to
obtain more accurate results and to better identify the differences
in time complexity of all data structures. Furthermore, we plan to
generalise the idea of Zip Trees from working with Binary Search
Trees to working with k-ary Search Trees.
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ABSTRACT
The paper evaluates three different algorithms for computing all-
pairs shortest paths. We compare the well-known Floyd-Warshall
algorithm with two simple modifications of it. The key difference
lies in the fact that the relaxations are done in a smarter way. We
evaluate the algorithms on three different graph models - uniform
Erdős-Rényi, binomial Erdős-Rényi, and Albert-Barabási. Based on
the results, we can observe that both modified algorithms outper-
form the Floyd-Warshall algorithm.

KEYWORDS
Tree algorithm, Hourglass algorithm, Floyd-Warshall algorithm,
all-pairs shortest path.

1 INTRODUCTION
Graph theory has long grappled with the timeless challenge of find-
ing the shortest paths within graphs, making it a classic problem
in algorithmic studies. The key idea revolves around navigating a
(directed) graph, where each arc carries a specific weight, in search
of paths that minimize the sum of these arc weights. This funda-
mental problem finds applications in various real-world scenarios,
including bioinformatics, logistics, telecommunications and so on
[1].

Two prominent variations of this problem are the single-source
shortest path and the all-pairs shortest path (APSP) problems. The
single-source variant focuses on discovering paths from a fixed
starting vertex to all other vertices in the graph, while the APSP
entails finding the shortest path between every possible pair of
vertices [4].

In this work, focus will be solely on the APSP variant, aiming to
evaluate three different algorithms which offer effective solution.
Generally, the APSP problem can be tackled using the technique
of relaxation. The core concept of relaxation involves evaluating
whether we can enhance the weight of the shortest path from ver-
tex 𝑢 to 𝑣 by routing it through vertex 𝑤 , updating it whenever
necessary. Among the well-known relaxation-based solutions, one
of the most straightforward approaches is the Floyd-Warshall dy-
namic programming algorithm which is among algorithms being
evaluated. This algorithm boasts a time complexity of 𝑂 (𝑛3) when
dealing with graphs containing 𝑛 vertices. While its ease of im-
plementation is commendable, two alternative algorithms will be
evaluated which potentially improve efficiency and scalability for
solving the APSP problem [4].

In this article, two modifications of the Floyd-Warshall algorithm
are introduced and evaluated: the Tree algorithm and the Hourglass

algorithm, described in paper Modifications of the Floyd-Warshall
algorithm by Andrej Brodnik, Marko Grgurovič and Rok Požar.
These modifications offer a notable difference from the original
Floyd-Warshall algorithm by implementing a more intelligent ap-
proach to carrying out relaxations. This is achieved by introducing a
tree-like structure that enables the algorithms to avoid unnecessary
relaxations that do not contribute to the final result.

It’s important to note that despite these enhancements, both
the Tree algorithm and the Hourglass algorithm maintain a worst-
case time complexity of 𝑂 (𝑛3), which is the same as the classic
Floyd-Warshall algorithm. However, their expected performance is
significantly improved in practical scenarios [3].

Algortihms are evaluated on graphs generated by using Erdős-
Rényi and Albert-Barabási method [2]. Specifically graphs are di-
rected with uniformly distributed arc weights on [0, 1].

2 PRELIMINARIES
A directed graph (digraph), denoted as G, is represented as a pair (V,
A), where V is a finite, non-empty set of vertices, and A is a set of
arcs that are a subset of V × V. V is denoted as {𝑣1, 𝑣2,..., 𝑣𝑛 } where
n is a positive integer greater than or equal to 2 [3].

A path, denoted as 𝑃 , within a digraph𝐺 connecting vertices 𝑣𝑃,0
to 𝑣𝑃,𝑚 is a finite sequence of distinct vertices 𝑃 = 𝑣𝑃,0, 𝑣𝑃,1, ..., 𝑣𝑃,𝑚 .
It is important to note that for 𝑖 = 0, 1, ...,𝑚1, the pair (𝑣𝑃,𝑖 , 𝑣𝑃,𝑖+1)
must represent an arc in the graph G. The length of a path 𝑃 , repre-
sented as |P|, is simply the count of vertices along the path. A 𝑘-path
refers to a path in which all intermediate vertices are selected from
a specific subset {𝑣1, 𝑣2, ..., 𝑣𝑘 }, where 𝑘 is a positive integer greater
than or equal to 2 [3].

A weighted digraph G is defined as (𝑉 ,𝐴) with the inclusion
of a weight function denoted as𝑤 . This function assigns a weight
𝑤 (𝑎) to each arc 𝑎 within the set𝐴. In essence, a shortest path from
vertex 𝑢 to vertex 𝑣 is a path in G whose total weight is the lowest
among all possible paths from 𝑢 to 𝑣 . The distance between any
two vertices, 𝑢 and 𝑣 , is defined as the weight of shortest path from
𝑢 to 𝑣 within the graph G [3].

3 ALGORITHMS
3.1 The Floyd-Warshall algorithm
The Floyd-Warshall algorithm is a well-known algorithm which
uses simple dynamic programming approach to solve APSP on a
weighted, directed graph.The key idea behind the Floyd-Warshall
algorithm is that it considers all possible paths between pairs of ver-
tices and gradually refines the shortest distances until it computes
the shortest paths for all pairs. Its time complexity is 𝑂 ( |𝑉 |3) due
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to three nested for loops and does not depend on number of arcs.
The pseudocode of Floyd-Warshall algorithm is given in Algortihm
1 [3, 4].

1 for 𝑘 := 1 to 𝑛 do
2 for 𝑖 := 1 to 𝑛 do
3 for 𝑗 = 1 to 𝑛 do
4 if𝑊𝑖𝑘 +𝑊𝑘 𝑗 <𝑊𝑖 𝑗 then
5 𝑊𝑖 𝑗 :=𝑊𝑖𝑘 +𝑊𝑘 𝑗 ;
6 end
7 end
8 end
9 end

Algorithm 1: Floyd-Warshall(𝑊 )

3.2 The Tree algorithm
The Tree algorithm is the first version of themodified Floyd-Warshall
algorithm. Consider the 𝑘-th iteration, and let 𝑂𝑈𝑇𝑘 represent a
shortest path tree originating from vertex 𝑣𝑘 . It is based on the ob-
servation that the relaxation in lines 4-5 would not always succeed
in lowering the value of𝑊𝑖 𝑗 . Instead of simply looping through
every vertex of V in line 3, we perform the depth-first traversal of
𝑂𝑈𝑇𝑘 . This allows us to skip iterations where it’s guaranteed that
they won’t reduce the current value of𝑊𝑖 𝑗 [3].

The pseudocode for the enhanced algorithm, known as the Tree
algorithm, can be found in Algorithm 2. The first step involves
the construction of the tree 𝑂𝑈𝑇𝑘 using the ConstructOUT proce-
dure outlined in Algorithm 3. Subsequently, a depth-first search
operation is carried out [3].

1 Initialize 𝜋 , an 𝑛 × 𝑛 matrix, as 𝜋𝑖 𝑗 := 𝑖;
2 for 𝑘 := 1 to 𝑛 do
3 𝑂𝑈𝑇𝑘 := 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑂𝑈𝑇𝑘 (𝜋);
4 for 𝑖 := 1 to 𝑛 do
5 Stack := empty;
6 Stack.push(𝑣𝑘 );
7 while Stack ≠ empty do
8 𝑉𝑘 := Stack.pop();
9 forall children 𝑣 𝑗 of 𝑣𝑥 in 𝑂𝑈𝑇𝑘 do
10 if𝑊𝑖𝑘 +𝑊𝑘 𝑗 <𝑊𝑖 𝑗 then
11 𝑊𝑖 𝑗 :=𝑊𝑘 𝑗 +𝑊𝑘 𝑗 ;
12 𝜋𝑖 𝑗 := 𝜋𝑘 𝑗 ;
13 Stack.push(𝑣 𝑗 );
14 end
15 end
16 end
17 end
18 end

Algorithm 2: Tree(𝑊 )

In Algorithm 2 vertices of 𝑂𝑈𝑇𝑘 are visited in DFS order, which
is facilitated by using the stack.We can avoid pushing and poping of

1 Initialize 𝑛 empty trees: 𝑇1,𝑇2, ...,𝑇𝑛 .;
2 for 𝑘 := 1 to 𝑛 do
3 𝑇1 .𝑅𝑜𝑜𝑡 := 𝑣1;
4 end
5 for 𝑖 := 1 to 𝑛 do
6 if 𝑖 ≠ 𝑘 then
7 Make 𝑇𝑖 a subtree of the root of 𝑇𝑘𝑖 .
8 end
9 end

10 return 𝑇𝑘

Algorithm 3: 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑂𝑈𝑇𝑘 (𝜋)

each vertex by precomputing two read-only arrays 𝑑 𝑓 𝑠 and 𝑠𝑘𝑖𝑝 to
support the traversal of𝑂𝑈𝑇𝑘 . The array 𝑑 𝑓 𝑠 comprises the vertices
of 𝑂𝑈𝑇𝑘 that have been visited during the depth-first search (DFS)
traversal. In contrast, the array 𝑠𝑘𝑖𝑝 serves the purpose of bypassing
the subtree of 𝑂𝑈𝑇𝑘 when relaxation of edges in that subtree does
not yield successful results [3].

3.3 The Hourglass algorithm
The Tree algorithm can be further improved by using another tree.
The second tree, represented as 𝐼𝑁𝑘 , resembles a shortest path tree,
with the difference being that it serves as a shortest path "graph"
for routes from 𝑣𝑖 to 𝑣𝑘 for every 𝑣𝑖 ∈ 𝑉 except 𝑣𝑘 . Precisely 𝐼𝑁𝑘
is not a tree, but if direction of arcs is reversed, it shifts it into a
tree with 𝑣𝑘 as the root. This is actually a substitute of the for loop
on variable 𝑖 in line 2 of Algorithm 1 and in line 4 of Algorithm
2. This modification of Floyd-Warshall algorithm is named the
Hourglass algorithm, the name comes from placing 𝐼𝑁𝑘 tree atop
the𝑂𝑈𝑇𝑘 tree, which gives it an hourglass-like shape, with 𝑣𝑘 being
at the neck. The pseudocode of the Hourglass algorithm is given in
Algorithms 4 and 5. Additional algorithm constructs 𝐼𝑁𝑘 similarly
to the construction of 𝑂𝑈𝑇𝑘 , except that the matrix 𝜙𝑖𝑘 is used
instead [3].

1 Initialize 𝜋 , an 𝑛 × 𝑛 matrix, as 𝜋𝑖 𝑗 := 𝑖;
2 Initialize 𝜙 , an 𝑛 × 𝑛 matrix, as 𝜙𝑖 𝑗 := 𝑖;
3 for 𝑘 := 1 to 𝑛 do
4 𝑂𝑈𝑇𝑘 := 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑂𝑈𝑇𝑘 (𝜋);
5 𝐼𝑁𝑘 := 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝐼𝑁𝑘 (𝜙) forall children 𝑣𝑖 of 𝑣𝑘 in 𝐼𝑁𝑘

do
6 RecurseIN(𝑊, 𝜋, 𝐼𝑁𝑘 ,𝑂𝑈𝑇𝐾 , 𝑣𝑖 );
7 end
8 end

Algorithm 4: 𝐻𝑜𝑢𝑟𝑔𝑙𝑎𝑠𝑠 (𝑊 )

In practice, the algorithm’s efficiency can be enhanced by em-
ploying an additional stack instead of recursion. This optimization
significantly speeds up the implementation process. It’s important
to highlight that the worst-case time complexity of the Hourglass
and Tree algorithm stays at𝑂 (𝑛3). This scenario is evident when all
shortest paths are direct arcs themselves, resulting in a tree struc-
ture where all leaves are children of the root, and this configuration
remains unchanged throughout the algorithm’s execution [3].
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1 Stack := empty;
2 Stack.push(𝑣𝑘 );
3 while Stack ≠ empty do
4 𝑣𝑥 := Stack.pop();
5 forall children 𝑣 𝑗 of 𝑣𝑥 in 𝑂𝑈𝑇𝑘 do
6 if𝑊𝑖𝑘 +𝑊𝑘 𝑗 <𝑊𝑖 𝑗 then
7 𝑊𝑖 𝑗 :=𝑊𝑖𝑘 +𝑊𝑘 𝑗 ;
8 𝜋𝑖 𝑗 := 𝜋𝑘 𝑗 ;
9 𝜙𝑖 𝑗 := 𝜙𝑖𝑘 ;

10 Stack.push(𝑣 𝑗 );
11 else
12 Remove the subtree of 𝑣 𝑗 from 𝑂𝑈𝑇𝑘 ;
13 end
14 end
15 end
16 forall children 𝑣𝑖′ of 𝑣𝑖 in 𝐼𝑁𝑘 do
17 RecurseIN(𝑊, 𝜋, 𝜙, 𝐼𝑁𝑘 ,𝑂𝑈𝑇𝐾 , 𝑣𝑖′ );
18 end
19 Restore 𝑂𝑈𝑇𝑘 by reverting changes done by all iterations of

line 12;
Algorithm 5: 𝑅𝑒𝑐𝑢𝑟𝑠𝑒𝐼𝑁 (𝑊, 𝜋, 𝐼𝑁𝑘 ,𝑂𝑈𝑇𝐾 , 𝑣𝑖 )

4 EVALUATION
4.1 Testing environment
All algortihms and graph generators were implented in C and C++
and compiled using gcc version 6.3.0. The tests were ran on an AMD
Ryzen 7 5700U with 16GB RAM running on Windows 11 64-bit.

4.2 Graph generation
Three different variant of random graphs were generated using
Erdős-Rényi model and Albert-Barabási model1. At the beginning
of generating each variant seed was set to 1 and was incremented
by +1 for each new graph. All graphs generated underwent a DFS
search to ensure strong connectivity2.

Firstly, using binomial Erdős-Rényi model the input values to
random graphs were the number of vertices, denoted as 𝑛, and
probability, denoted as 𝑝 . Each possible arc (𝑛 ∗ (𝑛−1)) in a directed
graph is included with probability 𝑝 , independently from every
other arc. Weights are added uniformly from the interval [0,1]. Four
different sizes of graphs (512, 1024, 2048 and 4096 vertices) and five
different probabilities (0.1, 0.3, 0.5, 0.7, 0.9) were selected as input.
For each instance of the input five different graphs were created,
all together 100 different graphs were created using this model.

Secondly, a different variant was used, called uniform Erdős-
Rényi model. Input values for creating graphs were number of
vertices and number of arcs, denoted by𝑚. Out of all 𝑛 ∗ (𝑛 − 1)
possible arcs in a directed graph a random permutation was made to
select the desired number of arcs.Weights are added uniformly from
the interval [0,1]. Again the sizes of graphs were 512, 1024, 2048 and

1Link to code for generating random graphs is available here: GitHub Repository
2In Albert-Barabási model some seeds did not produce strongly connected graph and
therefore more than 80 seeds were used.

4096 vertices and inputs for𝑚 were 5 ∗𝑛, 10 ∗𝑛, 20 ∗𝑛, 50 ∗𝑛, 100 ∗𝑛.
All together 100 different graphs were created using this model.

Finally, using Albert-Barabási model the input values for creating
random graphs were number of vertices of final graph, number of
vertices of initial graph, denoted by 𝑐 , and number of arcs added in
each round, denoted by𝑚. Initially a clique of size 𝑐 is created. At
each step, one new vertice is added, with𝑚 new arcs to the vertices
already in the graph. With preferential attachment the vertices with
higher degree have a higher probability to receive new arcs. The
graph constructed after 𝑛 − 𝑐 steps is undirected. To determine the
direction of each arc, a function similar to a coin flip is employed.
This function randomizes the orientation of the arcs, ensuring an
equal distribution where half of the arcs lie above the main diagonal
in the adjacency matrix, and the other half lie below it. For this
evaluation the𝑚 value was fixed at 15 and 𝐶 value was fixed at 30.
Again the sizes of graphs were 512, 1024, 2048 and 4096 vertices and
for each instance 20 different graphs were generated (80 together).
Weights are added uniformly from the interval [0,1].

4.3 Evaluation
As mentioned, Tree and Hourglass algorithm were compared with
Floyd-Warshall algorithm. The results on graphs generated by bi-
nomial Erdős-Rényi model are shown in figure 1, by uniform Erdős-
Rényi model are shown in figure 2 and by Albert-Barabási model are
shown in figure 3. To better visualize the results, natural logarithm
of arcs is used on the x axis. Both modifications performed much
better than Floyd-Warshall algorithm, especially as the number of
vertices gets higher. It is worth noting that, between the Tree and
Hourglass algorithms, the Tree algorithm demonstrated slightly
better results in the performance comparison.

Figure 1: Binomial Erdős-Rényi model results

In figure 4 results of all three variants of graphs are shown. As
expected both modifications were slower as the graph got more
dense and the number of vertices stayed the same. Moreover also
Floyd-Warshall algorithm was a little bit slower as graph got denser
which is unexpected.
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Figure 2: Uniform Erdős-Rényi model results

Figure 3: Albert-Barabási model results

5 CONCLUSIONS
In this paper, a straightforward evaluation of three algorithms for
finding shortest paths in a network was presented. Random net-
works were generated using the Erdős-Rényi and Albert-Barabási
models. The paper’s results showed that both modifications of the
algorithms performed better than the Floyd-Warshall algorithm,
especially when the size of the graphs (vertices) was larger.

To further enhance the comprehensiveness of the evaluation,
the Tree and the Hourglass algorithms will be further assessed
on graphs that are not strongly connected. By incorporating non-
strongly connected graphs into the assessment, deeper insights
into the behavior and robustness of the algorithms in real-world
scenarios, are expected to be gained.
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ABSTRACT
In this paper we propose a new algorithm for decentralized ap-
plication orchestration in Nion Network. The proposed algorithm
improves on the existing implementation by performing multi-
ple migrations between nodes such that it does not create race
conditions. Moreover, we show experimental data testing various
statistical measures of fitness in an effort to find the most suitable
one. Our results show a significant improvement over the existing.

KEYWORDS
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1 INTRODUCTION
The evolution of the internet and a growing number of its services
started to reveal the shortcomings of centralized service architec-
ture that has become unsuited to certain emerging trends [6]. Cloud
computing, which is, like other internet services, highly centralized,
is one of the major fields where the disadvantages of centralization
are the most obvious [5]. Among these are low fault tolerance, a
significant amount of processing load on data centers, and a difficult
process of service migration between cloud infrastructure providers
(vendor lock-in). Edge computing aims to address some of these
challenges by distributing system resources as well as data across a
multitude of nodes [3], but soon it was realized that edge devices are
significantly underutilized in terms of system resource consump-
tion and the coordination required for consistent system operation
still relies on a centralized orchestrator. These findings have driven
the development of a blockchain-based protocol for decentralized
cloud computing, named Nion Network [4]. The protocol addresses
multiple issues of existing solutions, the most significant change
it delivers is support for fully decentralized orchestration. In ad-
dition, it aims to solve the issue of edge device heterogeneity by
enabling their homogeneous operation that is independent of hard-
ware configuration. The latter is achieved by packing applications
into containers and performing migrations of containers during
run-time. The migrations are validated by a consensus mechanism
and are recorded on the blockchain in order to provide a verifiable
and transparent log of system state changes.

∗Also with InnoRenew CoE.

2 MOTIVATION
The migrations of containers in Nion Network are determined by
a deterministic algorithm that produces a migration plan based
on system resource statistics of nodes inside a network. These are
collected and propagated to a block producer in each slot when
a new block is created. The main goal of migrations is to evenly
distribute a resource load across the network. However, the current
implementation of the algorithm only supports up to one migration
to be performed in each block, which significantly increases the time
needed for the network to stabilize and hence reduces its overall
performance. The operation of the algorithm is based on the concept
of minimizing the load of most loaded nodes while maximizing the
load of least loaded nodes to achieve an even distribution of system
resources. Each migration can be represented as a vector containing
three values:

{𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒, 𝑠𝑜𝑢𝑟𝑐𝑒𝑁𝑜𝑑𝑒, 𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑁𝑜𝑑𝑒}
The algorithm always takes the most loaded node as a source and
the least loaded node as a destination. Among containers from the
most loaded node, the one with the highest CPU usage is selected
to be migrated. In addition, the impact of the proposed migration is
calculated before the execution to evaluate whether the migration
would improve the state of the system. As a measure of system
stability, the difference between the most and the least loaded node
is taken and compared before and after migration. For simplicity,
the CPU load is expressed in percentage where we assume the value
is normalized by hardware performance.

The migration is executed only in case the difference is lower af-
ter execution. In case the migration is performed, its goal is reached
since the migration contributes to a more even distribution of re-
source consumption. However, when observing the possible sce-
narios, we noticed that the proposed migration might not be ideal
since only one container is considered in the process of selection.
There might exist another migration between the same nodes that
would produce a lower difference once executed. Additionally, by
not considering all possible containers from the most loaded node,
there is a possibility of migration not being performed in the cur-
rent slot due to a calculated negative impact on system stability,
which leaves the system deprived of a possible improvement.

3 CONTRIBUTION
In the practical part of this study, we implement an algorithm that
addresses the issues of the current implementation. The problem
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Data: BlockData
Result:Migration plan

1 if !AppQueue.isEmpty() then
2 while !AppQueue.isEmpty() do
3 𝑀𝑖𝑛 ⇐ 𝐹𝑖𝑛𝑑𝑀𝑖𝑛𝐿𝑜𝑎𝑑𝑒𝑑𝑁𝑜𝑑𝑒 (𝐵𝑙𝑜𝑐𝑘𝐷𝑎𝑡𝑎);
4 𝑀𝑖𝑛.𝑎𝑑𝑑𝐴𝑝𝑝 (𝐴𝑝𝑝𝑄𝑢𝑒𝑢𝑒.𝑑𝑒𝑞𝑢𝑒𝑢𝑒 ());
5 end
6 else
7 𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒 ⇐ 𝑀𝑎𝑥.𝑀𝑎𝑥𝐿𝑜𝑎𝑑𝐴𝑝𝑝 ;
8 𝐷𝑒𝑙𝑡𝑎𝑆𝑐𝑜𝑟𝑒 ⇐ (𝑀𝑎𝑥.𝑠𝑐𝑜𝑟𝑒 −𝑀𝑖𝑛.𝑠𝑐𝑜𝑟𝑒);
9 𝑁𝑒𝑥𝑡𝐷𝑒𝑙𝑡𝑎𝑆𝑐𝑜𝑟𝑒 ⇐

(𝑀𝑎𝑥.𝑠𝑐𝑜𝑟𝑒 −𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒.𝑠𝑐𝑜𝑟𝑒) − (𝑀𝑖𝑛.𝑠𝑐𝑜𝑟𝑒 +
𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒.𝑠𝑐𝑜𝑟𝑒);

10 end
11 if 𝑀𝑎𝑡ℎ.𝑎𝑏𝑠 (𝐷𝑒𝑙𝑡𝑎𝑆𝑐𝑜𝑟𝑒 > 𝑁𝑒𝑥𝑡𝐷𝑒𝑙𝑡𝑎𝑆𝑐𝑜𝑟𝑒) then
12 Migrate(𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒 ,𝑀𝑖𝑛);
13 end

Algorithm 1: Deterministic migration algorithm

we are dealing with is similar to process scheduling with the goal
of minimizing the total time required to complete all tasks. In this
context, optimization algorithms like Longest-processing-time-first
(LPT) and Shortest-processing-time-first (SPT) are often used [2].
However, these algorithms are designed for systems where the
number and difficulty of all tasks are known prior to execution
making them unsuitable for a dynamic network like Nion where
the load distribution is constantly changing with new applications
entering the network in each slot.

3.1 Implementation
The proposed solution is designed to compute a migration plan
based on the current state of the network. To provide a separate test-
ing environment for new solutions, we implemented a simplified
simulation of the Nion protocol, which tries to mimic the dynamic
nature of the real network to ensure similar conditions. The imple-
mentation is executed in three steps where each aims to improve a
different aspect of the algorithm, while the main focus is reducing
the time needed for the network to stabilize.

3.1.1 Improvement 1: Enabling multiple migrations per block. First,
we focus on solving the most significant limitation of the algorithm
while keeping the existing concept for container selection. As a
measure of system stability, the difference between the most and
the least loaded node is taken as in the case of the original algorithm.
Multiple migrations per block are enabled by building a migration
plan inside a loop, which iterates as long as the migration proposed
in the current iteration still improves the system stability. We also
observed that once the local minimum of a difference is reached,
at the same time the global minimum for that slot is reached as
well which allows us to break the loop and return the produced
migration plan.

3.1.2 Improvement 2: Improved procedure of container selection.
The previous change to the algorithm enables multiple migrations
per block but still leaves room for improvement. In this step, we
address the problem of non-ideal migrations that can slow down

the process of load balancing between nodes or miss a chance
for stability improvement. The goal of this step is to consider all
containers from the most loaded node in the process of selection,
not only the one with the highest CPU usage. Instead of directly
selecting the most loaded container, We first evaluate the impact of
migration for each of these containers and select the one that has
the greatest impact on system stability when migrated. As in the
previous improvement, the migrations are being added to the plan
as long as the migration in the current iteration produces a lower
difference compared to the previous iteration.

3.1.3 Improvement 3: Use of standard deviation as a measure of
system stability. Since the problem involves evenly distributing
system resources, the use of standard deviation as a measure of
system stability seems reasonable. With this approach, network
stability is obtained by calculating the standard deviation of CPU
usage across all containers on the network using the following
formula:

𝑠𝑡𝑑𝐷𝑒𝑣 =

√︄
1
|𝑁 | ∗

∑︁
𝑛∈𝑁
(𝑛𝑐𝑝𝑢𝑁𝑐𝑝𝑢 )2 (1)

In the previous versions of an algorithm, the execution of mi-
gration is decided based on comparing the difference between the
most and the least loaded node in the current and the previous
iteration. However, these nodes are most likely to be different once
a migration is performed which makes such a comparison method
inappropriate and may result in sooner than desired termination of
the algorithm. The use of standard deviation enables us to evaluate
the impact of individual migrations not only on nodes involved in
migration but on the network as a whole. The migration plan is still
generated inside a loop with the difference in standard deviation
now taking the role of a measure. Similar to previous cases the
loop continued as long as the standard deviation was lower than
the one in the previous iteration. In the previous cases, we were
able to evaluate the impact of migration before the execution since
only the involved nodes were considered. In the case of standard
deviation, however, the same can not be achieved since the calcula-
tion of standard deviation involves all nodes and containers on the
network. It is therefore not possible to make an evaluation before
the migration is executed. For this reason, the migration has to
be simulated prior to calculation in order to assess its impact on
the network. An important note is that the integration of such an
algorithm into an actual network would require the block producer
node to have the ability to perform a simulation of migration. That
can be achieved by implementing a system able of making a copy
of the network state based on received resource statistics and using
this model as a simulation environment.

This step also completes the final version of our solution (Algo-
rithm 2).

4 RESULTS
In this section, we present the results obtained during the testing of
improved versions of the migration algorithm. The tests are done
for each of the mentioned improvements to compare its perfor-
mance against previous implementations. Each test is performed
based on average and worst-case scenarios. In the average case, a
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Data: BlockData
Result:Migration plan[]

1 𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛𝑃𝑙𝑎𝑛 ⇐ [];
2 𝐷𝑠𝑡𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠 ⇐ 𝐵𝑙𝑜𝑐𝑘𝐷𝑎𝑡𝑎;
3 𝑆𝑡𝑑𝐷𝑒𝑣 ⇐ 𝐺𝑒𝑡𝑆𝑡𝑑𝐷𝑒𝑣 ();
4 𝑆𝑡𝑑𝐷𝑒𝑣𝑃𝑟𝑒𝑣 ⇐ 𝑆𝑡𝑑𝐷𝑒𝑣 ;
5 while 𝑆𝑡𝑑𝐷𝑒𝑣 <= 𝑆𝑡𝑑𝐷𝑒𝑣𝑃𝑟𝑒𝑣 & 𝐷𝑠𝑡𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠.𝑠𝑖𝑧𝑒 > 0

do
6 𝑀𝑎𝑥 ⇐ 𝐹𝑖𝑛𝑑𝑀𝑎𝑥𝐿𝑜𝑎𝑑𝑒𝑑𝑁𝑜𝑑𝑒 (𝐵𝑙𝑜𝑐𝑘𝐷𝑎𝑡𝑎);
7 𝑀𝑖𝑛 ⇐ 𝐹𝑖𝑛𝑑𝑀𝑖𝑛𝐿𝑜𝑎𝑑𝑒𝑑𝑁𝑜𝑑𝑒 (𝐷𝑠𝑡𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠);
8 𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒 ⇐ 𝑀𝑎𝑥.𝑀𝑎𝑥𝐿𝑜𝑎𝑑𝑒𝑑𝐴𝑝𝑝 ;
9 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 ⇐ 𝑀𝑎𝑥.𝑔𝑒𝑡𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 ();

10 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠.𝑠𝑜𝑟𝑡 (𝐶𝑃𝑈 );
11 𝐿𝑜𝑎𝑑𝐷𝑒𝑙𝑡𝑎 ⇐ 𝑀𝑎𝑥.𝑐𝑝𝑢 −𝑀𝑖𝑛.𝑐𝑝𝑢;
12 for 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 : 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 do
13 𝑁𝑒𝑥𝑡𝐷𝑒𝑙𝑡𝑎𝑆𝑐𝑜𝑟𝑒 ⇐

(𝑀𝑎𝑥.𝑐𝑝𝑢 −𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒.𝑐𝑝𝑢) − (𝑀𝑖𝑛.𝑐𝑝𝑢 +
𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒.𝑐𝑝𝑢);

14 if 𝑁𝑒𝑥𝑡𝐿𝑜𝑎𝑑𝐷𝑒𝑙𝑡𝑎 > 𝐷𝑒𝑙𝑡𝑎 then
15 𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒 ⇐ 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟 ;
16 break;
17 end
18 𝐿𝑜𝑎𝑑𝐷𝑒𝑙𝑡𝑎 ⇐ 𝑁𝑒𝑥𝑡𝐿𝑜𝑎𝑑𝐷𝑒𝑙𝑡𝑎;
19 end
20 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛(𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒, 𝑀𝑎𝑥,𝑀𝑖𝑛);
21 𝐷𝑠𝑡𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑠.𝑟𝑒𝑚𝑜𝑣𝑒 (𝑀𝑖𝑛);
22 𝑆𝑡𝑑𝐷𝑒𝑣𝑃𝑟𝑒𝑣 ⇐ 𝑆𝑡𝑑𝐷𝑒𝑣 ;
23 𝑆𝑡𝑑𝐷𝑒𝑣 ⇐ 𝐺𝑒𝑡𝑆𝑡𝑑𝐷𝑒𝑣 ();
24 if 𝑆𝑡𝑑𝐷𝑒𝑣 < 𝑆𝑡𝑑𝐷𝑒𝑣𝑃𝑟𝑒𝑣 then
25 𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛 ⇐ {𝐴𝑝𝑝𝑇𝑜𝑀𝑖𝑔𝑟𝑎𝑡𝑒, 𝑀𝑖𝑛,𝑀𝑎𝑥};
26 𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛𝑃𝑙𝑎𝑛.𝑎𝑑𝑑 (𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛);
27 end
28 end

Algorithm 2: Final version of migration algorithm

fixed number of containers is added to a randomly selected node in
each iteration while in the worst case, the containers are always
added to the same node. When a desired number of containers on
the network is reached, the adding stops. We take the standard devi-
ation of CPU load across the network as a measure of performance
for all tests. The testing is performed on a simulated network with
1000 containers and 256 nodes.

After the first improvement, which enabled multiple migrations
per block, we see significant improvement in terms of time required
for stabilization (Figure 1). While it took around 200 blocks for the
original algorithm to complete the stabilization, the new version
required around 100 blocks, which makes it reach the minimum
standard deviation almost two times faster. As shown in the figure,
the standard deviation starts to decline much sooner when per-
forming multiple migrations per block. However because of rapid
stabilization in the early phases of the process when new blocks are
still entering the network, the standard deviation is not in constant
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Figure 1: Comparison of performance between single and
multiple migrations per block
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Figure 2: The effect of improved container selection on stan-
dard deviation

decline. When a stable-enough state is reached, new migrations can
not improve the stability for the next sequence of blocks making
the standard deviation rise again. The rising ends when enough
new containers enter the network and an algorithm is again able
to produce migrations that start improving the stability.

The next version of the algorithm where we implemented an
improved routine for container selection shows an improved per-
formance when compared to the initial multi-migration-per-block
algorithm (Figure 2). Since the selection is such that the proposed
migration has the largest impact on the stability, we are able to
reach a lower standard deviation as in the previous case when a
more naive approach for selection was used.

Changing the method for measuring stability with the use of
standard deviation as a measure further contributed to reaching
better stability of the network (Figure 3). The cause for the improve-
ment is widening the scope on which the new algorithm is able
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Figure 3: The effect of improved container selection on stan-
dard deviation

to evaluate the impact of migrations. This contributes to a higher
number of migrations per block as we show in Table 1 resulting in
a lower standard deviation reached.

Another important indicator, that can be used to assess the per-
formance of our algorithm, is the number of migrations per block an
algorithm is able to produce. We observe that the last improvement
where the standard deviation is used in combination with improved
container selection produces the highest number of migrations.

Table 1: Migrations per block based on algorithm

number of migrations per block
algorithm min mean max
SINGLE 1 1 1
MULTI DIFF 1 2.79 9
MULTI DIFF IMPROVED 1 2.75 9
MULTI STDDEV 1 2.66 10
MULTI STDDEV IMPROVED 1 4.60 18

4.1 Quality of proposed solution
In the end, we want to measure the quality of our proposed solution.
In this case, the algorithms for process scheduling represent a good
reference for comparison. Even though their usage is unsuitable
for our use case, the fact they provide an optimal distribution of re-
sources enables us to make an evaluation of how close our solution
is to being optimal. We took the Longest processing time algorithm
(LPT) [1] as a reference since it provided the finest results. We tested
the final version of our algorithm and collected the results of 20
tests where a new simulation network was generated in each test
to provide variability in conditions. We present the results in Table
2.

As expected there is a gap in performance between algorithms,
but considering the different use cases these algorithms are intended
for, we conclude that the outcome generated by our solution is
acceptable.

Table 2: Comparison of our algorithm with LPT

std. dev. of CPU usage (%)
case/algorithm our implementation LPT
average case 13.85 2.31
worst case 16.09 4.07

5 CONCLUSION
In this paper, we presented the main operational concept of the
Nion protocol and highlighted the main drawbacks of its migration
algorithm. We extended our findings by proposing an improved
version of the algorithm that helps to achieve faster network stabi-
lization times. Our solution enables multiple migrations per block
and improves the concept of selecting the container to be migrated.

In the future, we could continue our work on improving the al-
gorithm by implementing more advanced optimization techniques
to further improve its performance and tune its operation to more
specific requirements. One possible step in the evolution of our
algorithm would be the use of multi-criteria optimization where
multiple parameters are considered as opposed to the current solu-
tion where decisions are made based on CPU usage only. By setting
priorities on the parameters we would get an algorithm that is more
flexible and adjustable to current network needs and features.
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ABSTRACT
The control parameter, maximum number of function evaluations
plays two important roles during the optimization process. It can
determine the population size of some evolutionary algorithms and
it also serves as a stopping condition of an optimization process. In
this paper, we focus on setting the value of the control parameter
for the L-SHADE algorithm for a chosen large-scale benchmark
function. For this purpose we utilized a recently proposed approach
𝐴𝑆3𝐷 , which enables us to predict a stopping condition with a
certain probability for a given solver and optimization problem,
while using the fixed-target approach.

KEYWORDS
stopping condition, evolutionary algorithm, target approach

1 INTRODUCTION
Recently proposed algorithms, such as jSO [6], L-SHADE [19], iL-
SHADE [5] and MadDE [4] use the maximum number of function
evaluations (maxFEs) as a control parameter. This has two roles
during an optimization process. It influences the population size
and it serves as a stopping criteria.When a specific value of function
evaluations as a stopping condition is set, this is the fixed-budget
approach [13].

In competitions, such as CEC [1], the maximum number of func-
tion evaluations is set as a stopping condition. The value of it is
predetermined or set according to the past years competitions. How-
ever, it can occur that the improper setting of the stopping condition
can affect the performance of the evolutionary algorithms. It can
happen that the budget is too small, which can result in premature
convergence and the solution which is not of optimal quality. Some
mishaps during a new experiment can happen if the predetermined
budget is different from the one used in the original paper. This can
affect the comparison of the algorithms, since a bigger budget can
help the algorithm reach a solution of a better quality. However,
the stopping criteria does not only terminate the algorithm, but it
also plays an important role in the analysis and comparison of the
evolutionary algorithms. The stopping condition can produce a sig-
nificant differences in the ranking of evolutionary algorithms [18].
Before an experiment, it is crucial to set the correct stopping con-
dition due to all aforementioned points. It is unknown how many
number of function evaluations an algorithm will need to reach
the solution of a wanted quality. The question which we propose
in this paper is: how to determine a maximum number of function
evaluations for a chosen evolutionary algorithm and problem?

For this purpose, we focus on setting a stopping condition/control
parameter for a given evolutionary algorithm on a chosen bench-
mark function. We chose a 7-nonseparable, 1-separable Shifted and
Rotated Elliptic Function from CEC’2013 Large-Scale Global Op-
timization benchmark functions [16] and L-SHADE. L-SHADE is
considered as the state-of-the-art algorithm from the previous CEC
competitions with the success-history based parameter adaptation
and linear population size reduction [19]. To be able to set the value
of a control parameter (maxFEs), we will utilize a recently proposed
approach 𝐴𝑆3𝐷 (Analysis of the Stochastic Solvers based on the
Statistical Distribution) [12]. This approach is based on the statis-
tical distribution and parameters of the observed variable. In our
case, this is the number of function evaluations needed to reach a
specific target. With this approach, we will not only set a stopping
condition/control parameter for the higher dimensions of the given
optimization problem, but also provide these values with a specific
probability. Identifying the statistical distribution and its parame-
ters enables us to establish a predictive model. The predictive model
helps in estimating the stopping condition according to the char-
acteristics of the chosen evolutionary algorithm and optimization
problem.

The paper is organized as follows. In Section 2, the related work
is described. In Section 3, the experiment and analysis are provided.
Section 4 concludes our paper.

2 RELATEDWORK
In this paper, we focus on three aspects of the evolutionary computa-
tion: on setting the stopping condition, the analysis and comparison
of evolutionary algorithms, and the statistics behind it all.

Firstly, we focus on setting the control parameter of the optimiza-
tion process for a specific evolutionary algorithm and optimization
problem. In our case, when analyzing the L-SHADE algorithm,
the control parameter serves also as a stopping condition. This is
the fixed-budget approach [3]. This means that the value of it is
predetermined and the algorithm stops, when the budget is spent.
Contrary to the fixed-budget approach, with the fixed-target ap-
proach [10], we set a certain quality of solutions, which should be
reached by the evolutionary algorithm. In this case we observe the
number of function evaluations or runtime needed to reach this
quality of solutions.

Setting the stopping condition represents a demanding task.
In [14], authors argue that setting a higher number of function
evaluations as a stopping condition may not present a higher com-
putational cost and should be considered in benchmarking. They
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examine the effect of a higher evaluation budget on the perfor-
mance, mean, convergence of the algorithms, and population di-
versity. In [18], the authors show that using different stopping
criteria produces different results while comparing the state-of-the-
art algorithms. They argue that this fact is often overlooked by the
researchers.

One of the most recent approaches, which offers several aspects
of the algorithm’s comparison and analysis is𝐴𝑆3𝐷 approach, which
will be utilized in this paper. This approach does not only rely on
statistics, but it takes into consideration the characteristics of an
algorithm and also of an optimization problems. It offers a deeper
insight into the performance of an algorithm based on the statistical
distribution of the observed variables [12]. It does not only provide
a statistical distribution of the observed variable as it is described
in [17], but also establishes predictive models with which we can
predict stopping conditions with any wanted probability.

However, one should not neglect the basis for every fair com-
parison of the evolutionary algorithms: the parametric and non-
parametric statistical tests [8], [9]. Several statistical approaches
have been proposed as an answer to only using the statistical tests.
Those are the following [7], [15], [20] and [9].

3 EXPERIMENT
In this paper, we focused on analysing the L-SHADE algorithm on
a 7-nonseparable, 1-separable Shifted and Rotated Elliptic Function.
The main intention is to show how to set the control parameter for
L-SHADE for a larger dimension of the chosen benchmark function.

We made 100 independent runs for each chosen dimension
𝐷 = {5, 10, ..., 40} of the large-scale function. We applied the target-
approach with the optimal quality of solutions. The proposed ap-
proach𝐴𝑆3𝐷 requires that the given evolutionary algorithm reaches
the target in all runs, so that the hit ratio is 100%. We show how to
set/predict the control parameter/stopping condition maxFEs for
the dimension 𝐷 = 50 based on the model established from the
smaller dimensions. Then we will empirically validate the results
by running the L-SHADE for 𝐷 = 50 and comparing the empirical
and predicted values.

Firstly, we analysed the statistical distribution of 100 indepen-
dent runs of each dimension 𝐷 = {5, 10, ..., 40}. For this purpose,
we used the Shapiro Wilk’s statistical test, where the p-value needs
to be less than 0.005 (𝑝 < 0.005). We observed how many number
of function evaluations 𝑁𝐹𝐸𝑠 are needed that L-SHADE reaches
the set optimal solution in each of the independent runs. We show
that the statistical distribution is normal for each of the chosen
dimensions. The Fig. 1 depicts the normal distribution for the di-
mension 𝐷 = 10. Histogram can be a good visualization tool for
determining the statistical distribution of the given sample [11].

Normal distribution has two parameters: mean and standard
deviation, which are calculated as shown in Eq. (1) and Eq. (2).

𝑥 =
1
𝑛

(
𝑛∑︁
𝑖=1

𝑥𝑖

)
(1)

The 𝑥 in Eqs. (1) and (2) represents the NFEs. The 𝑛 represents the
sample size (number of independent runs), which is in this case
100.

Figure 1: The normal distribution for the dimension 𝐷 = 10.

𝜎 =

√︂
Σ(𝑥𝑖 − `)2

𝑛
(2)

To be able to predict the stopping condition/the control param-
eter for 𝐷 = 50, we need to establish the predictive model based
on the parameters of the statistical distribution. The parameters
follow a trend, in our case they follow a polynomial trend shown in
Eq. (3). The 𝑎, 𝑏, and 𝑐 are the real numbers. To be able to correctly
determine, which trend line is being followed by the data we use
the 𝑅2 value. This serves as a valuable indicator to determine the
optimal curve fit for the provided parameters [2]. If the 𝑅2 is close
to 1, this indicates a very good fit. In our case, 𝑅2 was 0.9931. In
Eq. (4) the predictive model for the parameter ` is established. The
established predictive model is shown in Fig. 2. Eq. (5) shows the
trend line fitted to the data and will be used for further calculations.

ysolver = a · x2 + b · x + c (3)
`L−SHADE (D) = 426.31 · D2 − 2382 · D + 24,716 (4)

The second parameter of the statistical distribution is the stan-
dard deviation (𝜎). We also established a predictive model for (𝜎)
following the same procedure for 𝐷 = {5, 10, ..., 40}. The predictive
model is shown in Eq. (5) and in Fig. 3.

𝜎L−SHADE (50) = 87 .774 · D2 − 2146.2 · D + 11,957 (5)

Firstly, we will predict ` and 𝜎 for the 𝐷 = 50. The calculations
are shown in Eqs. (6) and (7).

`L−SHADE (50) = 426.31 · 502 − 2382 · 50 + 24,716 = 971,391 (6)
𝜎L−SHADE (50) = 87 .774 · 502 − 2146.2 · 50 + 11,957 = 112,136 (7)

We predicted both parameters ` and 𝜎 . However, to determine
the stopping condition, we also need to know with what probability
do we want the optimal solutions to be reached. Here, we will need
the 𝑍 -score table [11], with which we can estimate the probability.
In our case, we are calculating the control parameter/stopping
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Figure 2: Prediction model for the mean (`) of 𝑁𝐹𝐸𝑠 for L-
SHADE on observed dimensions 𝐷 = {5, 10, ..., 40}. The 𝑅2 is
0.99.

Figure 3: Prediction model for the standard deviation (𝜎) of
𝑁𝐹𝐸𝑠 for L-SHADE on observed dimensions 𝐷 = {5, 10, ..., 40}.
The 𝑅2 is 0.98.

condition, so wewill use the Eq. (8). Wewant to predict the stopping
condition with 99% probability. For this purpose, we will use the
Z-score table and check what the value is for 99% probability. The
value at 99% probability is 3.1, so we will use this value for our
further calculations.

𝑍 =
𝑚𝑎𝑥𝐹𝐸𝑠 − `

𝜎
(8)

maxFEs(99%) = ` + 𝑍 · 𝜎 = 971,391 + 3.1 · 112,136 = 1,319,012
(9)

In Eq. (9), we show the prediction of the stopping condition/cont-
rol parametermaxFES. The stopping conditionmaxFES to reach the
optimal solutions with L-SHADE on the given benchmark function
and 99% probability is 1,356,045 maxFES.
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Figure 4: The comparison of the empirical and predicted
statistical distribution for 𝐷 = 50.

To empirically validate these results, we measured the hit ratio.
Hit ratio represents the relationship between the number of success-
ful runs and all runs. With a 99% hit ratio, we obtained 1,118,419
maxFEs. With this, we show the usefulness of the proposed ap-
proach. The gap between the empirical and predicted values is 15%.
We can apply this approach for any probability. For this purpose,
we also show predicted and empirical results for the probability
of 50%. The predicted and empiricalmaxFEs for the probability/hit
ratio 50% for 𝐷 = 50 are 971,391 and 877,252. The gap between the
empirical and predicted value is 10%. In our examples, it is evident
that the predicted values are higher than the empirical ones. This
shows that our predictive model is slightly pessimistic.

To show how well the predicted and empirical mean (`) of the
NFEs match, we will utilize another aspect of the 𝐴𝑆3𝐷 approach.
Since we predict the parameters of the statistical distribution, we
also predict the statistical distribution. In Fig. 4, we show how well
the predicted and empirical statistical distributions match.

This experiment indicates that the control parameter for L-SHADE
on the chosen benchmark function can be predicted by utilizing
the 𝐴𝑆3𝐷 approach. However, this approach also enables us to:

• Estimate the probability with which a (sub)-optimal solu-
tion can be reached according to the preset stopping condi-
tions.

• Analyze and compare the chosen evolutionary algorithms
and optimization problems.

Still, we need to take into the account some limitations of the
approach. Firstly, the hit ratio needs to be 100%. This means that
the algorithm reaches a given quality of solutions for each inde-
pendent run. Since the predictive model is established on smaller
dimension of the optimization problem and the prediction is made
for the larger dimensions, the chosen optimization problem needs
to be multidimensional. It can also occur that the parameters of the
statistical distribution do not follow any recognizable trend line.
This means that the prediction cannot be made.
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Overall, the control parameter/stopping condition can be set by
the proposed approach.

4 CONCLUSION
In conclusion, the control parameter maximum number of function
evaluations (maxFEs) holds a significant role in the optimization
process. It impacts the parameter population size of an evolutionary
algorithm and it serves as a stopping criteria. This paper focused on
setting the control parameter maxFEs for the L-SHADE algorithm
and selected Large-Scale benchmark function. Through the experi-
ment, we show that the recently proposed approach is appropriate
for predicting the control parameter of L-SHADE by establishing a
predictive model based on smaller dimensions of the chosen bench-
mark function. The stopping condition is predicted by considering
the 99% probability. The calculations were empirically validated
by comparing the empirical and predicted values of the control
parameter.

In conclusion, by using this approach, we not only set stopping
condition, but also provide probability with which the chosen qual-
ity of solution can be reached.
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ABSTRACT
Solving black-box large-scale global optimization problems presents
a significant challenge for conventional optimization algorithms. In
this article, we introduce a new cooperative co-evolution framework
and a modified component grouping algorithm. The new frame-
work employs a divide-and-conquer strategy based on the modified
component grouping algorithm. The modified component group-
ing algorithm breaks down a complex problem into manageable
groups. These smaller groups are then optimized efficiently using
an algorithm from the NiaPy framework. The proposed framework
is highly versatile, it is capable of utilizing various optimization and
component grouping algorithms. To assess its performance, we con-
ducted a comparative study against multiple algorithms. We used
fifteen benchmark functions from the CEC’2013 large-scale global
optimization benchmark. Our findings highlight the potential of
our framework in enhancing optimization algorithms’ effective-
ness when dealing with black-box large-scale global optimization
problems.

KEYWORDS
Large-scale global optimization, black-box optimization, CEC’2013
LSGO, component grouping, cooperative co-evolution

1 INTRODUCTION
In the field of optimization, we encounter intricate challenges, de-
manding inventive solutions for real-world issues. Four intercon-
nected domains stand out: 1) Black-Box (BB) optimization, 2) Large-
Scale Global Optimization (LSGO), 3) Cooperative Co-evolution
(CC) frameworks and 4) Component Grouping (CG) methods.

BB optimization deals with a hidden formulation of a fitness func-
tion, so it relies exclusively on evaluations of the fitness function,
for finding solutions. This mirrors complex real-world scenarios
where traditional methods have difficulties. LSGO tackles the com-
plexities of a problem that has a high number of components and
is very time-consuming to optimize. The high number of compo-
nents need to be optimized in search of a good solution to the
problem. LSGO problems can be found in fields like urban plan-
ning [2] and healthcare [10]. CG methods provide a crucial thread,
disentangling a complex problem with overlapping components.
Our goal is to combine the CG method within the CC framework
to effectively optimize the BB LSGO problems. We will use the
idea of recursive differential grouping as a CG method to generate
groups that represent sub-problems for easier problem-solving. The

proposed framework is implemented for the NiaPy optimization
framework [11], which includes many nature-inspired algorithms.
Our goal is to be able to use any optimization algorithm from that
framework within the proposed CC framework.

The rest of the paper is organized as follows:The related work on
used algorithms, CC and CG methods are introduced in Section 2.
Then, the proposed CC framework and modified CG algorithm
are described in Section 3. Experimental studies are presented in
Section 4. Finally, conclusions and future work are described in
Section 5.

2 RELATEDWORK
In the field of tackling BB optimization challenges, CC frameworks
have emerged as a powerful tool. In [7] authors used the combined
strengths of CC framework with genetic algorithm (GA) to navigate
the complexities inherent in such problems. The CCGA-1 algorithm
was developed and tested on known optimization functions, where
the number of components was set to 10 and 30. They showed that
the CCGA-1 algorithm was better than the original GA algorithm.

The CG method focuses on efficient problem decomposition
through problems’ components interaction understanding. An ef-
fective CG method minimizes inter-group and maximizes intra-
group interactions [12]. Two primary methods for detecting these
interactions are: 1) non-monotonicity [5] and 2) non-linearity [9]
detection.

Authors in [6] introduced a CC algorithm with a differential CG
method for LSGO, laying the foundation for integrating a differ-
ential CG method as a central mechanism in the CC framework.
They introduced the Differential Grouping algorithm, which uses
non-linearity components interaction detection. With automated
decomposition of the problem through CG, this pioneering ap-
proach set a precedent for subsequent research. They showed that
a near-optimal CG can significantly improve the solution quality
for the BB LSGO problems.

In [8] a recursive CG method for large-scale continuous opti-
mization was introduced, called the Recursive Differential Grouping
3 (RDG3) algorithm. The RDG3 algorithm uses non-linearity de-
tection to identify components interactions by detecting changes
in a fitness function when perturbing components. The RDG3 al-
gorithm showed that a recursive method can break down a com-
plex optimization problem into more manageable sub-problems,
without explicitly examining all pairwise components interactions.
Notably, the RDG3 algorithm reduces the CG time complexity of
=-dimensional problem to O(= log=). To validate the effectiveness
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of the RDG3 algorithm, a CC algorithm with the RDG3 algorithm
was used on CEC’2013 LSGO benchmark.

In summary, these works collectively illustrate the evolution of
CC algorithms. They showcase the role of the CG in addressing the
challenges of BB LSGO problems. Approaches like recursive CG,
adaptive parameter estimation and handling overlapping compo-
nents underline the versatility and effectiveness of the CC frame-
work. Therefore CC frameworks are highly desirable for optimizing
complex systems across various real-world applications.

3 METHODOLOGY
In this section, we describe our Group Contribution CC (GCCC)
framework and the Modified Recursive Differential Grouping 3
(MRDG3) algorithm.The advantage of the MRDG3 algorithm is that
it has fewer parameters than the RDG3 algorithm.The advantages of
the GCCC framework are as follows: 1) it can use any optimization
algorithm implemented in the Python programming language for
the NiaPy optimization framework, 2) it is capable of using any
CG method implemented in the Python programming language
for the NiaPy optimization framework and 3) based on previous
advantages it enables the rapid testing of new optimization and CG
algorithms within the GCCC framework.

3.1 Modified Recursive Differential Grouping 3
algorithm

The MRDG3 algorithm was implemented in the Python program-
ming language for the NiaPy optimization framework and is shown
in Algorithm 1. The MRDG3 algorithm has four input parame-
ters: 1) BB fitness function �, 2) lower bound of the search space
lb, 3) upper bound of the search space ub and 4) threshold value
n= . The function ℓ returns the number of components in a vector
or a set. MRDG3 starts by checking interactions with component
G1, recursively identifying interacting components with algorithm
Interact [8]. A threshold n= controls the group size for optimiza-
tion, which can be seen in line 6. When all interactions between
component G1 and the remaining components in set s are identi-
fied, MRDG3 continues with the first remaining component in set
s, what is seen in line 12. Finally, the MRDG3 outputs set b with
separable components and set a with non-separable component
groups, what is seen in line 16.

3.2 Group Contribution Cooperative
Co-evolution framework

As the CG method aims to decompose and divide the BB LSGO
problem into smaller subgroups for smarter optimization, this part
describes the GCCC framework. GCCC uses decomposition in-
formation for optimization algorithms a initialization, algorithms
populationX initialization, and for running a generation of an algo-
rithm. Our proposed GCCC framework’s pseudocode is shown in
Algorithm 2. GCCC was implemented in the Python programming
language for the NiaPy optimization framework.

The GCCC framework works as follows. First, groups of compo-
nents for independent optimizations are retrieved with the help of
the CG method, seen in line 1. In line 2, algorithms a and starting
populations X are initialized based on groups g. All algorithms a
initialize their initial population, which is used and updated by the

Input: �, lb, ub, n=
1 a, b, x1, s, xl,l, ~;,; ← [], [], [1], [1], lb, � (lb) ;
2 x2 ← [for 8 = 2 to ℓ(lb) do 8];
3 while s not empty do
4 s← [];
5 x∗1 ← Interact(�, lb, ub, x1, x2, xl,l, ~;,; , s);
6 if ℓ(x∗1) < n= and ℓ(x∗1) ≠ ℓ(x1) then
7 x1, x2 = x∗1, s;
8 if ℓ(s) = 0 then Append(b, x1) and break;
9 else
10 if ℓ(x∗1) = 1 then Append(a, x∗1) else Append(b, x∗1);
11 if ℓ(s) > 1 then
12 x1 ← [s[0]];
13 Delete(s, s[0]);
14 x2 ← s;
15 else if ℓ(s) = 1 then Append(a, x1) and break;

16 return a, b;

Algorithm 1: Modified Recursive Differential Group-
ing 3 (MRDG3) algorithm.

Input: �, lb, ub, n=
1 g← MRDG3(�, ub, lb, n=); // Algorithm 1

2 a, X ← [foreach 6 in g do Initialize algorithm 0 with starting
population based on group 6];

3 X∗ ← Get best individuals from initialized populations X for each
algorithm based on fitness values;

4 x∗ ← Get best individual from X∗ based on fitness values;
5 while ¬ stopping condition meet do
6 for 8 = 1 to ℓ(a) do
7 X[8 ], x∗l ← RunGeneration(a[8 ], X[8 ], �, ub, lb);
8 if � (x∗l ) < � (X∗ [8 ] ) then
9 X∗ [8 ] ← x∗l ;

10 if � (x∗l ) < � (x∗ ) then x∗ ← x∗l ;

11 if Any group found new local best individual then
12 foreach 6 in g do x∗n [6] ← X∗ [6];
13 if � (x∗n ) < � (x∗ ) then x∗ = x∗n;

14 return x∗, � (x∗ ) ;

Algorithm 2: Group Contribution Cooperative Co-
evolution (GCCC) framework.

algorithms a during the execution of one generation of the algo-
rithm. In line 3 for each initialized population local best individual
is found so that every algorithm has it’s own local best individual.
Then global best individual is found from all the local best individ-
uals. Search for global best is faster because we are using only a
small part of all individuals, which is depicted in line 4.

Our main novelty of the GCCC framework is seen when the
optimization stage begins in line 5. In line 7, we perform only
one generation of the algorithm 0. After the algorithm 0 ends a
generation, a new population for the algorithm 0 is returned with
the new local best individual x∗l . Line 10 checks if the new local
best individual is the new global best individual and updates the
global best individual if that is true. After all algorithms in a finish
their own generation, line 11 checks if the new individual has to
be constructed. If so, the new individual is composed of all local
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Figure 1: Components grouping and individual construction
for Equation 1.

best individuals X∗ components values, which is seen in line 12.
Line 13 updates the global best individual if the composed individual
is better than the current global best individual. After the GCCC
returns to line 5 and starts the new iteration of the algorithm and
conducts previous steps until the stopping condition is not achieved.

To demonstrate how the GCCC constructs the individuals of
optimization algorithms and how it evaluates an individual, let’s
take the optimization problem formulated as:

5 (x) = G21 + (G2 − G3)2 + (G3 − G4)2 + (G5 + G6)2 + G7 . (1)

We will optimize Equation 1 as a BB problem with a lower bound
equal to −1 and an upper bound equal to 1 for all seven components.
First, the GCCC decomposes the problem into four groups and then
joins separable components into one group. So after the decompo-
sition stage, we have three groups. This is depicted in Figure 1. In
the initialization stage, three algorithms are initialized with initial
populations. Each algorithm in a initialized individuals with the
length of one individual equal to the number of components in a
group that the algorithm is going to optimize. When the algorithm
0 in a runs one generation of the optimization algorithm, fitness
function �, fills the missing components with the lower bound of
the search space. In this example, for the first algorithm, which is
optimizing group containing components G1 and G7, components
G2, G3, G4, G5 and G6 are filled with value −1. In line 12 the GCCC
constructs an individual x∗n that has all seven components filled. So
when evaluating an individual x∗n at line 13, there is no need to fill
any components.

4 EXPERIMENT
In this section, the results of the GCCC framework with two dif-
ferent optimization algorithms from the NiaPy framework are pre-
sented. Test functions were taken from the CEC’2013 LSGO bench-
mark competition [3] and are implemented in the C++ program-
ming language. Python code of the performed experiments in this
work is available via a connection1. For comparison, we used algo-
rithms PSO [1] and SCA [4], which are implemented in the NiaPy
framework. Algorithms’ parameters are presented in Table 1 and
were set based on experimental results on test functions that are
part of the NiaPy framework.

In Table 2, the obtained results of CG for each test function in
the CEC’2013 LSGO benchmark are shown. The results show that
1https://github.com/kb2623/scores23

Table 1: Algorithms’ parameters for conducted experiment.

Algorithm Parameter values

MRDG3 n= = 50
SCA np = 25, 0 = 3, Amin = 0, Amax = 2

PSO np = 25, 21 = 2, 22 = 2, F = 0.7,
Emin = −1.5, Emax = 1.5

Table 2: Results of the CG for the MRDG3 algorithm on the
CEC’2013 LSGO benchmark functions.

Number of
groups

Number of
separable components

Number of
evaluations

51 1 0 5992
52 0 1000 2998
53 2 1 5987
54 1 0 5992
55 6 800 8287
56 5 750 8569
57 1 0 5992
58 1 0 5992
59 1 0 5992
510 21 151 19357
511 1 0 5992
512 1 0 5992
513 1 0 5992
514 1 0 5992
515 1 0 5992

the number of evaluations is fairly small. MRDG3 does not need
=2 number of evaluations to decompose a BB problem, where =
represents the number of components and for the CEC’2013 LSGO
benchmark = = 1000. For fully separable functions, only 52 is 100%
correct. The result of decomposition on function 54 is missing seven
groups. MRDG3 has incorrect results on function 510 because this
function has no separable sub-components. CG results for functions
514, 513 and 512 are 100% correct, because functions have overlapping
sub-components. The result of decomposition for the function 515
is 100% correct because that function is fully non-separable.

For each function from the CEC’2013 LSGO benchmark, we per-
formed 50 runs for each algorithm. Results are shown in Table 3
where we reported three values for each benchmark function. The
top value in each cell represents the minimum, the middle value
is the median and the bottom value is the standard deviation. Un-
derlined values represent better results when comparing the basic
algorithm to its CC-based algorithm. For each of the algorithms
used with the GCCC framework, we added a sign that indicates if
the GCCC framework is better (+), similar (∼), or worse (−). This
assumption was made based on the Wilcoxon signed-rank test from
SciPy2. We used U = 0.05 for detecting statistical differences. The
only similarity we detected was between algorithm SCA and SCA-
GCCC on function 59. From the last row in Table 3, we can see that
SCA-GCCC compared to SCA is better on eleven functions, worse
on three functions, and one function had a similar result. When
comparing PSO-GCCC to PSO, we detected that PSO-GCCC was
better on twelve functions, and on three functions was worse than
PSO.

2https://scipy.org/
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Table 3: Algorithms results for the CEC’2013 LSGO bench-
mark.

SCA SCA-GCCC PSO PSO-GCCC

51

3.2116e+11
3.5997e+11
1.7041e+10

2.0983e+11
2.0983e+11
6.1654e-05

+
2.2449e+11
2.5767e+11
1.4521e+10

1.8236e+11
2.0881e+11
4.4700e+09

+

52

1.0988e+05
1.1765e+05
4.0256e+03

4.7598e+04
4.7598e+04
7.3498e-12

+
1.8498e+04
2.0399e+04
9.9743e+02

2.0991e+04
2.4994e+04
1.7148e+03

−

53

2.1625e+01
2.1660e+01
1.0164e-02

2.1625e+01
2.1659e+01
1.0796e-02

+
2.1540e+01
2.1565e+01
1.4204e-02

2.1514e+01
2.1559e+01
1.8726e-02

+

54

6.7784e+12
3.0918e+13
9.6588e+12

1.4182e+13
3.4167e+13
1.1140e+13

−
4.5338e+12
7.5541e+12
1.2660e+12

4.1230e+12
6.9831e+12
1.6166e+12

+

55

5.4753e+07
7.0849e+07
5.2834e+06

4.8419e+07
4.8419e+07
0.0000e+00

+
5.5953e+06
8.9464e+06
1.9627e+06

5.1143e+06
8.2784e+06
1.7852e+06

+

56

1.0688e+06
1.0717e+06
1.8314e+03

1.0688e+06
1.0704e+06
6.2956e+02

+
1.0530e+06
1.0587e+06
1.8514e+03

1.0518e+06
1.0594e+06
2.4651e+03

−

57

5.3201e+14
8.3849e+15
6.1855e+15

9.9382e+14
9.9382e+14
0.0000e+00

+
1.5502e+14
4.3684e+14
2.3930e+14

1.0261e+14
3.4803e+14
1.8312e+14

+

58

9.6025e+17
1.8327e+18
5.9387e+17

9.6025e+17
1.9011e+18
5.6790e+17

−
1.5852e+17
3.6707e+17
1.0251e+17

1.0169e+17
3.0508e+17
8.8785e+16

+

59

4.0665e+09
5.7516e+09
7.2037e+08

4.0665e+09
5.6652e+09
5.1872e+08

∼
4.6629e+08
6.8898e+08
1.3255e+08

5.0571e+08
7.7170e+08
1.4362e+08

−

510

9.4583e+07
9.6401e+07
4.8204e+05

9.4583e+07
9.5732e+07
1.8366e+05

+
9.2361e+07
9.3658e+07
4.2994e+05

9.2574e+07
9.4114e+07
4.4469e+05

−

511

6.3357e+16
6.4911e+17
4.4896e+17

6.3357e+16
1.0331e+17
6.2676e+15

+
1.0835e+16
3.7431e+16
1.5817e+16

8.1720e+15
3.5241e+16
2.1938e+16

+

512

7.8795e+12
8.3439e+12
2.1357e+11

1.7039e+12
1.7039e+12
0.0000e+00

+
5.4019e+12
6.1512e+12
2.8899e+11

1.7039e+12
1.7039e+12
0.0000e+00

+

513

5.0621e+16
7.5321e+17
4.7974e+17

6.3339e+16
9.4042e+16
5.2137e+15

+
1.1161e+16
3.8680e+16
1.7411e+16

1.0884e+16
3.1150e+16
1.3835e+16

+

514

9.3147e+16
1.0716e+18
7.2936e+17

9.3147e+16
1.1121e+18
7.6183e+17

−
1.2127e+16
6.5235e+16
3.2750e+16

2.1257e+16
5.3469e+16
2.3430e+16

+

515

1.4057e+17
7.7989e+17
3.1321e+17

5.6572e+11
5.6572e+11
0.0000e+00

+
3.7352e+16
6.9690e+16
2.1668e+16

5.6572e+11
5.6572e+11
0.0000e+00

+

Overall +/∼ /−: 11/1/3 12/0/3

5 CONCLUSIONS
We tackled the BB LSGO problems with overlapping components
from the CEC’2013 LSGO benchmark suit, using a divide-and-
conquer method. We used the GCCC framework, that we imple-
mented in the Python programming language for the NiaPy opti-
mization framework. We demonstrate that the GCCC can be used
with many existing algorithms from the same optimization frame-
work. For the decomposition of overlapping problems, we used

the MRDG3 algorithm, that we implemented in the Python pro-
gramming language for the NiaPy optimization framework. To
systemically evaluate the efficacy of our CC algorithm, we used
multiple algorithms and tested them on the CEC’2013 LSGO bench-
mark which consists of fifteen test functions. Experimental results
showed that the GCCC framework facilitated problem-solving, and
outperformed its base versions of used algorithms on some of the
test functions.

For the feature work, we suggest designing more benchmark
problems with a more flexible variable interaction structure and
richer sources of overlap. Developing a CC framework that has an
option of sharing the same population between all algorithms that
are working cooperatively in solving BB LSGO problems.
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ABSTRACT
Mobile applications utilize their own mechanism of storing data on
a local mobile device. One interesting instant messaging platform
that provides a mobile client is Telegram. In this paper, we focus
on some of the research [5] done on the matter of how Telegram
encodes and stores data. We present results of a forensic analysis
made on two devices that used the application.
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1 INTRODUCTION
Telegram is a cloud based messaging service. It was first released
for Android in 2010 and by now works on every major operating
system. By far the most usage represents Android, as 85% of all
the users use this OS. It supports different communication options,
such as so-called normal chats, secret chats, video calling, chat
rooms, etc. Normal chats do not support end-to-end encryption,
but instead use an internal protocol MTProto that encrypts data
on Telegram’s servers. For end-to-end encryption, the secret chat
method is mostly used.

As claimed by Telegram in June of 2022, they were one of the
top 5 downloaded apps of that year with more than 700 million
monthly users. This is why research is crucially needed to catch
any potential flaw that could be exploited in a malicious manner.

In our article, the following will be presented: the background
section (2), where we will go into details of Telegram Messenger
and how the app stores data, then we will present some related
work (section 3). The follows a review of how the authors of the
discussed article prepared for the investigation (subsection 4.1) and
analysis (subsection 4.2). We will show forensic tools useful for
research (section 5) and discuss methods utilized in the reference
article (section 6).

2 BACKGROUND
2.1 Database
To understand the behavior of the app’s storage, we need to go into
details about how it handles the database. The examined application
version was 7.9.3, released in August, 2021. Telegram Messenger
client stores data with SQLite. This database’s method of storing
is using a Write-Ahead log file (WAL) with a checkpoint of 1000
pages (a database in SQLite is divided into pages, each of size at
least 512 bytes). Using the WAL file is a method of ensuring that
data doesn’t get lost. Before anything is written to a database, it
is first logged. This ensures that any transaction can be repeated

if some failure appears. The checkpoint of 1000 pages notes that
all data before it reaches that point has been written to disk. In
case of a crash, the recovery procedure would include finding the
checkpoint and recovering anything until reaching the checkpoint.
Meanwhile the main database is left intact and changed after that
point has been reached. This means that recently deleted data can
be found in the WAL file, but not in the main database file.

2.2 Telegram Data Structure
While Telegram stores some local data in clear text, such as the name
of the sender/recipient, more volatile data is stored into complex
data structures that appear in a binary serialized form. Fields in
the structure are stored as a sequence of bytes, where they appear
in specific positions. Retrieving information from such a structure
demands first to deserialize it and then decode each useful field. The
main problem is that only for a limited set of such structures, the
structure and serialization scheme is known. The exact decoding
scheme is not made public by the brand, which is why the process
of figuring out the correct structure is left to the community. The
structures are constantly redefined or removed after new features
are released, which makes it harder to maintain tools that decode
all the different variations.
Since a part of the application is open source, Anglano et al. [2]
performed a source code analysis to identify all the different data
structures used by the app as well as to reconstruct the structure
and serialization schemes. The cited article named these structures
Telegram Data Structures or TDSs. We will take a look at TDSs later
in the analysis.

3 RELATEDWORK
Although many different tools and solutions were used in this
paper, individual use cases, justifications for the choices of tools
and procedural workflows were not documented in detail. The
related work section helps to explain some of those uncertainties
as it lists works that depict guidelines, techniques, protocols, and
standardized procedures in the field of mobile forensics, records
retrieval, and data carving. They also credit works explaining (then
relevant) Telegram’s folder and database structure and the possible
forensic analysis approaches, as well as works on similar messaging
applications.

Some articles have already dealt with TDSs on other platforms.
One instance is a paper, written by Gregoio et al. [3], which deals
with and investigates the app on aWindows phone. The importance
of forensic analysis has also been introduced on other messaging
platforms such as WhatsApp [1] and WeChat [6].
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As it was mentioned in the paper, with each version of Telegram
released, the structure of its database, data structures, objects and, in
general, the way data is handled and processed by the app, change
as a result of added or removed features. This means that most, if
not all, of the previously designed protocols and tools will have
reduced success rates of analyzing the data. There has however
been some previous research on the SQLite structures for data
carving [4].

Despite the app’s rapidly changing internal structure, older tools,
documentation and works remain relevant due to the cross valida-
tion of the results which has proven itself to be essential. Using a
plethora of tools and various versions of the same tools could yield
significantly better results.

4 METHODOLOGY
4.1 Preparation and collection
To prepare for an examination and analysis and get a sense of
how deleted records are handled by the application using different
forensic tools, an investigative environment was first established.
Two Android phones were examined: an LG G6 with Android 9
and Samsung A50 with Android 11. Both phones had a SIM card
activated and Telegram Messenger client installed. Root access was
gained on both devices in order to collect data used by the app. All
data on the two phones that was unrelated to the observed app was
deleted. This allowed the researchers to focus on relevant data only.

After finishing with the experimental setup, messages were ex-
changed between the clients. The preparation for the analysis in-
cluded the exchange of media files, such as images and videos. All
of the media were later deleted both from the app and the trash bin
folder. In total, around 2200 messages were exchanged during this
process [5].

The research focused on retrieving data in different scenarios.
Criteria included (1) elapsed time since the device had been acquired,
(2) whether the device is powered on, off or in airplane mode and
the state of the application (3), i.e. if messages are created or deleted.
As many different conditions were tested, several images of the
devices were produced. For instance, in one of the images acquired,
the phone was powered off and the researchers gained data from
that state. By comparing different criteria, some potential real world
scenarios were simulated.

4.2 Examination and analysis
As part of the forensic analysis, some open source and commercial
forensic tools were used. This includes software for SQLite analysis
and image acquisition software. We will discuss other tools later in
the article.

There are a few forensically relevant data sources on the device.
Firstly, the main local database, named cache4.db. In one of the
scenarios, the size of cache4.db was 1336 kB, while the related WAL
file had the size of 4475 kB. This is a consequence of using the
Write-Ahead log. The local database included 52 tables, containing
user data, messages, contacts and phone numbers. There is also
a user configuration file that stores details of the account on the
device, profile photos of user’s contacts and also copies of files
the user interacted with. The latter is stored in the media folder.
From the normal chat messages table, several table entries could

be read in clear text, such as the name of sender/receiver, date
sent, the message status and direction. Info and body entries of this
table were in the form of the Telegram Data Structure, which as
previously defined, is in a binary form. Using forensic tools, some
data was queried and the initial conclusions were:

• The same message may appear in the WAL file several
times.

• The Auto-delete feature of Telegram, that removes mes-
sages after a certain period, did not affect the ability to
recover messages.

• The body of messages is in a TDS form and not easily in-
terpreted.

Experiments concluded that while different states of the device
result in the cache4.db and WAL file changes, they do not alter
the data inside of the messages table. For instance, when a phone
has a network connection, both files might be altered after a short
amount of time. They will remain in the same state if a phone is
in airplane mode or the SIM card is removed. While cache4.db and
the WAL file change very frequently, the messages tables inside
doesn’t. The researchers then observed events when the messages
table was modified, and this happened when:

• a message was created, even if not successfully sent
• a message was received
• a message was opened
• a message was deleted

Hex editor was used to retrieve information. Now let’s describe
some other observations. Firstly, there was more storage needed to
record an event when an outgoing message appeared compared to
an incoming message.
Secondly, the main database file does not have the auto vacuum
feature enabled which keeps the file size at the minimum. This po-
tentially means that some of the deleted records might be retrieved.
This was tested by the examiners on both devices. They deleted
hundreds of records and attempted to recover them. Immediately
after deletion, most of the messages were recoverable, but after new
messages were created, all the deleted messages were not recover-
able anymore. This was verified in the database file and the WAL
file using a hex editor. Records are also not recoverable after the
user has logged out.
Here, we can also make an observation with the WAL file. Since
the file makes a commit to the database after a 1000 pages have
been reached, a lot of data can be restored for a while if the commit
doesn’t occur for a longer period of time. In this sense, deleted
records may be retrievable for a while, but here an element of luck
is involved.
After deletion of media files that were used in any message ex-
change, some artifacts were still available on both the devices. This
was observed by first deleting pictures and by comparing their
artifacts with the records in cache4.db.

Lastly, we can ask ourselves and observe when records are not
available anymore. This is the case on two occasions:

• when a user logs out and the database is deleted
• when the local database is deleted in the settings menu
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5 TOOLS
Tools used for this research can be split into forensic and non-
forensic tools. Non-forensic tools were used mainly for preparing
thewhite box environment for the experiment, screen capturing and
monitoring purposes. On the other hand, forensic tools were used
mainly for extraction and analysis of both devices and Telegram
app data.

5.1 Non-forensic tools
Among the non-forensic tools used for setting up the devicesMagisk
Manager was used for rooting and Team Win Recovery Project -
TWRP for creating a custom recovery menu. In addition to the third-
party solutions, an inbuilt android feature was used for creating
additional user on each of the two devices. Dual apps or Dual
messenger are features of contemporary Android devices which
enable creating a virtual copy of an app that can then be used with a
separate account as an independent user with their own file system,
databases and permissions.

5.2 Forensic tools
A total of 26 tools were used, of which 13 were commercial use
tools, 9 either open source or free and 4 were commercial tools with
some form of a free version. As it was previously mentioned, the
version of the tool used often significantly impacted the quality of
the obtained results. Which is why in addition to exploring different
software solutions, a combined use of multiple versions of the same
tools was utilized.

All of the tools used were categorized according to their use case
into forensic analysis, SQLite analysis and image acquisition tools.
But not all tools were equally successful. Due to the rapid changes
to the Telegram Data Structure, most tools were not up to date with
the latest changes and could not decode any data. Some tools were
successful, but not in all cases, some could successfully decode only
the normal chat messages while some worked only with the secret
messages. As the changes in the TDS are unlikely to backtrack,
newer versions of forensic tools had higher success rates as they
were more compatible with the latest TDS encoding. Examples of
the above mentioned cases are Cellebrite UFED Physical Analyzer
7.50, Oxygen Forensics 14.1, and AXIOM v5.7 and v6.0.

Cellebrite UFED Physical Analyzer is a commercial tool used
for uncovering digital evidence, trace events, and examine digital
data. It allows for import and decoding of a specific application
through its selective decoding, and it speeds up many aspects of
the investigation including automatized report generation. Despite
all the quality of life features, in this case, it was able to decode
only normal messages.

Oxygen Forensics tools used in this research are marketed as all-
in-one solutions for extraction, decoding, and analysis of both data
and artifacts for both computer and mobile forensic investigations.
Although convenient, these tools were able to decode only the
secret messages.

When it came to AXIOM, built for remote acquisitions, collection
and evidence analysis from different sources including mobile de-
vices, the older version could not decode any data while the newer
could decode only normal messages.

On the other hand, tools on which the researchers had relied the
most were SQLite Analysis tools. Especially tools for inspecting,
querying, carving and parsing the database. Although these tools
also followed the trend of newer versions yielding better results.

6 DISCUSSION
This attempt to retrieve the telegram data can’t be considered as
nothing but a proof of concept and even that done in extreme
laboratory conditions.While the article uses some novel approaches
to retrieve stored data and does achieve some success. We must
raise some questions about the methodology and the fine result of
retrieving the data. We can generally split our questions into two
categories. The first categories deal with the methodology of the
used device and acquired data. The second category deals with the
final results and readability of said data.

We first must raise questions about the devices used. The team
decided to use two completely wiped devices on which the first
installed a custom recovery menu and gained root access. Secondly,
they installed the same version of the telegram app, a version which
is now discontinued. Lastly, while the team did simulate conversa-
tion with the telegram app no other application was running on
the devices prior, during or after communications.

It is true that the article itself freely admits that the device setup
wasn’t forensically sound but more of a whitebox proof of concept.
And yet even after this question arise if the test wasn’t done in too
many perfect conditions and if such results even carry any weight
in real world practice.

Let’s begin with the devices themselves. The rationale for not
using other applications to reduce during the test is sound but in
our opinion flawed. Multiple times the data was retrieved only
because the team was able to identify changes after the messages
were exchanged, in addition the article states that the data is in
certain instances volatile and can be lost if the changes occur on the
operating device. It is true the team did test three different changes
such as turning the device on and off that did not change the data.
But the same test did show that actions inside the applications
lead to such change. The question arises if the running of similar
applications at the same time could lead to trigger such changes.
In this vein of questioning is the decision to use just a limited
amount of accounts while we understand that because of limited
time and money for any such research smaller sample sizes must be
used. During the research, the team has shown that a message from
any source using the telegram application will modify the already
stored data. That means that an average user’s message would be
much harder to retrieve especially if the user is an active user of
the application.

While the usage of the same version of the application is ideal,
this is a likely event for users which use the application regularly
so we don’t see much problem with this approach even if it is a
little idealistic. Another problem with the usage of this version of
application is the fast change rate for the application. As many
application telegram changes quickly and frequently this means
that approaches that work on one version may not work on newer
versions.

And lastly gaining root access in advance and installing custom
recovery software before installing the telegram application is a
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problem in the methodology. As we can’t be sure how gaining root
access or installing the recovery menu, could change the data we
are trying to access but this could be mitigated through a usage
of multiple copies used in any forensic investigation even if it is
extremely time consuming.

Gaining root access may also raise extra problems regarding
who and why it is being done. Gaining access during a lawful police
investigation with proper warrants is no concern, but gaining root
access by a private individual for other purposes may be illegal and
subject to punitive actions from local authorities.Meaning that any
method that requires such access can’t always be used reliably in
all circumstances.

The other major category of the question raised is pertaining
to the results themselves. They have had moderate success in re-
trieving different data from the telegram application, they freely
admit that they have much greater success with text messages in
comparison to the pictures. But the thing one must question is if the
success from retrieving text data shouldn’t be classified more as a
partial or limited success. The problem which is already mentioned
in the articles is the format of encoding used in telegram text data.
While the team was on multiple occasions able to retrieve the raw
data they couldn’t read large or even in some cases whole portions
of retrieved data as data was parsed inside the TDSs structure. One
must then ask themselves if retrieved data that can’t be decoded in
reasonable timeframes can’t even be considered retrieved or must
it at most be just used as proof of communication between par-
ties. The whole question of usability of the retrieved data does not
only rests with the team conducting the research as the research
has shown that most modern and available current forensic tools
aren’t capable of decrypting the data. In the future, if better tools
for decrypting the retrieved data are developed, such a method for
retrieval may be used for more than just proof of communication.

7 CONCLUSION
We find that the article has a straight forward goal, clear methodol-
ogy and a concise plan for proving its findings. In the article, the
team thoroughly presents the Telegram applications, the methodol-
ogy they used, their process and their results.

Conclusions regarding volatility of cache4.db database and the
Write-Ahead log file alongwith the data collected from other articles
on Telegram could be used in further investigations. In conclusion,
we believe this article is an important first step at looking into
retrieving the deleted records from the Telegram Messenger client.
Further analysis would be needed in regards to discovering possible
vulnerabilities of the application as too many tradeoffs and ideal
conditions were used in the primary research for this article.
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ABSTRACT
In this work, we present a speech recognition system using con-
volutional neural networks that are able to differentiate between
four different Slovenian command words: naprej, nazaj, levo, desno.
In neural network training, we intentionally limited ourselves to
only 20 audio recordings per command word from a single speaker.
We used transfer learning in conjunction with audio augmentation
on a pre-trained model that we previously trained on 10 differ-
ent English words with a total of about 25000 recordings from
the Google Speech Commands Dataset v0.01. Using the transfer
learning approach, we achieved highly accurate results on the test
set with an accuracy of 0.988. Additionally, we demonstrate the
soundness of our approach by comparing the results with those
obtained when training an empty model from scratch, observing a
substantial difference in results.

KEYWORDS
Speech recognition, transfer learning, human-computer interaction

1 INTRODUCTION
Speech recognition is an important interdisciplinary field that is
present at every step of our everyday lives. It is used in home au-
tomatization with virtual assistants, in the transcription of medical
documentation, in smart telephone answering machines, in the
automatic generation of subtitles for deaf and hard of hearing, and
in the speech controlled assistive technologies for disabled people.

Speech recognition technology goes back to the 50s of the pre-
vious century [5] when Bell Laboratories developed a system that
was able to recognize spoken digits for a single speaker. We can
generally differentiate between continuous speech recognition and
isolated-word speech recognition, where the latter task is concerned
with the recognition of a single word at a time. Today the technol-
ogy in use for continuous speech recognition is mostly based on
deep neural networks, convolutional neural networks (CNNs), and
statistical models such as the Hidden Markov Model [1].

In our work, we focus on isolated-word speech recognition using
CNNs, which means we recognize a single word in isolation. When
building customized speech-controlled systems, such as an assis-
tive technology solution for a specific person with special needs,
we may be faced with limited availability of training data for our
speech recognition system. This is especially true for the Slove-
nian language, where, to the best of our knowledge, doesn’t exist
a large database containing recordings of short command words.
We address this issue in our work, by limiting ourselves to only

20 recordings per command word from a single speaker, and then
use transfer learning and data augmentation techniques to develop
a highly accurate speaker-dependent Slovenian command word
speech recognition system.

The first step we take to develop such a system is to build a
base model using large amounts of one-second-long recordings
(about a total of 25000 recordings) using the Speech Commands
Dataset v0.01 by Google [7]. We then use the technique of transfer
learning on this model, by freezing all neural network layers except
for the layers in last 5 blocks (corresponding to 14 out of a total
of 27 layers) and then training those top layers using the limited
data that we have. We demonstrate that using such an approach
yields very favorable results and allows the model to generalize
much better to the test data.

2 RELATEDWORK
In the related work [6] on which we build upon and extend it us-
ing the idea of transfer learning, the authors used a deep learning
approach for isolated-word speech recognition using CNNs. The
authors recognized 10 different keywords such as “left”, “right”,
“on”, “off”. They compared different approaches of neural network
training: In the first approach they used raw audio data in con-
junction with 1D CNN, whereas in the other two approaches they
used Mel-spectrograms and Mel-frequency cepstral coefficients
(MFCCs) as features that were input into a 2D CNN, where the
latter approach yielded the best results (accuracy of 0.9619).

In [2], the authors used transfer learning for an automated speech
recognition task, adapting aWav2Letter CNN. They used an English
base model to train a German model that outperformed the German
baseline model trained from scratch. This can be especially helpful
when limited amounts of training data and limited GPU memory
are available; in addition, the training time is significantly reduced,
and the final model accuracy is much higher.

In [3] the authors worked on a problem of keyword detection
(similar to “Ok Google” detection in Google Assistant) where they
compared three approaches: neural network with one hidden layer
(a so-called “vanilla” neural network), a deep neural network with
three hidden layers, and a CNN. The first approach is very fast,
but such oversimplified network architecture did not yield optimal
results; using the second approach the authors obtained an accuracy
of 0.719, whereas using CNN yielded an accuracy of 0.945.

In [4] the authors worked on a task of large-vocabulary continu-
ous speech recognition. Using raw audio signals, the authors trained
a CNN to extract features (using convolutional filters) of basic word

Proc. of the 9th Student Computing Research Symposium (SCORES’23), Koper, Slovenia, October 5, 2023

DOI: https://doi.org/10.26493/scores23.04

43

https://doi.org/10.26493/scores23.04


Blaž Kovačič and Borko Bošković

units - phonemes. They relayed the output of the CNN to the next
part of the neural network containing linear units that returned
conditional probabilities of phonemes for each frame of speech
recording. The authors then decoded this sequence of phonemes
using a hidden Markov model into final words.

3 EXPERIMENTAL SETUP
3.1 Environment
We performed the experiment on Windows 11 using the GeForce
RTX 3070 GPU with 8GB VRAM and central processing unit AMD
Ryzen 7 5800H, 3.20GHz. We installed the TensorFlow 2.10 package
for Python and executed code on WSL2 Ubuntu (Windows Subsys-
tem for Linux). We used librosa library to obtain MFCC features,
and audiomentations library for audio data augmentation.

3.2 Base model design
In the first part of the experiment, we build upon the work of
Soliman, et. al. [6]. We use the Speech Commands Dataset v0.01
which contains one-second-long recordings of short English words
such as “Happy” or “Marvin”. For each word class there are a total
of about 2500 recordings from various speakers. Just as authors
in [6], we limit ourselves to the following 10 word classes: “yes”
(2377), “no” (2375), “up” (2375), “down” (2359), “left” (2353), “right”
(2367), “on” (2367), “off” (2357), “go” (2372) and “stop” (2380). In
addition to these classes, we include the class for “Silence” (6 × 60𝑠
split into 360 one-second-long recordings) and “Other”. The class
“Silence” includes recordings of environmental noise, whereas the
class “Other” contains 1000 one-second-long recordings of words
from 10 classes other than those we trained it upon, such as “Happy”
or “nine”; we used 100 recordings for each of 10 out-of-vocabulary
classes. In the implementation, we use the 2D CNN architecture
from [6] which is shown in Table 1. We sample the audio using
a 16 kHz sampling frequency. We first put each audio recording
through a pre-processing phase where we use a pre-emphasis high-
pass filter to put more emphasis on higher frequencies of the audio,
after which we z-normalize the audio by subtracting the mean
and dividing each audio sample by the standard deviation. We
then proceed with feature extraction where we use Mel-frequency
cepstral coefficients (MFCCs) as features. For each time window,
we extract 40 MFCC coefficients from the audio, using a window
length of 25 ms and a hop length of 10 ms. The resulting CNN input
shape is (40, 101, 1). We split data into training, validation and test
sets using the ratios of 70:10:20. The neural network was trained in
200 epochs with a batch size of 64.

3.3 Transfer learning approach
We recorded and classified one-second-long audio recordings into
five classes that correspond to command words spoken in Slovenian
language, namely: “naprej” (forward), “nazaj” (backward), “levo”
(left), “desno” (right), and Silence class. The Silence class is composed
of one-second-long recordings of environmental noise.

By design, we limited our training and validation data to 20
unique recordings per class, recorded with a smartphone for a sin-
gle speaker. Additionally, we expanded the training and validation
data (but not the test data) using audio augmentation technique,
generating 100 additional recordings for each class. We used the

Block Layer Type Units Kernel Size
1 Conv2D, BN, DO 32 (3, 3)
2 Conv2D, BN, MP, DO 32 (3, 3)
3 Conv2D, BN, DO 64 (3, 3)
4 Conv2D, BN, DO 64 (3, 3)
5 Conv2D, BN, MP, DO 64 (3, 3)
6 Conv2D, BN, DO 128 (3, 3)
7 Conv2D, BN, MP, DO 128 (3, 3)

8 Flatten - -
Dense 1000 -

9 Dense L2 (Softmax) -
Table 1: Base model CNN architecture based on [6], where
Conv2D corresponds to 2D convolutional layer, BN is Batch
Normalization layer, MP is the Max Pooling 2D layer, and
DO is 0.5 Dropout layer

audiomentations Python library to augment the recordings, vary-
ing the pitch by −2 to +2 semitones with a probability of 0.5, time
stretching the audio by a rate between 0.8 and 1.25 with a probabil-
ity of 0.5, and shifting the audio recordings by a fraction between
−0.3 and 0.3 with a probability of 0.5. We split the resulting 120
recordings per class in ratio 85:15 among training and validation
sets (giving us 102 samples/class in the training set, and 18 sam-
ples/class in the validation set).

The test data was recorded by the same speaker, but from a laptop
microphone and at a different distance. In addition, the test data
contains unique (not augmented) recordings, namely 100 unique
recordings per class, each containing a range of natural variations
in pitch and speed of pronunciation, which was done to obtain a
sure estimate of model accuracy.

We then used the pre-trained base model and replaced the last
softmax layer with a new one (for our 4+1 classes), and froze all
layers in blocks 1-4 (see Table 1), training only layers from last 5
blocks (layers fromConv2D 64 toDense 5 Softmax).We decided upon
training exactly 5 blocks empirically, as much fewer or much more
than that had a negative affect on accuracy. In our experimental
results, we demonstrate the significant difference that this approach
makes in comparison to training all layers of a pre-trained model,
as well as in comparison to model training from scratch.

For training, we used the Adam optimizer with a learning rate
of 1e-3, batch size of 64, an early stopping callback with patience
of 10, that monitors validation loss and prevents overfitting.

4 EXPERIMENTAL RESULTS
4.1 Base model
Training the base model persisted until the 105-th epoch, when it
was interrupted by an early stopping mechanism, resulting in a
training accuracy of 0.973, validation accuracy of 0.950, and a test
accuracy of 0.954. The average class F1 measure on the test set was
0.956. Model accuracy with respect to the epoch number is given
in Figure 1, and the confusion matrix is shown in Figure 2.

The obtained results are very much in line with those of the
reference paper [6], and serve as a good basis on which to build
upon using transfer learning.
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Figure 1: Base model train and validation accuracy with re-
spect to the epoch number for 2D CNN using MFCC features.

Figure 2: Base model confusion matrix for 2D CNN using
MFCC features.

4.2 Transfer learning approach
We demonstrate the soundness of our approach by first display-
ing results of transfer learning when freezing all layers except for
those in the last 5 blocks of the pre-trained base model, and then
comparing that with the results obtained by training all layers of
the pre-trained base model, which results in a worse model that ex-
hibits lower accuracy on the test data. Finally, we demonstrate the
unfeasibility of the approach where the model is trained without
transfer learning using uninitialized weights, showing a substantial
difference in accuracy.

4.2.1 Results when training last 5 blocks of the pre-trained model.
The pre-trained base model was used and all layers except for those
in last 5 blocks were frozen. The training was early-stopped after
99 epochs and lasted less than a minute. Training and validation
accuracy of 1.00 were obtained, with a test accuracy of 0.988. The
average class F1 score on the test set was 0.988. Model accuracy
with respect to the epoch number is shown in Figure 3, and the
confusion matrix is shown in Figure 4.

Figure 3: Transfer learning model (trained on layers from
last 5 blocks) train and validation accuracy with respect to
the epoch number for 2D CNN using MFCC features.

Figure 4: Transfer learning model (trained on layers from
last 5 blocks) confusion matrix.

4.2.2 Results when training all layers of a pre-trained model. The
pre-trained base model was used and all layers were trained. The
training was early-stopped after 125 epochs. The obtained test ac-
curacy of 0.930 was lower than when using the previous approach.
The average class F1 score on the test set was 0.928. The confu-
sion matrix for this setting is shown in Figure 5, demonstrating a
somewhat degraded accuracy when compared to the model that
was trained only on layers from the last 5 blocks.

4.2.3 Results without transfer learning. The original model archi-
tecture was used and all layers were trained from scratch. It was
observed from high variations in validation accuracy with respect
to the epoch number, that overfitting occurred, and that the model
didn’t generalize to the test data, which was observed from train
accuracy being 0.9, validation accuracy of 0.92, and a test accuracy
of 0.418, with an average F1 score on test set being 0.352. The large
difference between the test and validation accuracy is most likely
due to the fact that the test set was generated in a different way
than the train and validation sets, and was thus more challenging.

To further test the feasibility of training from scratch with such a
small dataset, we decided to implement a much smaller model with
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Figure 5: Transfer learning model (trained on all layers) con-
fusion matrix.

the architecture consisting of Conv2D layer with 32 units, followed
by MaxPolling2D layer and by Conv2D with 64 units, followed by
MaxPooling2D layer, and then by Flattening and Dense 64 layer,
and finally a Softmax layer with 5 units. The model was trained
for 106 epochs; from the learning curve it was observed that model
validation accuracy converged quickly and without large variations.
Training accuracy and validation accuracy were both 1.0, whereas
test accuracy was merely 0.695, and the average F1 score of 0.696
on the test set. Even though the validation accuracy was very high,
the model wasn’t able to predict the test data very well.

5 DISCUSSION
In summary, we can see that it is possible to make use of transfer
learning in combination with audio data augmentation to train a
convolutional neural network with very small amounts of training
data, yielding a useful model that can be utilized in a command
word speech recognition system with favorable accuracy.

We could see that by freezing an optimal amount of bottom CNN
layers, which contain filters that detect less complex features than
top layers, we can fine tune the base model and improve accuracy.

The approach, however, is not without limitations. One limi-
tation that we observed was that the choice of command words
that we decided to recognize could influence the system’s ability
to differentiate between them. Additionally, it was observed that
the neural network seems to overgeneralize, assigning overly con-
fident classification probability scores to erroneous classes when
presented with “out-of-vocabulary” words, although this was ob-
served to occur with the base model as well. This leaves room for
further research into methods of out-of-vocabulary word detection
when utilizing CNNs for spoken word command recognition.

6 CONCLUSION
We presented a speaker-dependent speech recognition system that
is successfully able to differentiate between four different Slovenian
command words (including a class for silence), trained on very
limited amounts of training data, namely 20 recordings per word
class. We achieved a high recognition accuracy of 0.988 by making

use of the transfer learning approach, in combination with the
audio data augmentation technique.

First we augmented the 20 recordings in each class by additional
100 recordings, by synthetically varying the pitch, time stretch-
ing and time shifting the audio recordings, giving a total of 120
recordings for each class in the training and validation sets. For
training, wemade use of a pre-trained convolutional neural network
model which we previously trained on large amounts of recordings
of 10 different word classes from the Google Speech Commands
Dataset, using MFCCs as features. Obtained model accuracy was
0.954, which was very much in line with results of the reference
paper [6]. We then used this model by training only the layers from
its last 5 blocks (14 layers out of a total of 27 layers). To obtain a
realistic classification accuracy score, we built a separate test set,
using a different microphone and a different recording distance
than in recordings utilized for the training and validation sets. This
test set consisted of 100 unique recordings for each class, from a
single speaker, and was not augmented.

We demonstrated that freezing the optimal amount of bottom
layers yields better training results (accuracy of 0.988) than when
training all layers of a pre-trained model (accuracy of 0.930). We
have also shown that when using our small dataset, model train-
ing without transfer learning yielded much lower test accuracy
scores, namely, 0.418 and 0.695 for the larger and smaller models,
respectively.

We can conclude that by making use of the transfer learning in
combination with data augmentation, we can compensate for small
amounts of training data, allowing us to build a potentially useful
system that can respond to the Slovenian spoken word commands
from a single speaker. In future work we would like to research
and compare methods that would allow for accurate detection of
“out-of-vocabulary” words, such as the use of Mahalanobis distance
or Bayesian neural networks. Additionally, we would like to re-
search the model prediction accuracy and the optimal amount of
recordings that would be required under the condition that same
commands are spoken by different speakers.
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ABSTRACT
This paper explores an approach for ranking the performance of
Formula One drivers across different eras using network analysis
methods, namely PageRank combined with community detection
algorithms. Typically, attempts to rank driver performance have
been limited, focusing solely on the evolution of technology and
rules in the sport, and attempting to find the best individual dri-
ver, ignoring the fact that numerous good drivers never competed
directly. To address these challenges, we collected data from all
Formula One races since its inception in 1950 through 2022 and
used network analysis to create communities of drivers based on
their direct competition with each other. Within these communi-
ties, we then applied the PageRank algorithm to rank the drivers.
Our approach has been shown to produce more meaningful and
relevant driver rankings compared to the full graph PageRank re-
sults, and effectively recognises the dominance of drivers in their
respective eras. Our methodology provides the basis for more so-
phisticated performance comparisons in sports with long histories
and changing conditions.

KEYWORDS
Network Analysis, Formula One, Community Detection, Perfor-
mance Comparison, PageRank, Leiden Algorithm

1 INTRODUCTION
The FIA Formula One World Championship was introduced in 1950.
The word "Formula" in the name refers to the set of rules laid down
by the FIA (Fédération Internationale de l’Automobile), to which
all cars must conform. Over the years, the championship has been
subject to numerous changes in order to keep it at the cutting edge
of technology, maintain popularity and spectator numbers, and
remain relevant in the world of motorsport.

Technology, engineering and rule changes play a very important
role in the sport, but it is often said that the driver makes the biggest
difference in the final performance of a constructor. Fans of the
sport often compare their favourite drivers to others and try to
make them seem better than others, or even hail them as the best
ever. Since the beginning of the championship, there have been
more than 800 drivers. We believe that the talent and performance
of different drivers over the years cannot be objectively compared.
Their results can only be compared with the results of those who
have raced alongside them. There are some eras in the sport that are
not formally defined, which refer to certain technological changes

or changes in the rules of the sport. The results of the most suc-
cessful drivers can often be linked to these eras, but the results still
depend too much on the work of engineers and race car designers,
rather than on the performance of the individual driver. To solve
this problem, we used the principles of network analysis to find an
objective way to classify the performance of drivers using the help
of Leiden algorithm and node importance classification algorithm.

2 RELATEDWORK
Network analytic methods have become a valuable tool in sports
research [12]. Their use spans several areas of sports research; in
sports management, they can be used to study the relationships
between teams and their sponsors [5]. They can help understand
the success and performance of teams in competitions [9] or social
structures of sports organisations, e.g., what characteristics cause a
tennis match to be abandoned [2].

One of the most important methods in network analytics are
centrality measures. They provide quantitative metrics for assessing
the importance and centrality of nodes in a network. In a network of
passes between members of a basketball team, centrality measures
rank players according to their importance to the team [6]. We
focused our research on PageRank [3]. PageRank was originally
developed by Google to rank web pages. It focuses on the idea
that important nodes in a network are mainly connected to other
important nodes. This is achieved by counting the number and
quality of edges of a node, which estimates the importance of the
node. Another important method of network analysis is community
detection. With these methods, the network is divided into multiple
node communities based on criteria such as similarity measures,
modularity, or optimization algorithms. In a network of basketball
players, players can be grouped based on their performance [4].
Discovering the optimal communities in a network (modularity
optimization) is a well-known NP-hard problem [1], so when we
talk about community discovery algorithms, we talk about heuristic
algorithms. As such, they differ in their speed and correctness of
detected communities [8].We decided to use the Leidenmodularity
optimization algorithm since it gives excellent results and computes
them quickly [11].

In recent years, the use of modularity to improve the results of
centrality measures has received some attention [7]. Since most
real-world networks are modular, this logically leads to better re-
sults. There is much work demonstrating the usefulness of such
centrality measures, including in social networks, e.g., for identify-
ing influential spreaders during an epidemic.
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3 RESULTS
3.1 Graph without communities

Table 1: Top drivers by Pagerank

Driver Active years Titles won Wins Podiums

Juan Fangio 1950 − 1958 5 24 35
Graham Hill 1958 − 1975 2 14 36
Jack Brabham 1955 − 1970 3 14 31
Stirling Moss 1951 − 1961 0 16 24
Bruce McLaren 1958 − 1970 0 4 27
Lewis Hamilton 2007− 7 103 192
Alberto Ascari 1950 − 1955 2 13 17
Nino Farina 1950 − 1956 1 5 20
Alain Prost 1980 − 1993 4 51 106
Niki Lauda 1971 − 1985 3 25 54

Looking at the results of running the PageRank algorithm on the
graph without communities, we see some very high-performing
drivers in the table 1. 8 of the top 10 nodes represent drivers who
have won at least one drivers’ championship title in their time
on the circuit. We can quickly see that many very good drivers
are missing from the list (the most prominent example being the
legendary Michael Schumacher). The second obvious problem is
that we are comparing drivers who raced in completely different
eras of the sport. The list includes some of the earliest winners, like
Juan Fangio, and some of the most recent, like Lewis Hamilton. The
amount of information we can extract from this list is relatively
small and is the reason we prefer to analyse PageRank results for
each of the communities we detected.

3.2 Detected communities
The Leiden community detection algorithm has identified 6 commu-
nities of drivers that have raced with each other the most. Applying
the PageRank algorithm to each community yields promising re-
sults compared to the data without communities. Results of the
PageRank algorithm and detected communities are shown on figure
1.

3.2.1 Community 1. The first community identified contains the
drivers who raced from the beginning of Formula One in the 1950s
to the 1970s. Of the first 10 top drivers by PageRank, 6 out of 10
drivers became drivers’ world champions at least once.

The top 3 drivers from this community were:
• JuanManuel Fangio: The driver dominated in the early days

of Formula One, winning the drivers’ championship five
times in the 1950s. His record remained undefeated until
2003, when Michael Schumacher became world champion
for the sixth time.

• Jack Brabham: Three-time world champion in the late 1950s
and 1960s who was also knighted for his racing successes.

• Graham Hill: Two-time world champion in the 1960s and
the only driver to win the Triple Crown of Motorsport (the
24 Hours of Le Mans, Indianapolis 500 and Monaco Grand
Prix).
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Figure 1: Formula One drivers performance network. The
bigger the node, the better the driver’s performance. Colored
by the detected communities.

The other top finishers include some of the most successful
drivers of the era. While not all drivers became world champions,
they won many times, scored many points in their careers, and
contributed greatly to the sport.

3.2.2 Community 2. The second community contained nodes of
drivers that competed from the 1970s to the early 1980s (table 2).
4 of the top 10 nodes represent the drivers, who became world
champions. Interestingly, only one of the first three drivers on the
list was a world champion, showing that our approach does not
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Identifying communities and ranking the drivers’ performance in Formula One

identify the drivers performance only by the number of titles they
won. However, it should be noted that the results of the first 5
drivers in the ranking are very similar.

Table 2: Top drivers by Pagerank in community 2

Driver Active years Titles won Wins Podiums

Emerson Fittipaldi 1970 − 1980 2 14 35
Carlos Reutemann 1972 − 1982 0 12 45
Clay Regazzoni 1970 − 1980 0 5 28
Niki Lauda 1971 − 1985 3 25 54
Jody Scheckter 1972 − 1980 1 10 33
Ronnie Peterson 1970 − 1978 0 10 26
John Watson 1973 − 1985 0 5 20
Jacques Laffite 1974 − 1986 0 6 32
James Hunt 1973 − 1979 1 10 23
Patrick Depailler 1972 − 1980 0 2 19

The top 3 drivers in the list:
• Emerson Fittipaldi: One of the most famous drivers of this

era and 2-time champion.
• Carlos Reutemann: Never became world champion, but

finished at the top of the championship in the late 1970s
and early 1980s, winning 12 Grand Prix.

• Clay Regazzoni: The driver won 5 times, but never became
champion. His other achievements include 28 podiums and
209 points.

Also notable are three-time world champion Niki Lauda and
one-time world champion James Hunt, who were known for their
rivalry in the 1970s.

3.2.3 Community 3. This group consists of drivers from the 1980s
to early 1990s and includes many icons of motorsport. In this period
there were 6 different world champions and 4 of them are the first 4
on the ranking. The other two were Keke Rosberg and Niki Lauda,
which the algorithm assigned to the previous community.

The top finishers were:
• Alain Prost: He was a four-time world champion and also

held the record for most Grand Prix wins until 2001.
• Ayrton Senna: One of the sport’s greatest legends and a

three-time world champion. He is also known for his rivalry
with Prost.
• Nelson Piquet: Also won the drivers’ championship three

times and is considered one of the best drivers of the era.

3.2.4 Community 4. The fourth community is very interesting
because it contains drivers from the 1950s and 1960 who competed
in Formula One only for the Indianapolis 500 race, which is now
exclusively part of the IndyCar Series. The race was on the Formula
One calendar from 1950 to 1960. Visualizing the network those
drivers stand out by creating a lot of edges between each other
and very little between "regular" F1 drivers as they only raced with
them once a year. Also, none of those racers ever won the drivers’
championship.

The top performers of the community are:
• Jim Rathmann: Winner of the Indianapolis 500 in 1960.

• Duane Carter: Scored a third place in the Indianapolis 500
in 19533.

• Jimmy Bryan: Winner of the Indianapolis 500 in 1958.

3.2.5 Community 5. This community includes drivers from the
recent Formula One era (table 3). We have 6 world champions in
the top 10 places.

Table 3: Top drivers by Pagerank in community 5

Driver Active years Titles won Wins Podiums

Lewis Hamilton 2007− 7 103 192
Sebastian Vettel 2007 − 2022 4 53 122
Fernando Alonso 2001− 2 32 102
Kimi Räikkönen 2001 − 2021 1 21 103
Valtteri Bottas 2013− 0 10 67
Max Verstappen 2014− 2 38 82
Nico Rosberg 2006 − 2016 1 23 57
Felipe Massa 2002 − 2017 0 11 41
Daniel Ricciardo 2011 − 2022 0 8 32
Sergio Pérez 2011− 0 6 30

In the top 3 we find:
• Lewis Hamilton: Considered one of the greatest drivers in

Formula One, he is a seven-time world champion. He holds
many records, including sharing the record for the most
drivers’ world titles with Schumacher and the most total
Grand Prix victories.

• Sebastian Vettel: Four-time consecutive world champion,
dominating in the early 2010s.

• Fernando Alonso: The driver with the longest racing expe-
rience in the sport and a two-time world champion who
regularly scores points in races.

Other important names are Max Verstappen with 2 world titles
in 6th place and Valtteri Bottas and Sergio Perez in 5th and 10th
place. These two are interesting because they have never been
world champions, but have competed for teams that have won
many constructors’ titles in recent years.

3.2.6 Community 6. The last community identified contains dri-
vers whose careers span from the 1990s to the early 2000s (table 4).
There are only 3 world champions in the top 10, but this is mainly
due to the dominance of Michael Schumacher.

Table 4: Top drivers by Pagerank in community 6

Driver Active years Titles won Wins Podiums

Michael Schumacher 1991 − 2012 7 91 55
David Coulthard 1994 − 2008 0 13 62
Rubens Barrichello 1993 − 2011 0 11 68
Mika Häkkinen 1991 − 2001 2 20 51
Ralf Schumacher 1997 − 2007 0 6 27
Giancarlo Fisichella 1996 − 2009 0 3 19
Jacques Villeneuve 1996 − 2006 1 11 23
Jean Alesi 1989 − 2001 0 1 32
Heinz-Harald Frentzen 1994 − 2003 0 3 18
Eddie Irvine 1993 − 2002 0 4 26
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The 3 most powerful drivers were:
• Michael Schumacher: For many, Formula One’s greatest

legend, sharing the record for most world titles won with
Lewis Hamilton. He won his first two titles in the nineties,
but his dominance on the track was the greatest in the early
2000s, when he won five more in a row.

• David Coulthard: Never won the title, but finished in the
top three five times between 1995 and 2001.

• Rubens Barrichello: Also never won the drivers’ title, but
finished in the top 5 every year between 2000 and 2004.

Other important drivers on the list include two-time world cham-
pion Mika Häkkinen and one-time title winner Jacques Villeneuve.

4 METHODS
The research was started by collecting the drivers data. We acquired the
open source dataset from the platform Kaggle [10]. It contained data about
all the Formula One races, drivers, constructors, qualifying, circuits, lap
times, pit stops, championships from 1950 till the present day.

The dataset was composed of 14 tables in the form of .csv text files, where
we decided to only include completed championships so we cut out data
from the year 2023 onwards. We processed the raw data using Python and
the data manipulation and analysis library pandas, using the results of all
provided races. For each race we calculated the number of drivers, as some
earlier races had multiple drivers racing with the same vehicle.

Then the graphs and networks library NetworkX was used to construct a
directed multigraph.Wewanted to create a graph that represented who com-
peted with whom, for how long and how good their relative performance
was. The graph was composed of nodes, where each node represented a
driver. Edges between the drivers represented their ranking in the champi-
onship. For each race of every season we made edges based on the following
principle: If driver A had a better final position than driver B, then we
formed a directed edge from the node representing driver B to A. Each
edge has a weight associated with it, depending on the final position in the
race of the driver forming the directed edge. We normalised the weights to
equalise the effect of each race and prevent some unexpected outliers. This
means that the last driver formed directed edges to every other driver that
competed in that race, the second last to every other except the last and so
forth until the first driver, who did not form any edges.

After creating the graph we continued by detecting communities. For the
proof of concept we used the built-in function of NetworkX to detect commu-
nities using the Louvain algorithm (nx.community.louvain_communities).
We later switched to the Ledien algorithm in the final implementation using
the library cdlib.

Once we gathered the detected communities of the drivers who competed
together, we continued by classifying driver node performance by using
the Pagerank algorithm, for which we used the NetworkX built-in function
(nx.pagerank). We also ran the algorithm on the graph without communities
to get a baseline performance for each.

To visualise the communities created by the Leiden algorithm, we used
the library igraph to create a plot to represent the outcome. We used the
Fruchterman-Reingold force-directed graph drawing for the plot, where the
node size represents the performance of the node representing the driver
and color represents the comunity the driver belongs to.

5 CONCLUSION
Many times, PageRank has proven to be one of the most successful
methods of determining the importance of nodes. However, in the
case of Formula One, which has been held for decades, the algo-
rithm was insufficient because the result of the calculation was a

list of drivers from different eras, and many of the top candidates
have never participated in a race. Such ranking of drivers is largely
unfounded. We solved the problem by identifying communities.
In layman’s terms, the approach to grouping drivers into commu-
nities is to create communities based on technical improvements
or rule changes. Our approach was more systematic, as we calcu-
lated communities algorithmically based on the number of races
the drivers raced against each other. This allowed us to compare
the relative performance of each driver to those they actually raced
against. The Leiden algorithm also detected the one special group
of racers who only raced at a single event each year, which was
not explicitly noted anywhere in the dataset. When we applied
PageRank to each of the calculated communities, the results were
much more meaningful than the results of the first algorithm run.
Each of the communities contains mainly world champion drivers
and their close competitors. Most importantly, the drivers in the
list all raced together and their careers overlapped to a large extent.
This allowed us to create a fair driver ranking, and the amount of
knowledge we could extract from the data increased significantly.

In the future, the ranking system could be improved even more.
At the moment, we do not compare all drivers directly with each
other, but only the drivers in detected communities. After eval-
uating the performance of the drivers for every community, the
analysis could continue. Ideally, a method that compares the relative
performance of the top ranked nodes in each community should
be developed to compare the drivers in absolute terms.
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ABSTRACT
In the ever-evolving landscape of data visualization and extraction,
deep learning techniques have become increasingly pivotal. Ad-
dressing this, our paper conducts a sensitivity analysis of Named
Entity Extraction on text related to the infamous Panama Papers.
We combine the Rebel and Natural Language Processing models
to extract entities and relations. To visualize the extracted knowl-
edge, we employ the NetworkX library to transform this data into
intuitive graphs. These are then compared to a predefined expected
graph to assess the influence of various parameters during the
creation process. To ensure an accurate comparison, the graphs
are transformed into vectors using the Graph2Vec method after
undergoing pre-processing tasks, such as the removal of self-loops,
isolated nodes, and node renaming. The similarity with our bench-
mark graph is determined using Euclidean distance metrics. Results
highlight the influence of span length, length penalty, and the num-
ber of beams on graph generation. Notably, span length emerges
as the most impactful factor, in determining graph detail and com-
plexity.

KEYWORDS
Entity Extraction, Relation Extraction, Graph Generation, Embed-
dings, Graph Similarity

1 INTRODUCTION
Graphs provide an intuitive, more appealing visualization of data, re-
vealing patterns and correlations that are not instantly visible from
raw data. An alternative to graphs are relational and non-relational
databases. Relational databases store data in structured tables and
use primary and foreign keys to interconnect data. Through these
connections, relational databases can generate valuable insights by
merging tables [10]. On the other hand, non-relational databases,
often called NoSQL databases [18], are non-tabular databases and
excel in horizontal scalability, allowing more machines to be easily
integrated. Their maintenance is cheap as they do not depend on

expensive hardware and the accommodation of changes is easier.
Moreover they are designed to store simple data structures as a key
and a value.

Graphs, relational databases, and NoSQL databases are funda-
mental in data management but differ significantly. In graphs, data
is stored as nodes, edges, and properties, offering flexibility when
adding new relationships or nodes. In contrast, relational databases
use tables with rows and columns, potentially requiring substan-
tial redesigns when introducing new data relationships and data
models. On the other hand NoSQL databases are more adaptable
and can easily handle changes and a variety of data types, making
them a scalable solution. While graphs employ query languages
like Neo4j’s Cypher [20], relational databases predominantly use
SQL [14], and NoSQL databases use a variety of query languages.
Extracting semantic relationships using relational databases for
documents is challenging. Representing data with graphs emerges
as an effective solution. A primary challenge is determining the
optimal parameters for graph construction, which is the focus of
our paper.

The concept of a "Named Entity" and relation extraction was first
put forward during the Sixth Message Understanding Conference
[5] in 1995. Recent advancements were described by Lung-Hao et al.
in [11]. Insights from the publications indicate the development and
evaluation of the capability of a Chinese healthcare NER recognizer.
The best results were achieved by the MIGBaseline team using the
BERT-BiLSTM-CRF model [3].

While Named Entity Extraction (NEE) identifies entities, Rela-
tion Extraction (RE) seeks to determine relationships between these
identified entities. In the article from 2023, Moscato et al. [15] pre-
sented a multi-task framework for biomedical relation extraction
using a transformer-based model trained on three publicly avail-
able datasets related to drug, protein, and medical relationships.
Expanding on this theme of advancements in RE, the Collaborative
Oriented Relation Extraction (CORE) system offers another note-
worthy contribution. Introduced in 2023 by Marchesin et al. [13],
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the CORE system was specifically designed to extract multi-aspect
relationships from scientific texts.

In this paper, we introduce a novel workflow for testing hy-
perparameters and performing sensitivity analysis in the context
of entity resolution, using Wikipedia summaries. Our approach
employs Term Frequency - Inverse Document Frequency (TF-IDF)
vectorization combined with cosine similarity in the specific con-
text of entity resolution. While contemporary methods, such as
Word2Vec [4] and BERT, provide more advanced ways to compute
word similarity by capturing semantic meanings of the words, we
opted to use the TfidfVectorizer [16] to transform textual data into
a TF-IDF representation. Even though it is not the state-of-the-art
it is effective and simple to use, due to its simplicity.

We perform a detailed comparison by converting these sum-
maries into TF-IDF vector representations and subsequently calcu-
lating their cosine similarity. This strategy enables us to efficiently
describe entities that various names could refer to while essentially
denoting the same concept. Furthermore, by embedding the co-
sine similarity as an attribute of the relationship, we introduce a
direct metric for quantifying the relevance between linked entities.
Our method combines advanced NLP methods. The process begins
with tokenization to prepare the text, followed by model-based
generation to structure the information. A distinctive feature of
our approach is the overlap strategy we have adopted in tandem
with relation extraction. By segmenting long texts with overlaps,
we maintain context and ensure relationships are not missed or
fragmented.

The structure of this paper spans four sections. After the intro-
duction, the following section delineates the methods and functions
employed. The third section presents the results, including a sensi-
tivity analysis concerning different parameters and their impact on
NEE. The last section concludes the paper.

2 METHODOLOGY
The following subsections will provide a comprehensive breakdown
of important methods implemented in the project.

2.1 Named entity extraction
Firstly, the input text is initially processed using the en_core_web_lg,
an English language model, from the spacy library [7]. This pre-
trained model supports various NLP tasks such as NER, RE, and
tokenization. Tokenization involves separating the raw text into
smaller units known as tokens. Each token ID represents a unique
word in the text, while same words share the same ID. By dividing
text into manageable spans, determining the start and end tokens
of those spans based on span and overlap length, this process con-
verts the human-readable text into a format that machine-learning
models can understand and prepares the text for further handling.

The span length determines the size of the processed text seg-
ments and is associated with the number of words. Opting for a
lower number results in a more detailed graph, because more in-
dividual spans are analyzed. However, selecting an optimal span
length is crucial because if the value is too small, the text can be-
come too fragmented, rendering the represented nodes meaningless.
The influence of span length is exemplified in Fig. 1. The graph
in Fig. 1a contains 9 entities, whereas the graph in Fig. 1b has 35

entities. As can be seen, in graph Fig. 1a, an increased span length
results in fewer spans being analyzed. Consequently, it may over-
look some entities or relations that might be present in smaller
spans.

On the other hand, the overlap length ensures a certain degree of
continuity between consecutive text segments, preserving context.
Through this overlap, we minimize the risk of losing essential
contextual information at segment boundaries. The value represents
the number of words from the previous span, that are also used at
the beginning of the next one.

(a) (b)

Figure 1: Impact of span length on graph generation when
a) Span length = 120 and b) Span length = 50.

For Named Entity Recognition (NER), RE, and knowledge base
creation [19] the rebel-large [9] model is used. It is a sequence-to-
sequence (seq2seq) architecture, which is based on BART [12]. The
seq2seq design enables the model to perform end-to-end RE tasks.
It takes an input sequence, processes it, and produces an output
sequence. In the context of "rebel-large," these output sequences
represent triplets, where each triplet consists of a "head," a "tail," and
the "relation" between them. The rebel-large model is prevalent in
deep learning applications as it can identify and categorize named
entities from raw text [1]. In conjunctionwith themodel, initializing
a corresponding tokenizer is critical, as it transforms raw text into
a format the model can effectively process.

Handling vast amounts of data effectively is critical in optimiz-
ing the performance of deep learning models. The approach we
took enables models to manage varying sizes of data by configur-
ing specific parameters, such as input text, span length, overlap
length, maximum length, length penalty, number of beams, number
of return sequences, and the tokenizer’s maximum length. Length
penalty plays a pivotal role in sequence range determination. A
positive value encourages longer sequences, a zero value maintains
neutrality, and a negative value leans towards shorter sequences
[21]. The number of beams influences the quality of the results by
determining how many top sequences undergo exploration at each
decision point or iteration during the search process. By employ-
ing the beam search algorithm, the number of return sequences
determines how many top sequences are retrieved. The parameter
maximum length defines the upper limit for the length of pro-
cessed sequences, while the maximum length tokenizer indicates
the maximum allowed length of text following tokenization. Given
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the length of the processed text, span, and overlap, the text is di-
vided into manageable segments, with each segment subsequently
undergoing tokenization.

2.2 Relation Classification (RC)
When provided with a span of text, which was pre-processed using
a NLP function, the rebel-large model predicts potential relation-
ships, which are represented in token sequences. These sequences
are subsequently decoded back into textual representations using
the tokenizer. Within these textual representations, specific tokens
("<triplet>", "<subj>", "<obj>") help delineate and structure the re-
lationship. We represent these potential relationships with "head",
"tail", and "type". The "head" corresponds to the starting entity, while
the "tail" refers to the ending entity of the relationship. The "type"
characterizes how the two entities are related. For instance, as illus-
trated in Fig. 2, the "type" serves as the label on the relationship’s
edge.

"After more than a year of analysis, the first news stories
were published on April 3, 2016, along with 150 of the docu-
ments themselves."

Panama Papers

HEAD

April 3, 2016

TAIL

publication date
TYPE

Figure 2: Illustration of relationship extraction from text.

2.3 Entity Filtering and Normalization
Entities undergo validation onWikipedia via an HTTP GET request
targeting a specific entity through Wikipedia’s API. In response,
the API returns data in JSON format, which includes the official title
or name of the entity as recognized by Wikipedia, a link leading to
the detailed Wikipedia page for the entity, and a brief overview of
the entity. If entity data is found, then the entity title is the same as
the one on the Wikipedia page. On the other hand, if data is not
found, then it uses the provided entity name.

Cosine similarity is a common metric for measuring document
similarity. By comparing summaries of entities from Wikipedia, we
determine the degree of similarity between them. Using the Tfid-
fVectorizer [16], textual data is transformed into a TF-IDF repre-
sentation. Subsequently, the function find_similar_entity com-
putes the cosine of the angle between the given summary and the
Wikipedia summary of each stored entity, and returns the entity
with the highest similarity score. Both summaries are vectors, repre-
senting the weighted word frequencies in a document [8]. A cosine
similarity of 1 indicates that the vectors are identical, while a cosine
similarity of 0 indicates that the vectors are completely dissimilar.
Using Eq. 1 we solved the challenge of multiple entities sharing
common names or terms. For example "Napoleon Bonaparte" and
"Napoleon I" are two names for the same entity. Cosine Similarity
is calculated as:

®𝐴 · ®𝐵
| | ®𝐴| | | | ®𝐵 | |

, (1)

where ®𝐴 and ®𝐵 present TF-IDF vectors of each summary.

2.4 Similarity calculation
The objective was to identify graphs resembling a predefined or
expected graph. Before calculating similarity using embeddings
from Graph2Vec [17], we preprocess each graph to ensure uni-
formity. This process includes removing self-loops, eliminating
isolated nodes, and renaming nodes based on their sorted order
in the node list of the graph. Subsequently, the get_embedding
function obtains the desired embeddings.

Representing each graph as a vector in high-dimensional space
enables more efficient graph comparison and analysis. Embeddings
can be plotted in a coordinate system, where the proximity between
points corresponds to their similarity. The Euclidean distance offers
a measure of this distance by calculating the vector length between
two points [2].

Using the graph embeddings, we define the Euclidean distance
as:

𝑑𝑖 =

√︄ ∑︁
𝑗∈𝐼−𝑖

(𝐴 𝑗 − 𝐵𝑖, 𝑗 )2, (2)

where 𝐴 𝑗 denotes the expected graph’s embedding and 𝐵𝑖, 𝑗 repre-
sents the embeddings from other graphs. 𝐼 is the set of all dimen-
sions or indices in the high-dimensional space.

3 RESULTS
The analysis was conducted using a range of fixed and variable
parameters. Those were chosen by heuristically testing parameters,
based on which had the greatest influence on the graph genera-
tion and its quality. The variable parameters include span length,
length penalty, and number of beams. On the other hand, the fixed
parameters were set as:

• overlap length = 25
• maximum length = 130
• tokenizer’s maximum length = 512

Table 1: Parameter configurations and similarity.

Span length Length penalty Number of beams Similarity
90 -3 12 81.05%
60 -5 6 68.46%
50 0 6 66.73%
60 0 8 54.63%
90 0 6 52.20%
40 -5 6 46.60%
60 0 12 46.57%
50 5 12 45.88%
60 -1 6 41.78%
60 1 6 36.94%
40 -3 6 36.28%
40 1 6 35.12%
60 3 6 29.66%
60 5 6 21.40%
30 0 6 0.00%
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Figure 3: Graph comparison: a) Ground truth and b) Graph with similarity score 81.05%.

By exploring given variations of different parameters, we aim at
analyzing sensitivity impact of them on generated graphs. In the
table 1 are represented main results in terms of similarity. The table
doesn’t show systematic way of changing the parameters values
because there was a lot of duplication and minor differences. Based
on the Panama Papers text, the predefined graph in Fig. 3a consists
of 34 nodes and 33 edges. This graph was constructed manually
and contains a detailed representation of the data. All graphs were
visualized using NetworkX [6].

The analysis was conducted on a system with Intel Core i7-
13700K CPU, GeForce RTX 3070 Ti GPU, and 32 GB of RAM.

Upon comparison of the most similar graph (Fig. 3b) and the
predefined graph (Fig. 3a), distinct parallels emerge. Both contain
pivotal entities such as "Panama Papers", "John Doe", "Bastian Ober-
mayer", and "Jan Marsalek". Other entities are mostly grouped
around those main nodes. However, distinctions are evident. The
generated graph explores diverse relationship types, featuring cate-
gories like "relative" and "subclass of". In contrast, the ground truth
graph has more descriptive relationships, including terms such as
"originate from", "compiled into", "leaked documents to", "reason
for leaking", and "representative of". The predefined graph also con-
tains more detailed entities, for example "11.5 million documents"
and provides specific information behind John Doe’s leaks ("income
inequality"). The generated graph has a broader focus, considering
relationships between various entities and their relevance to the
Panama Papers. Meanwhile, the predefined graph delves deeper
into specific details, like the services "Mossack Fonseca" provides
and the nature of "shell corporations".

4 CONCLUSION
Named entity extraction is essential for extracting specific details
from large sets of documents, making them clearer and easier to
understand. Such extraction techniques can be used in journalism
or intelligence systems to automatically identify pivotal events and
their associated key entities. The proposed solution is presented on
one dataset, but the samemethodological approach could be applied
to different data. This forms the foundation for the use of optimiza-
tion algorithms and for selecting optimal hyper-parameters of the
graph. The generated graphs, as observed, offer a panoramic view
of the textual data and a quick overview, in contrast to predefined
graph that delves into specifics.

Future advancements in this domain hold great promise. Con-
sidering a potential node coloring based on NER categories and
introduction of more detailed relations, which would provide us
with more information. For instance, a model trained on medical
data, would not perform well on financial data without additional
training. Therefore, training models to specific domains can vastly
improve extraction accuracy. Ultimately, while current NER systems
provide invaluable insights and streamline information processing,
continuous improvement and domain-specific adaptations will be
the cornerstone for achieving remarkable precision and clarity in
the future.
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ABSTRACT
In model-free reinforcement learning, the agent usually starts learn-
ing by blind exploration, which can take a significant amount of
time before starting to experience positive reinforcement that drives
further progress. In this paper, we address the following question:
Can the learning time be reduced if the agent first observes suc-
cessful behaviors demonstrated by humans, before commencing its
independent learning? We propose an adaptation of the traditional
Q-learning algorithm, so that it can gradually integrate recorded
demonstrations into the learning process, and demonstrate this
method on the well-known Flappy Bird game. We recorded 1496
gameplays of Flappy Bird played by 22 volunteers, and selected 941
successful recordings to assist the Q-learning algorithm. The results
show that such human assistance speeds up the learning process in
a logarithmic manner, which means that the biggest gain is made
in the initial stages of learning and becomes almost negligible later
on. We show experimentally that in the initial stages of learning,
human demonstrations contain more useful information than the
agent can acquire independently.

KEYWORDS
Reinforcement learning, Q-learning, Learning by demonstration,
Imitation learning

1 INTRODUCTION
Using reinforcement learning [9], computers can learn, by trial
and error, how to play simple video games. The learning process
typically takes several hours, after which the computer can reach,
or even surpass the human level of playing [6]. However, an in-
teresting question arises: Can the learning time be reduced if the
computer is given the opportunity to observe a number of success-
fully played games by humans, before commencing its independent
learning? Incorporating player gameplay data has already been
considered as a potential way to enhance the learning process in
the domain of video games. In this paper, we aim to research possi-
ble improvements in the training time of the traditional Q-learning
algorithm when integrating into the learning process a successfully
played game by humans. We demonstrate our approach on the
well-known Flappy Bird Game. The Flappy Bird Game serves as a
suitable platform to investigate this research question due to its sim-
plicity and well-defined gameplay mechanics. We study if and how
the training improves with the quality of the recorded playthroughs
i.e. the number of scores reached by the human. Throughout the

paper, we will use the term human-assisted reinforcement learning
to label any approach in the field of machine learning, specifically
reinforcement learning, where human demonstrations are incorpo-
rated into the learning process to aid the reinforcement learning
agent’s decision-making, although similar ideas have been tried
under various names.

2 RELATEDWORK
Reinforcement learning has garnered significant interest in the
domain of playing video games. Traditional approaches like Q-
learning and Deep Q-Networks (DQNs) have demonstrated the
ability to train agents to achieve superhuman performance in var-
ious games. More recent advancements, such as Proximal Policy
Optimization (PPO) [8] and Asynchronous Advantage Actor-Critic
(A3C) [2], have shown improved stability and sample efficiency.
These algorithms have been employed to train agents in a range
of games, including Atari 2600 games, Gymnasium environments,
and custom game simulations [6, 9].

The concept of human-assisted reinforcement learning, where
agents learn from demonstrations provided by humans, has gained
traction in recent research. One approach in this research area
is called “Imitation Learning” or “Behavioral Cloning”, where the
agent tries to mimic the expert’s behavior directly [11]. However,
this approach can suffer from issues like compounding errors, re-
sulting in sub-optimal performance.

Another prominent approach is “Inverse Reinforcement Learn-
ing” (IRL), where the agent attempts to infer the underlying reward
function from expert demonstrations [1]. This allows the agent to
learn the task’s structure without requiring exact expert actions.
However, Inverse Reinforcement Learning can be challenging due
to the need to model the reward function accurately.

Researchers have applied human-assisted reinforcement learning
to various tasks, such as robotic manipulation [12], autonomous
driving [4, 13], and game playing [8]. Studies have shown that
leveraging human demonstrations can lead to faster convergence
and better performance compared to training from scratch [3, 8].
In the context of video games, human demonstrations have been
used to teach agents to play games like Super Mario Bros, Dota 2,
and Montezuma’s Revenge, showing promising results in reducing
learning time and improving performance [5]. Similar research em-
ploying learning from demonstrations in combination with transfer
learning has been showcased in a soccer simulator called Keep-
away [10], investigating the effects of both the quality of recorded
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demonstrations and the integration of demonstrations from multi-
ple instructors.

3 IMPLEMENTATION
As the training environment, we adapted an existing Flappy Bird
implementation, which was written in Python and released under
the MIT license [7]. This open-source implementation offers a sim-
plified version of the classic Flappy Bird game, to which we added
a state discretization feature and a reward function. The state is
composed of the horizontal distance from the bird to the right side
of the closest lower pipe and the vertical distance from the bird to
the top side of the closest lower pipe. We discretize the state by split-
ting the horizontal distance into 10 and the vertical distance into 25
equidistant intervals. This way we obtain 250 discrete states, which
we uniquely map into their integer representations {0, . . . , 249}.
The rewarding system returns the negative reward of -1000 when
the bird dies (which also terminates the episode), and the positive
reward of +10 points at every step when the bird stays alive. This
reward system was influenced by similar research in the field.

We implemented two types of Q-learning algorithms: the tradi-
tional Q-learning algorithmwith discrete states and actions to serve
as the performance baseline, and our proposed human-assisted Q-
learning algorithm that can integrate recorded gameplay data into
the learning process.

Figure 1 shows the data flow with the traditional (baseline) Q-
learning approach. Based on the current state, as received from the
environment, the agent selects and executes the most prominent
action according to the current Q-table policy. When the action
is executed, a new state (state’) is received from the environment,
together with the obtained reward. The previous state, the executed
action, the reward, and the new state are then used to update the
Q-table using the Bellman equation:

𝑄 (𝑠, 𝑎) ← 𝑄 (𝑠, 𝑎) + 𝛼 ·
(
𝑟 + 𝛾 ·max

𝑎′
𝑄 (𝑠′, 𝑎′)

)
, (1)

where 𝑠 is the current state, 𝑎 the executed action in state 𝑠 , 𝑟 the
received reward, 𝑠′ the next state, 𝑎′ a future action, 𝛼 the learning
rate and 𝛾 the discount factor. We set the learning rate 𝛼 to 0.45,
and the discount factor 𝛾 to 0.9. We selected these values through
meticulous fine-tuning, aiming to achieve the best training results
we could.

Env Q
table

Env Q
table

exploit update

state action
state′
reward

state

action

Figure 1: The learning process of the baseline Q-learning
algorithm.

The human-assisted Q-learning algorithm that we propose in
this paper works as shown in Figure 2.We use two separate Q-tables
to implement the policy that is used by the intelligent agent during
the Q-learning process: the (trainable) Q-table𝑄 , which is the same

as the Q-table used by the traditional Q-learning algorithm, and
the user Q-table 𝑄𝑈 , which is populated with the recorded human
gameplays.

Env QU
table

Q
table

Env Q
table

exploit

if state not in𝑄𝑈

update

state action
state′
reward

state

action

remove state

Figure 2: The learning process of our human-assisted Q-
learning algorithm.

The process of populating the 𝑄𝑈 table is as follows: For every
step of the recorded game, we discretize the game state as described
above, read the action that the user made in that state, the obtained
reward and the consequent state, which we also discretize. We then
compute the 𝑄 (𝑠, 𝑎) value similarly as in the online training using
Equation 1, however, there is no interaction with the environment
in the process. The computed 𝑄 (𝑠, 𝑎) value is inserted into the 𝑄𝑈

table at the [𝑠, 𝑎] position. Because the computation relies on the
existing 𝑄𝑈 entries for 𝑠′ and 𝑎′, the process is repeated two times
for the same recording. Our experiments showed that doing more
than two passes does not improve the training performance.

During the online training, the 𝑄𝑈 table is utilized as follows:
If an entry for the current state 𝑠 exists in the 𝑄𝑈 table, the action
is decided based on this entry, after which the entry for state 𝑠
is removed from 𝑄𝑈 . If there is no entry for 𝑠 in 𝑄𝑈 , table 𝑄 is
used as with the traditional Q-learning algorithm. We may say that
the knowledge from the recorded human gameplay is gradually
being integrated into the learned policy. When the executed action
is based on the values from the user Q-table 𝑄𝑈 , the agent has
followed the human’s strategy. Presuming that the human player
played a feasible strategy, such a choice should indicate a certain
advantage over blind exploration.

4 OBTAINING HUMAN GAMEPLAY DATA
In order to obtain a pool of recorded gameplays, we got 22 volun-
teers to play the game of Flappy Bird. They were instructed to play
the game as many times as they want and to aim to score as many
points as they can. They played 1496 games in total, 555 of which
scored 0. Since our methodology is based on providing successful
human demonstrations, we only used the recordings with at least
1 point reached, which was 941 gameplays. The maximum score
reached was 53 and the second best was 33. The distribution of all
the recorded gameplays is shown in Figure 3.

A gameplay recording is composed of a tuple (ℎ, 𝑣, 𝑎, 𝑟, 𝑠) for each
consecutive game step. Variables ℎ and 𝑣 represent the horizontal
and the vertical distances in pixels from the next pipe. Values 𝑎,
𝑟 and 𝑠 respectively represent the executed action, the obtained
reward and the current score. The resulting state can be obtained
from the subsequent tuple in the recording.
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Figure 3: Distribution of the recorded human gameplays ac-
cording to the reached game score.

5 EXPERIMENTAL RESULTS
In reinforcement learning, the usual approach to measuring the
performance is to count the number of episodes over which the
learning curve converges. In our case, an episode ends only with the
bird’s death, so the episodes vary in length considerably. Moreover,
after the agent learns how to play optimally, an infinitely long
episode follows until terminated manually. Therefore, as a measure
of performance, we count the number of training steps needed
for the agent to reach a specific score, after which the training is
concluded. The initial experiments showed that the agent always
learned an optimal policy before reaching 60 points, therefore we
set the training goal to reaching 100 points.

We conducted a single experiment as follows.We ran the learning
algorithm and let it play for as many training episodes as needed,
until the bird scored 100 points. Afterward, the training was stopped
and we recorded the total number of training steps taken during
all the episodes together.

5.1 Traditional Q-learning
We conducted 100 independent experiments using our implementa-
tion of the traditional Q-learning algorithm, which we took as the
baseline method. The average number of training steps to learn an
optimal policy was 17872.18, with the standard deviation of 5912.22.
The maximum number of training steps was 41426 and the mini-
mum was 10158. To put this into perspective, with the frequency of
60 frames (actions) per second, the average training time took 296.4
seconds, which is 4 minutes and 56.4 seconds. Individual results are
shown in Figure 4, where the red line denotes the average number
of training steps. Different outcomes are due to the fact that the
pipes are generated randomly by the environment.

5.2 Human-assisted Q-learning
When assisting the learning algorithm with a single recorded hu-
man gameplay, the duration of that gameplay is of crucial impor-
tance. Not only more data is provided by a longer gameplay, the
playing skills and therefore the employed strategy might also be
better, since the player managed to ‘survive’ longer. In our case,
the duration of the game is strongly correlated with the final score
achieved in that game, since the speed of the bird is constant and
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Figure 4: The results of 100 experiments using the traditional
Q-learning algorithm.

the pipes are spaced equally. We therefore conducted the experi-
ments as follows: We grouped the recorded gameplays according
to their duration — gameplays with the total score of 1 were put
into the first group, gameplays with the total score of 2 into the
second group, etc. This way we formed 30 groups of recorded game-
plays with the same distribution as shown in Figure 3 (note that
for some scores in the range of 1 to 53, no gameplay was recorded).
We then ran the learning algorithm independently 100 times for
each group, each time selecting randomly a gameplay from the
current group to assist in training. We measured how much the
training time decreased on average for each group in relation to
the average training time of the baseline learning algorithm. We
were interested in whether and in which cases the decrease in the
training time would be greater than the duration of the assisted
human gameplay.

The left plot in Figure 5 shows the average decrease in train-
ing time for all 30 gameplay groups, which are denoted with red
dots. Gameplay durations are averages for each group, although
variations within a group are negligible (up to the amount of time
needed to travel between two adjacent pipes). The improvement
increases with the duration of the used gameplay recording in a
near-logarithmic manner. We can notice that the improvement rate
slows down significantly when the duration of the gameplay ex-
ceeds 30 seconds. This indicates that the majority of the human
skill is encoded into the first 30 seconds of gameplay, after which
the same strategy is very likely repeated, with less probability of
novelty in the recorded data.

The right plot in Figure 5 shows the same data from a different
perspective. Instead of the absolute reduction in the training time,
the difference between the reduced time and the average duration
of the used recordings is shown along the y-axis. A positive value
indicates that the training time was reduced more than the duration
of the recording. This means that there wasmore useful information
in the recorded gameplay than could be obtained by independent
training in the same amount of time. Shorter recordings show a
higher ratio, the highest being with the first group of recordings,
where the human player managed to pass only one obstacle and
lasted for about 3 seconds. The ratio is dropping with longer games
and reaches 0 at about 15 seconds mark.
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Figure 5: Improvement in the training time when using human gameplay recordings of different durations.

6 CONCLUSION
The results of our study demonstrate the potential of human-assisted
reinforcement learning in improving the performance of training
an agent. The main premise of this paper is that a human demon-
stration of a successful playing strategy contains more useful in-
formation than an agent can in the same amount of time obtain
independently. We verified this idea on the well-known Flappy
Bird game by first implementing a traditional Q-learning algorithm,
which was able to learn an optimal strategy in about 5 minutes
on average. We then proposed an adaptation to the traditional Q-
learning algorithm that can integrate gameplay recordings into the
learning process. We obtained 941 useful gameplay recordings from
22 volunteers that we used with our adapted learning algorithm
and compared the reduction of the training time in comparison to
the traditional Q-learning approach.

The results confirmed our hypothesis and showed that the most
useful information regarding a successful Flappy Bird playing strat-
egy is encoded in the first 30 seconds of human gameplay, after
which the improvement still somewhat increases, but at an insignif-
icant rate. We may conclude that in those first 30 seconds, a human
player encounters most of the possible situations, after which it
mostly repeats already seen playing maneuvers.

Such absolute training time improvement alone may suffice in
cases where offline data is abundant and online training is expen-
sive. However, to assess whether a human demonstration actually
contains more information than blind exploration, we analyzed
relative improvement in the training time, which showed that on
average, the first 15 seconds of human demonstration provided
more useful information than could independently be obtained by
the agent.

Themain limitation of our research is the simplicity of the chosen
training environment. After discretization, we obtained a state space
spanning 250 possible states, which can fairly quickly be explored by
the traditional Q-learning algorithm, as we have also demonstrated.
This leaves little room for improvement through human assistance.
We believe that in more complex domains, where it takes an agent
hours or even days to train, human assistance could prove much
more beneficial. Moreover so when the reward is sparse and the

agent must rely on pure luck to obtain the reward for the first time.
Human demonstrations of obtaining a reward could significantly
speed up this initial part of the training.

Our approach is currently limited to discrete states and actions,
which is the limitation of the traditional Q-learning algorithm with
tabulated Q-values. As a part of our future work, we aim to move to-
wards continuous environments and explore the possibilities to inte-
grate human assistance into modern deep Q-learning architectures.
This way we may be able to tackle more complex environments
and even real-world control problems.
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