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A B S T R A C T	   A R T I C L E   I N F O	

Flexible	 job	 shop	 scheduling	 problem	 (FJSSP)	 is	 a	 further	 expansion	 of	 the	
classical	 job	 shop	scheduling	problem	(JSSP).	FJSSP	 is	known	 to	be	NP‐hard	
with	regards	to	optimization	and	hence	poses	a	challenge	in	finding	acceptable	
solutions.	Genetic	algorithm	(GA)	has	successfully	been	applied	in	this	regard
since	last	two	decades.	This	paper	provides	an	insight	into	the	actual	complex‐
ity	 of	 selected	 benchmark	 problems	 through	 quantitative	 evaluation	 of	 the	
search	space	owing	to	their	NP‐hard	nature.	A	four‐layered	genetic	algorithm	
is	 then	 proposed	 and	 implemented	with	 adaptive	 parameters	 of	 population	
initialization	and	operator	probabilities	to	manage	intensification	and	diversi‐
fication	 intelligently.	 The	 concept	 of	 reinitialization	 is	 introduced	whenever	
the	 algorithm	 is	 trapped	 in	 local	minima	 till	 predefined	 number	 of	 genera‐
tions.	Results	are	then	compared	with	various	other	standalone	evolutionary	
algorithms	for	selected	benchmark	problems.	It	is	found	that	the	proposed	GA	
finds	better	solutions	with	this	technique	as	compared	to	solutions	produced	
without	this	technique.	Moreover,	 the	technique	helps	to	overcome	the	 local	
minima	 trap.	 Further	 comparison	 and	 analysis	 indicate	 that	 the	 proposed	
algorithm	 produces	 comparative	 and	 improved	 solutions	 with	 respect	 to	
other	analogous	methodologies	owing	to	the	diversification	technique.	

©	2020	CPE,	University	of	Maribor.	All	rights	reserved.
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1. Introduction 

Modern	manufacturing	processes	consist	of	several	carefully	planned	sub‐processes	that	require	
to	be	completed	in	a	predefined	manner	to	achieve	the	intended	product	[1].	With	the	continu‐
ously	changing	business	flux	and	fluctuating	product	demand,	it	is	imperative	that	manufactur‐
ing	 flexibility	may	be	added	 to	 the	shop	 floor	so	 that	a	maximum	variety	of	operations	can	be	
performed.	 Flexible	manufacturing	 systems	 (FMS)	 can	 handle	 a	 great	 deal	 of	 product	 variety	
with	reasonable	volumes	as	they	are	capable	of	variable	routing	among	different	workstations.	
Modern	 concepts	 of	 group	 technology	 (GT)	 and	 cellular	manufacturing	 have	 specifically	 been	
designed	to	incorporate	flexibility	in	the	manufacturing	process	[2].	The	decision	making	regard‐
ing	allocation	of	 tasks	or	 set	of	activities	 to	available	 resources	 is	 termed	as	scheduling	 [1,	3].	
Optimum	utilization	of	resources	 is	possible	 if	 the	tasks	are	efficiently	performed	according	to	
predefined	criteria.	Since	many	sequences	can	be	executed	for	a	said	product,	many	schedules	can	
be	developed.	Optimization	of	schedules	is	conventionally	evaluated	through	benchmark	prob‐
lems	against	a	predefined	cost	function.	The	cost	function,	in	this	case,	is	scheduling	an	objective	
that	is	used	to	assess	the	optimality	of	the	generated	schedule	concerning	the	said	objective.	
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	 Job	shops	are	popular	because	they	can	handle	a	variety	of	processes	in	a	single	facility	[4],	
thereby	offering	a	 significant	 advantage	over	 classical	product	or	process	based	 layouts.	They	
can	 handle	 the	 different	 sequences	 of	 operations	 on	 various	 fixed	machines.	 The	 flexible	 job	
shop	(FJS)	offers	flexibility	in	the	job	shop	through	the	introduction	of	flexible	machines	where‐
by	 required	operations	may	be	performed	on	 several	 alternative	machines	 [5].	 Therefore,	 the	
problem	can	be	decomposed	 as	 an	 assignment	 and	 scheduling	problem.	Additionally,	 cases	 of	
partial	and	total	flexibility	are	also	formulated,	whereby	all	operations	can	be	performed	on	all	
machines	in	the	case	of	total	 flexibility	and	only	some	operations	can	be	performed	on	several	
machines	in	the	case	of	partial	flexibility	[6].	Whereas	this	extension	has	provided	effective	re‐
source	 utilization	 and	 added	manufacturing	 flexibility,	 it	 also	 has	 increased	 the	 complexity	 of	
scheduling	optimization	manifold.	Therefore,	 flexible	 job	shop	scheduling	problem	(FJSSP)	has	
been	studied	 in	a	dedicated	and	detailed	manner	owing	 to	 its	NP‐hard	nature	 [7,	8]	 and	com‐
plexity	[9].	
	 It	has	been	reported	that	there	are	(n!)m	possible	sequences	for	generating	a	schedule	for	n	
jobs	on	m	machines	in	case	of	a	JSSP.	Consequently,	the	computational	resources	either	expire	or	
become	scarce	when	attempting	large	instances	of	problems.	Where	FJSSP	offers	more	flexibility	
in	 terms	of	 assignment,	 the	problem	becomes	more	complex	as	an	additional	 layer	of	alterna‐
tives	 is	available	 in	this	case.	Thus,	exact	solution	methods	are	seldom	attempted	[10,	11]	and	
artificial	intelligence‐based	approaches	have	gained	extreme	popularity.	Although,	various	dedi‐
cated	case	studies	of	FJSSP	have	been	reported	 in	 [12],	 traditionally,	benchmark	problems	are	
used	to	test	the	developed	algorithms	[13,	14].	
	 Schedules	are	developed	keeping	in	view	a	certain	objective.	Thus,	a	schedule	meant	for	op‐
timum	use	of	resources	may	not	be	applicable	for	optimum	workload	minimization.	Many	objec‐
tives	have	been	addressed	in	literature	with	regards	to	FJSSP;	however,	makespan	has	been	ad‐
dressed	 the	most	 [15],	which	 is	 the	maximum	time	required	 to	complete	all	operations	of	 the	
selected	dataset.	
	 FJSSP	is	one	of	the	most	challenging	optimization	problems	[16].	To	achieve	optimum	solutions	
in	a	reasonable	time,	meta‐heuristic	algorithms	have	gained	tremendous	popularity.	Whereas,	a	
lot	of	studies	have	been	conducted	using	various	algorithms;	Genetic	algorithm	(GA)	has	gained	
outstanding	 attention	 in	 this	 regard	 [17].	 In	 a	 comprehensive	 study	 considering	 various	 ap‐
proaches	for	solving	FJSSPs,	it	has	been	pointed	out	that	GA	is	the	most	popular	algorithm	with	
publications	amounting	 to	34	%	[18].	 It	has	also	been	pointed	out	 that	26.4	%	of	 studies	per‐
formed	on	FJSSPs	have	been	conducted	using	GA	[19].	
	 GA	mimics	the	phenomena	of	human	evolution	based	on	the	“survival	of	the	fittest”	rule	[20].	
It	provides	an	effective	mechanism	to	conduct	a	directed	random	search	for	finding	optimal	so‐
lutions	and	therefore	it	has	used	effectively	for	sequencing	problems	in	 flexible	manufacturing	
systems,	 gaining	 exceptional	 popularity	 in	 the	 last	 decade	 [15].	 An	 approach	 by	 localization	
along	with	benchmark	problems	of	FJSSP	with	total	flexibility	was	presented	[21].	Goa	et	al.	[22]	
addressed	the	FJSSP	with	multi‐objective	optimization	and	proposed	GA	for	the	solution	of	se‐
lected	benchmarks.	Similarly,	Pezzella	et	al.	[23]	suggested	a	GA	with	various	strategies	for	algo‐
rithm	improvement.	Gu	et	al.	[24]	presented	an	improved	GA	with	a	hybrid	population	initializa‐
tion	method.	
	 Population	 diversity	 plays	 an	 extremely	 important	 role	 in	 solution	 quality.	 Traditionally,	
crossover	and	mutation	operators	have	been	used	to	introduce	diversity	within	the	principles.	A	
cluster	of	population	at	a	local	minimum	enforces	the	algorithm	to	converge	prematurely.	Alter‐
natively,	an	extremely	diverse	population	may	not	allow	the	algorithm	to	converge.	Therefore,	
population	diversity	on	one	side	provides	solution	quality,	while	on	the	other	side;	it	may	allow	
the	algorithm	to	run	 for	 long	periods.	Research	has	 thus	been	carried	out	 in	order	 to	propose	
mechanisms	to	attain	a	balance	between	these	two	different	ends.	Wang	et	al.	 [25]	have	intro‐
duced	 a	 population	 diversity	 technique	 through	 the	 conservation	 of	 a	 single	 elitist	 solution.	
Xiong	et	al.	[26]	introduced	a	crowding	distance	measure	to	ensure	population	diversity.	Teek‐
eng	et	al.	[27]	proposed	a	modified	version	of	mutation	to	ensure	population	diversity.	
	 A	pure	GA	based	approach	is	presented	in	the	current	study	to	solve	the	FJSSP.	The	diversifi‐
cation	and	 intensification	 regimes	are	used	 side‐by‐side	 to	 increase	 the	 capability	of	 the	algo‐
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rithm	 to	 further	 explore	 the	 search	 space	 while	 conserving	 the	 best	 solutions	 and	 deferring	
premature	 convergence.	 When	 local	 minima	 are	 encountered	 after	 several	 iterations,	 re‐
initialization	 is	 invoked.	 The	 algorithm	 is	 then	 implemented	 and	 tested	 on	 selected	 standard	
benchmark	problems	of	FJSSP.	An	 in‐depth	analysis	of	 the	algorithm	efficacy	 for	FJSSP	 is	 then	
discussed	and	conclusions	are	presented.	

2. Problem formulation and complexity 

The	FJSSP	is	formulated	as	a	set	of	N	jobs	(J	=	J1,	J2,	J3,…,	JN)	to	be	processed	on	M	machines	(M	=	
M1,	M2,	M3,…,	MM).	Each	job	Ji	consists	of	predefined	operations	Oij	to	be	processed	on	any	of	the	
available	machines,	where	Oij	is	the	operation	j	of	job	i.	The	processing	time	required	for	comple‐
tion	of	operation	Oij	on	machine	Mk	is	a	known	aspect	termed	as	Pijk.	As	number	of	operations	for	
each	job	may	differ,	the	total	number	of	operations	for	all	operations	is	as	follows:	
	

ܮ ൌܬ

ே

ୀଵ

	 (1)

where	Jio	is	the	total	number	of	operations	for	a	single	job	Ji.	Accordingly,	a	sequence	may	be	as‐
signed	to	an	operation	Oij	such	that:	

݊ ൌ  ௫ܬ  ݆

ିଵ

௫ୀଵ

	 (2)

where	nij	is	the	sequence	number	for	a	said	operation.	The	operations	can	be	scheduled	on	any	
machine	depending	upon	the	condition	that	the	previous	operation	is	complete,	and	the	machine	
is	available	at	the	said	time.	Other	assumptions	are	formulated	below	[18].	

	 i.	All	resources	are	available	at	time	t	=	0:	
ݐ  0 ܱ ߳ ܰ	 (3)

ݎ  0 ∀ ܱ ߳ ܰ	 (4)
	 ii.	Only	one	operation	can	be	performed	on	one	machine	at	a	provided	time:	

ݐ െ ᇲᇲݐ  ܲᇲᇲ ∀൫ ܱ, ܱᇲᇲ൯ ߳ ܵ	 (5)

	 iii.	Operations	are	performed	in	a	predefined	order:	

ݐ െ ᇲᇲݐ  ܲᇲᇲ ∀൫ ܱ, ܱᇲᇲ൯ ߳ 	ܬ (6)

	 iv.	Operations	are	not	interrupted	once	they	are	started,	i.e.	pre‐emption	or	cancellation	is	not	
considered:	

ܧ െ ݐ ൌ ܲ ∀ ܱ߳ܬ & ܯ ߳ 	 ܯ (7)
	 v.	There	is	no	free	time	between	any	two	operations	

ݐ ൌ max൫ܥ, 	൯ݎ (8)

	 Where,	tijk	is	the	start	time	of	Oij	on	machine	Mk,	rijk	is	the	release	time	of	Oij	on	machine	Mk,	ti’j’k	
is	the	start	time	of	the	previous	operation	on	machine	Mk,	Pi’j’k	is	the	processing	time	of	the	pre‐
vious	operation	on	machine	Mk	and	Eijk	is	the	end	time	of	Oij	on	machine	Mk.	Additionally,	all	jobs	
have	equal	priorities	and	the	setup	times	are	either	zero	or	considered	in	the	operation	time.	
	 FJSSP	is	one	of	the	most	challenging	combinatorial	optimization	problems.	Even	for	the	sim‐
pler	 JSSP,	 the	 computational	 effort	 increases	 in	 an	 exponential	 manner	 with	 the	 increase	 of	
problem	size	and	computational	time	for	an	exact	solution	may	rise	to	millions	of	years	[28].	The	
actual	 depiction	 of	 problem	 complexity	 lies	 in	 the	 evaluation	 of	 search	 space.	 The	 size	 of	 the	
search	 space	depends	upon	 the	 chromosome	 length	 and	 level	 of	 flexibility	Uij	 of	 the	 problem.	
Henceforth,	changing	the	length	or	definition	affects	the	search	space.	In	every	gene,	there	is	an	
upper	bound	Uij,	 i.e.	 the	number	of	machines	on	which	a	said	operation	can	be	performed.	Ac‐
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cording	to	the	chromosome	definition	of	Zhang	et	al.	[29],	search	space	(SS)	is	the	combination	
of	all	possible	values	of	a	gene.	The	same	is	formulated	as	Eq.	9.	

ܵܵ ൌ ܵܵሺܵܯሻ  ܵܵሺܱܵሻ ൌෑෑ ܷ



ୀଵ

ே

ୀଵ


!ܮ

∏ !ேܬ
ୀଵ

	 (9)

	 Where	SS(MS)	and	SS(OS)	are	the	search	space	for	machine	selection	(MS)	and	operation	se‐
lection	(OS)	parts	of	the	chromosome	respectively.	For	the	MS	part,	SS	is	all	possible	valid	com‐
binations	for	all	genes,	i.e.	product	of	Uij	for	all	operations.	For	the	OS	part,	SS	is	the	ratio	of	OS	
part	chromosome	length	and	product	of	all	Jio!.	The	computations	of	search	space	for	Fattahi	[30]	
and	Kacem	[21]	are	presented	in	Table	1	and	graphically	shown	in	Fig.	1.	Here,	M,	N,	and	L	rep‐
resent	 the	 total	 number	 of	 jobs,	 machines,	 and	 sequences,	 respectively.	 It	 is	 evident	 that	 the	
search	space	size	increases	manifold	in	an	exponential	manner.	This	depiction	of	problem	com‐
plexity	has	not	been	attempted	before.	

Table	1	Search	space	for	Kacem	and	Fattahi	datasets	
Instance	 N	 M	 L	 SS Instance N M L	 SS
SFJS1	 2	 2	 4	 9.60E+01 MFJS3 6 7 18	 4.67E+18
SFJS2	 2	 2	 4	 2.40E+01 MFJS4 7 7 21	 1.12E+23
SFJS3	 3	 2	 6	 1.44E+03 MFJS5 7 7 21	 7.45E+22
SFJS4	 3	 2	 6	 1.44E+03 MFJS6 8 7 24	 1.81E+27
SFJS5	 3	 2	 6	 5.76E+03 MFJS7 8 7 32	 3.00E+36
SFJS6	 3	 3	 9	 1.08E+05 MFJS8 9 8 36	 2.82E+42
SFJS7	 3	 5	 9	 8.60E+05 MFJS9 11 8 44	 1.35E+55
SFJS8	 3	 4	 9	 8.60E+05 MFJS10 12 8 48	 6.28E+61
SFJS9	 3	 3	 9	 8.60E+05 Kacem	1 4 5 12	 6.77E+13
SFJS10	 4	 5	 12	 9.46E+07 Kacem	2 10 7 29	 1.41E+48
MFJS1	 5	 6	 15	 1.39E+13 Kacem	3 10 10 30	 4.39E+54
MFJS2	 5	 7	 15	 2.12E+14 Kacem	4 15 10 56	 2.03E+112

 

Fig.	1	Problem	size	vs.	search	space	

3. Proposed algorithm 

3.1 Methodology 

To	explore	 the	problem	search	space	sufficiently,	 crossover	and	mutation	operators	are	 intro‐
duced	 in	 GA	 [6].	 These	 operators	 bring	 diversity	 in	 the	 population	 through	 exchanging	 infor‐
mation	between	individual	chromosomes.	
	 At	 the	 initialization	phase	of	 the	algorithm,	the	population	 is	 fairly	diverse	as	the	algorithm	
generates	 initial	chromosomes	on	a	random	basis.	When	convergence	is	achieved	after	certain	
generations	in	a	GA	routine,	the	population	tends	to	have	a	large	amount	of	better	solutions	and	
variance	of	 the	population	 therefore	decreases.	Where	 the	convergence	 is	an	 indication	of	 the	
best	 solution,	 there	 is	also	a	known	 tendency	of	GA	 to	get	 trapped	 in	 local	minima.	Literature	
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proposes	to	run	the	algorithm	for	extended	generations	[23]	or	employ	local	search	techniques	
to	overcome	this	issue	[24].	Although	both	techniques	have	proven	to	be	successful	in	obtaining	
acceptable	solutions,	they	have	their	inherent	drawbacks.	Extended	generations	come	at	the	cost	
of	computational	effort	and	time.	Similarly,	 local	search	not	only	 increases	 the	algorithm	com‐
plexity	with	regards	to	 implementation	but	also	 increases	the	computational	effort.	This	study	
proposes	a	Re‐initialization	based	genetic	algorithm	(R‐GA)	to	overcome	these	observations.	Fig.	
2	presents	an	overall	information	exchange	four‐layer	scheme	followed	in	R‐GA.	A	detailed	de‐
scription	of	these	layers	is	presented	in	subsequent	sections.	

START

GA Configuration:
GenSize
PopSize
GS, LS, RS
SelRatio

Problem Input

Encode chromosome
Initialize Population

Problem 
Formulation

Crossover

Mutation

Selection

New Generation

Evaluate Offsprings
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Input Layer GA Layer Re-Initialization Layer

Solution Improved?

TerminationCtr > 
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NO

NO

ReInitAttempCtr > 
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Reinitialize Pop with 
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Add Best Solution to New 
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ReInitAttempCtr++

NO

YES

TerminationCtr=0

Output Layer

Decode chromosome

Generate Gantt Chart

END

Decrease GS Ratio by 10%

Best Solution

	

Fig.	2	Flowchart	of	proposed	algorithm	(R‐GA)	

3.2 Input layer 

The	input	layer	takes	various	pre‐defined	parameters	from	the	user	as	input	to	GA.	The	values	of	
parameters	taken	for	the	current	implementation	and	testing	is	listed	in	Table	2.	The	adaptabil‐
ity	of	applicable	parameters	is	explained	in	relevant	sections.	
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Table	2	Input	parameters	for	R‐GA	
Parameter	 Description Value	
Population	size	 Total	chromosomes	in	a	population 1500	
Generation	size	 Number	of	iterations	in	GA 250	
Crossover	probability	 Likelihood	for	chromosome	crossover Adaptive
Mutation	probability	 Likelihood	for	chromosome	mutation Adaptive
Global	selection	ratio	 Population	initialization	factor	for	global	selection Adaptive
Local	selection	ratio	 Population	initialization	factor	for	local	selection Adaptive
Random	selection	ratio	 Population	initialization	factor	for	random	selection Adaptive
Elitism	ratio	 Elite	chromosome	selection	factor 20	
Roulette	wheel	ratio	 Factor	for	roulette	wheel	selection 80	
Termination	counter	limit Limit	for	GA	before	re‐initialization	 100	
Re‐initialization	counter	limit	 Number	of	re‐initialization	attempts 4	

3.3 GA layer 

This	 layer	contains	the	 implementation	of	GA.	The	chromosome	representation	of	machine	se‐
lection	(MS)	and	operation	selection	(OS)	as	proposed	by	Zhang	et	al.	[29]	is	used	in	this	study.	
This	representation	avoids	generating	infeasible	chromosomes	during	the	evolution	process	and	
used	a	single	chromosome	for	handling	the	routing	and	scheduling	aspects.	
	 MS	vector	represents	the	machine	number	allocated	for	any	operation	Oij	out	of	all	available	
machines.	 In	OS	vector,	every	operation	is	represented	by	its	 job	number	 i	and	the	schedule	is	
decoded	by	the	sequence	of	these	numbers.	Consider	the	problem	presented	in	Table	3	consist‐
ing	of	4	jobs	that	are	to	be	scheduled	on	4	machines.	The	candidate	solution	chromosome	can	be	
represented	 in	MSOS	 format	 as	 shown	 in	Fig.	 3.	The	 job,	 operation	and	machine	 routing	have	
been	color‐coded	to	elaborate	the	representation,	e.g.	 in	the	fifth	gene	of	MS	vector,	O31	can	be	
assigned	on	M1,	M2	and	M4	however	gene	value	2	indicates	that	it	has	been	assigned	on	2nd	ma‐
chine	 from	all	 available	 set	of	machines,	 i.e.	M2.	 Similarly,	 for	OS	vector,	 the	 first	 gene	value	3	
indicates	that	O31	will	be	scheduled	first;	second	gene	value	1	indicates	that	O11	will	be	scheduled	
second	and	so	on.	

The	population	 initialization	 is	 important	since	 it	determines	 the	quality	of	solutions	 in	 the	
search	space.	The	global	selection	(GS),	local	selection	(LS)	and	random	selection	(RS)	are	used	
in	this	study	for	the	MS	part	[29].	Initially,	GS	is	taken	as	50,	LS	is	taken	as	20	and	RS	is	taken	as	
30.	For	the	OS	part,	the	population	is	generated	through	random	selection.	
	

Table	3	A	Sample	FJSSP	
Job	 Operation	 Machine

M1 M2 M3 M4	
J1	 O11 ∞ 10 ∞ 20	

O12 25 30 10 ∞	
O13 15 60 15 10	

J2	 O21 15 ∞ 50 ∞	
J3	 O31 80 10 ∞ 50	

O32 ∞ 80 10 10	
J4	 O41 20 60 10 10	

O42 20 ∞ ∞ ∞	

	

 

Fig.	3	An	illustration	of	MSOS	representation	
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	 Three	different	crossover	methods	have	been	used	for	the	MS	part.	In	the	single	point	crosso‐
ver	(SPX)	method	[31],	a	random	number	r	is	generated	in	the	range	[1,	L]	and	offspring	are	then	
generated	by	swapping	genes	[1,	r]	and	[r,	L]	of	two	parents.	In	the	two	point	crossover	(TPX)	
method	[32],	two	random	numbers	are	generated	in	the	range	[1,	L]	and	the	MS	chromosome	is	
divided	into	three	parts,	i.e.	[1,	r1],	[r1,	r2]	and	[r2,	L].	Offspring	are	then	generated	by	swapping	
the	resultant	three	parts.	In	uniform	crossover	(UX)	method	[29],	even	and	odd	number	of	genes	
of	parent	chromosomes	is	swapped	to	generate	offspring.	
	 The	crossover	of	the	OS	vector	 is	delicate	due	to	 its	precedence	order	constraints.	To	avoid	
generating	 invalid	 chromosomes	 and	 preserving	 the	 scheduling	 constraints	 in	 OS	 vector,	 Im‐
proved	precedence	order	crossover	(iPOX)	technique	has	been	used	[33]	as	shown	in	Fig.	4.	This	
procedure	generates	two	sets	of	jobs,	i.e.	Js1	and	Js2	and	then	uses	these	sets	to	generate	offspring	
from	parent	chromosomes.	 In	this	study,	we	generated	 job	sets	 Js1	and	 Js2	by	generating	a	ran‐
dom	integer	in	the	range	[1,	n].	Job	sets	are	then	generated	as	Js1	=	[1,	r]	and	Js2	=	[r,	n].	

 
Fig.	4	Improved	precedence	order	crossover	

	 Conventionally,	crossover	probability	(Pc)	is	kept	at	a	predefined	value,	normally	in	the	range	
of	0.8‐0.9.	In	this	study,	Pc	is	adaptive	in	nature	as	formulated	in	Eq.	10.	This	increases	the	cross‐
over	probability	as	convergence	is	achieved,	hence	introducing	the	possibility	for	maximum	di‐
versification.	

ܲ ൌ
തതതݐܨ

max ݐܨ
	 (10)

	 Here,	Ft	and	ݐܨതതത	is	the	overall	and	mean	fitness	of	the	entire	population	under	consideration,	
respectively.	
	 Random	intelligent	mutation	has	been	used	for	the	MS	part.	A	random	number	r1	is	generated	
in	the	range	[1,	L].	A	mutation	is	then	performed	at	r1	gene.	To	mutate	r1	gene,	another	random	
number	generated	in	the	range	between	one	and	the	total	number	of	machines	on	which	opera‐
tion	at	gene	r1	can	be	performed.	The	value	of	r1	gene	is	then	replaced	with	r2.	This	procedure	
does	 not	 allow	 generation	 of	 infeasible	 chromosome	 and	 ensures	 generation	 of	 new	 child	 by	
restricting	duplication	of	parent	chromosomes.	For	the	OS	part,	swap	mutation	has	been	used	as	
proposed	in	[33].	Both	procedures	are	presented	in	Fig.	5.	
	

	
Fig.	5	Random	intelligent	mutation	and	swap	mutation	
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	 Mutation	 probability	 (Pm)	 is	 generally	 kept	 at	 a	 lower	 side,	 ranging	 from	 0.1‐0.25.	 In	 this	
study,	Pm	 is	adaptive	in	nature	as	governed	by	Eq.	11.	As	the	population	is	converged,	Pm	 is	in‐
creased	as	the	values	of	minimum	and	maximum	fitness	comes	close	to	each	other.	This	further	
enhances	the	ability	of	the	algorithm	to	achieve	a	diverse	population.	

ܲ݉ ൌ
min ݐܨ

max ݐܨ
	 (11)

	 Once	 crossover	 and	 mutation	 are	 carried	 out,	 offspring	 are	 generated	 and	 their	 fitness	 is	
evaluated	with	 regards	 to	makespan	minimization.	 A	 combination	 of	 elite	 and	 roulette	wheel	
selection	is	used	to	curtail	the	population	down	to	population	size.	In	this	study,	elitism	ratio	is	
kept	 at	 20	%	of	 the	whole	population.	 Chromosomes	having	 improved	 fitness	with	 respect	 to	
other	competitor	chromosomes	are	introduced	into	the	population	thereafter.	GA	routine	is	con‐
tinued	until	improved	solutions	are	found.	The	algorithm	terminates	if	no	improvement	is	found	
till	100	iterations	consecutively	and	the	final	solution	is	fed	into	the	re‐initialization	layer	so	that	
elite	preservation	is	ensured.	

3.4 Re‐initialization layer 

This	layer	receives	the	elite	chromosomes	and	reinitializes	the	population	to	produce	diversity	
for	re‐exploring	the	search	space.	During	this	process,	GS	and	LS	are	decreased	and	increased	by	
10	%	respectively.	This	approach	enhances	the	generation	of	chromosomes	by	local	search	pro‐
cedure	and	 reduces	global	 search	 in	 every	 re‐initialization	while	preserving	 the	elite	 solution.	
Thus,	intensification	around	the	best	solution	is	carried	out.	Here,	as	the	mutation	probability	is	
also	adapted	on	the	higher	side	to	maximize	the	generation	of	new	possible	solutions.	The	new	
population	is	again	returned	to	the	GA	layer	until	the	re‐initialization	count	limit	is	reached.	

3.5 Output layer 

This	layer	decodes	the	elite	chromosome	and	generates	the	Gantt	chart	for	the	problem	accord‐
ingly	along	with	the	best	solution	makespan.	

4. Results and discussion 

Before	 commencing	with	 the	 large	 scale	 application,	 the	 parameters	 of	 R‐GA	were	 optimized	
such	that	algorithm	efficiency	was	achieved.	The	algorithm	was	run	on	a	Pentium	Core	i7	with	
4GB	RAM	and	experimental	 results	are	compared	with	known	benchmark	problems	of	Kacem	
[21]	and	Fattahi	[30].	Since	the	proposed	algorithm	is	pure	GA,	thus	comparison	is	made	either	
with	pure	GA	based	approaches	or	other	standalone	comparable	evolutionary	algorithms.	
	 Fig.	 4	 shows	 the	 convergence	 pattern	 for	 MFJS8.	 R‐GA	 initializes	 and	 generates	 a	 random	
population	using	 the	 initialization	procedures	and	starts	 to	 converge.	The	 initial	population	 is	
diverse	 and	 as	 convergence	 is	 achieved,	 it	 initially	 traps	 at	 local	 minima	 (922)	 at	 120	
generations	 and	 retains	 there	 for	 100	 iterations.	 As	 no	 improvement	 is	 observed	 until	 100	
generations,	 re‐initialization	 is	 invoked	 to	 introduce	 diversity	 in	 population	 for	 search	 space	
evaluation.	Additionally,	the	improved	local	selection	in	the	new	generation	is	also	imposed	for	
compensating	diversification	and	intensification.	The	algorithm	again	starts	to	converge	and	just	
after	 re‐initialization,	 attains	 884	 makespan.	 The	 algorithm	 then	 continues	 until	 termination	
criteria	are	met.	It	is	remarkable	that	the	similar	algorithm	without	the	proposed	diversification	
technique	does	not	perform	to	produce	comparable	results	and	retains	trapped	in	local	minima	
as	obvious	from	Fig.	6.	Similar	behavior	can	be	observed	for	MFJS2,	MFJS	4,	MFJS5	and	MFJS6	as	
shown	in	Fig.	7	and	Fig.	8.	The	algorithm,	after	initial	convergence,	reinitializes	and	attains	a	new	
minimum	which	is	comparable	to	available	benchmark	problem	solutions.		
	 The	proposed	algorithm	therefore	successfully	gets	out	of	the	local	minima	trap	owing	to	the	
diversification	methodology	and	produces	comparable/better	results	as	compared	to	other	simi‐
lar	 algorithms.	 In	 addition,	 the	 proposed	 scheme	 also	minimizes	 the	 possibility	 of	 premature	
convergence	as	population	diversity	is	initiated	to	check	the	local	minima	trap	once	the	average	
fitness	between	generations	becomes	stable.	However,	the	scheme	requires	more	computational	
power	accordingly	owing	to	the	additional	features.	
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Fig.	6	Convergence	pattern	for	MFJS8	and	its	comparison	with	GA	

 

Fig.	7	Convergence	pattern	for	MFJS2	and	MFJS4	

 

Fig.	8	Convergence	pattern	for	MFJS5	and	MFJS6	

	 Table	 4	 presents	 the	 solutions	 of	 R‐GA	 in	 contrast	with	 other	 comparable	 algorithms.	 The	
algorithm	 results	 are	 compared	 with	 standalone	 optimization	 algorithms	 that	 have	 solved	
similar	benchmarks.	Notably,	the	algorithm	outperforms	other	algorithms	in	various	instances.	
Positive	mean	percentage	deviation	calculated	 from	Eq.	12	shows	that	 the	algorithm	performs	
competitively	when	tested	against	these	benchmarks	and	even	outperforms	in	some	instances.	
Fig.	9	presents	a	final	Gantt	chart	of	MFJS8.	
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Table	4	Comparison	of	R‐GA	with	other	similar	approaches	
Problem	 R‐GA	 HTS/TS	[30]	 HTS/SA[30] GA[34] AIA[35]	 CP[36]

Cmax	 %Δ	 Cmax %Δ Cmax %Δ Cmax %Δ	 Cmax	 %Δ
SFJS1	 66	 66	 0	 66 0 66 0 66 0	 66	 0
SFJS2	 107	 107	 0	 107 0 107 0 107 0	 107	 0
SFJS3	 221	 221	 0	 221 0 221 0 221 0	 221	 0
SFJS4	 355	 355	 0	 355 0 355 0 355 0	 355	 0
SFJS5	 119	 119	 0	 119 0 119 0 119 0	 119	 0
SFJS6	 320	 320	 0	 320 0 320 0 320 0	 320	 0
SFJS7	 397	 397	 0	 397 0 397 0 397 0	 397	 0
SFJS8	 253	 253	 0	 256 1.2 253 0 253 0	 253	 0
SFJS9	 210	 210	 0	 210 0 210 0 210 0	 210	 0
SFJS10	 516	 516	 0	 516 0 516 0 516 0	 516	 0
MFJS1	 468	 469	 0.2	 469 0.2 468 0 468 0	 468	 0
MFJS2	 446	 482	 7.5	 468 4.7 448 0.4 448 0.4	 446	 0
MFJS3	 466	 533	 12.6	 538 13.4 466 0 468 0.4	 466	 0
MFJS4	 554	 634	 12.6	 618 10.4 554 0 554 0	 554	 0
MFJS5	 514	 625	 17.8	 625 17.8 514 0 527 2.5	 514	 0
MFJS6	 634	 717	 11.6	 730 13.2 634 0 635 0.2	 634	 0
MFJS7	 879	 964	 8.8	 947 7.2 881 0.2 879 0	 931	 5.6
MFJS8	 884	 970	 8.9	 922 4.1 891 0.8 884 0	 884	 0
MFJS9	 1091	 1105	 1.3	 1105 1.3 1094 0.3 1088 ‐0.3	 1070	 ‐2
MFJS10	 1238	 1404	 11.8	 1384 10.5 1286 3.7 1267 2.3	 1208	 ‐2.5
Kacem1	 11	 ‐ ‐	 ‐ ‐ ‐ ‐ ‐ ‐	 11	 0
Kacem2	 11	 ‐ ‐	 ‐ ‐ ‐ ‐ ‐ ‐	 11	 0
Kacem3	 7	 ‐ ‐	 ‐ ‐ ‐ ‐ ‐ ‐	 7	 0
Kacem4	 12	 ‐ ‐	 ‐ ‐ ‐ ‐ ‐ ‐	 12	 0

Mean	%Δ	 4.7	 4.2 0.3 0.3	 	 0

	

 
Fig.	9	Gantt	chart	for	MFJS	8	

	 Fig.	10	shows	percentage	deviation	of	R‐GA	from	five	different	algorithms	for	ten	problems,	
i.e.	 MFJS1	 to	MFJS10.	 Positive	 deviation	 indicates	 that	 R‐GA	 performed	 better	 than	 reference	
algorithm	while	negative	deviation	indicates	otherwise.	It	is	notable	that	R‐GA	performs	better	
than	other	algorithms	 for	more	complex	problems	e.g.	MFJS10	etc.	 It	 is	also	evident	 that	R‐GA	
performs	in	a	satisfactory	manner	as	the	problem	complexity	increases	since	significant	positive	
deviation	is	achieved	in	nearly	all	problems	as	shown	in	Fig.	10.	However,	R‐GA	lagged	for	MJFS9	
when	compared	with	AIAA	and	CP	and	MFJS10	when	compared	with	CP.	
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Fig.	10	Percentage	deviation	of	R‐GA	from	different	algorithms	

5. Conclusion 

In	this	paper,	the	search	space	of	well‐known	benchmark	problems	is	addressed	qualitatively	by	
proposing	a	chromosome‐based	formulation	and	an	insight	into	the	actual	problem	complexity	
is	presented	owing	to	the	NP‐hard	nature	of	the	problem.	A	modified	GA	is	then	developed	and	
implemented	for	solving	the	selected	benchmark	problems	of	FJSSP	for	makespan	optimization.	
In	this	approach,	GA	is	initialized	based	upon	global,	local	and	random	selection	techniques	and	
adaptive	 reproductive	operators	are	 applied	 to	 intelligently	 evolve	 the	algorithm.	Adaptability	
has	been	incorporated	in	the	parameters	so	that	the	algorithm	may	adhere	to	the	current	popu‐
lation	diversity	and	acquire	additional	benefits	out	of	the	intensification	and	diversification	re‐
gimes.	The	algorithm	converges	to	a	certain	limit	and	traps	in	local	minima	while	preserving	the	
best	available	solution.	To	divulge	the	algorithm	from	this	point,	diversification	methodology	is	
employed	with	revised	adaptive	parameters	and	the	algorithm	converges	until	termination	cri‐
teria	are	encountered.	The	algorithm	is	tested	extensively	on	selected	benchmarks	and	it	is	con‐
cluded	that	the	proposed	algorithm	not	only	performs	effectively	for	solving	the	FJSSP	but	also	
escapes	out	of	local	minima	trap	at	various	instances.	The	convergence	patterns	along	with	solu‐
tion	quality	further	endorse	the	algorithm	efficacy.	It	is	also	identified	that	the	proposed	diversi‐
fication	methodology	produces	better	results	when	integrated	with	the	GA	and	surpasses	most	
of	the	other	standalone	comparable	approaches.	
	 This	work	enhances	the	utility	of	GA	through	the	effective	use	of	various	diversification	tech‐
niques	and	provides	a	framework	for	effectively	exploring	the	huge	search	space	with	an	easy‐
to‐program	approach.	A	user‐friendly	software	 is	developed	 in	this	work	which	requires	mini‐
mum	input	from	the	user	and	can	be	used	in	other	similar	optimization	applications.	Future	re‐
search	 involves	 the	expansion	of	 algorithm	application	on	multi‐objective	problems	and	other	
objective	functions.	
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A B S T R A C T	   A R T I C L E   I N F O	

The	 purpose	 of	 this	 article	 is	 to	 give	 a	 general	 overview	 of	 the	 production	
technologies	of	stents	with	consideration	of	their	design	and	materials.	Since	
the	beginning	of	 the	use	of	stents	 in	medicine	 for	atherosclerosis	 treatment,	
their	development	has	changed	rapidly.	Various	stents	have	also	been	devel‐
oped	 with	 the	 development	 of	 materials	 science,	 treatment	 techniques	 and	
new	manufacturing	processes.	In	this	way	the	development	has	shifted	from
the	 initial	 bare‐metal	 stents	 (BMS),	 to	 drug‐eluting	 stents	 (DES)	 and	 bio‐
resorbable	stents	(BRS),	which	are	made	of	biodegradable	polymers	or	met‐
als.	Various	studies	agree	that	it	will	be	necessary	to	further	review	the	exper‐
imentally	obtained	material	properties	with	analytical	and	numerical	studies.
Here,	the	computational	modelling	(Finite	element	analysis	–	FEA	and	Compu‐
tational	fluid	dynamics	–	CFD)	was	found	as	a	valuable	tool	when	evaluating	
stent	mechanics	 and	 optimizing	 stent	 design.	 The	 development	 of	 the	 stent	
manufacturing	 technologies	 has	 also	 changed	 and	 been	 supplemented	 over	
the	years.	Nowadays,	3D	printing	could	be	an	exciting	manufacturing	method	
to	produce	polymeric	bio‐materials,	suitable	 for	the	 latest	generation	of	bio‐
degradable	stents	applications.	

©	2020	CPE,	University	of	Maribor.	All	rights	reserved.	

  Keywords:	
Stent;	
Bare‐metal	stent;	
Drug‐eluting	stent;		
Bio‐resorbable	stent;	
Stent	coatings;	
Drug	delivery;	
Stent	manufacturing;	
Stent	material;	
Laser	cutting;	
Additive	manufacturing	(3D	print‐
ing)		

*Corresponding	author:		
srecko.glodez@um.si	
(Glodež,	S.)	

Article	history:		
Received	22	September	2020	
Revised	8	December	2020	
Accepted	12	December	2020	

 
 

1. Introduction  

A	stent	can	be	defined	as	an	endovascular	prosthesis.	They	are	skeletal	meshes	made	of	metal,	
placed	 inside	a	 clogged	 coronary	artery.	The	 stent	 is	developed	 for	 the	purpose	of	preventing	
complications	which	occur	 in	atherosclerosis.	The	 latter	 is	a	chronic	disease	caused	by	the	ac‐
cumulation	of	fatty	deposits	on	the	walls	of	blood	vessels,	which	causes	the	blood	vessels	to	con‐
strict.	In	this	case,	the	supply	of	tissues	is	insufficient,	which	may	lead	to	a	heart	attack	or	stroke.	
The	most	important	characteristics	of	a	stent	are	corrosion	resistance,	low	thrombosis	rate,	bio‐
compatibility,	radiopacity,	easy	positioning,	flexibility,	high	radial	strength,	low	elastic	displace‐
ment,	uniformity,	minimum	surface	area,	low	pass	profiles	and	low	costs	[1].	

In	1977,	the	German	physician	Andreas	Gruentzig	performed	the	first	coronary	balloon	angi‐
oplasty	on	a	conscious	man.	Problems	which	occurred	after	such	procedures	were	acute	vascu‐
lar	closure,	short‐term	elastic	displacement	and	prolonged	restenosis.	Restenosis	is	the	artery’s	
response	 to	 severe	damage,	 caused	by	balloon	angioplasty.	One	of	 its	 characteristics	 is	 the	 in‐
creased	proliferation	of	 smooth	muscle	cells	and	deposition	outside	 the	 cell	matrix,	 leading	 to	
progressive	luminal	narrowing.	This	phenomenon	was	observed	in	33	%	of	the	patients	[1].		
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In	1986,	Siguart	and	Puel	performed	a	 technique	with	a	self‐expanding	stainless‐steel	stent	
on	a	human.	The	technique	involved	the	expansion	and	permanent	installation	of	a	mechanical	
support	device.	Since	then,	many	improvements	have	been	made	in	the	fields	of	Design,	Materi‐
als,	Implementation	technique,	etc.	All	of	this	has	helped	to	increase	the	use	of	stents.	Further‐
more,	with	the	insertion	of	the	stent,	it	was	proven	that	the	restenosis	rate	decreased	compared	
with	the	balloon	angioplasty.	However,	a	new	problem	can	arise,	which	is	called	in‐stent	reste‐
nosis	(ISR).	As	a	final	product,	a	neointima	formation	appears,	consisting	of	smooth	muscle	cells	
and	components	of	the	extracellular	matrix.	The	process	of	neointima	formation	stabilises	in	the	
human	body	after	about	3‐6	months.	

2. Basic characteristics of stents 

2.1 Stent shape 

The	shape	of	a	stent	is	usually	cylindrical	and	has	at	least	one	structural	element	(Fig.	1).	These	
elements	are	arranged	so	that	the	stent	can	be	stretched	and	compressed	radially.	The	structural	
elements	can	be	splints,	rods,	fibres,	wires,	or	threads.	The	platform	of	the	stent	must	provide	[2]:	

 Mechanical	 characteristics	which,	 in	 the	process,	means	 that	 it	matches	 the	curvature	of	
the	vessel	easily	after	stretching	and	maintains	sufficient	radial	strength	to	withstand	the	
force	of	the	load	on	the	arterial	wall.	

 Radio	 impermeability,	 to	 prevent	 the	 transmission	 of	 X‐rays	 or	 other	 ionising	 radiation	
due	to	any	necessary	interventions.		

 An	easily	replaceable	base,	namely,	the	stent	should	have	a	narrow	profile	in	a	compressed	
state	so	that	it	can	be	placed	easily	and	can	pass	through	narrow	veins,	with	stenoses,	ef‐
fortlessly.		

 Biocompatibility,	which	means	that	the	material	of	the	stent	should	be	compatible	with	the	
blood	and	the	surrounding	vascular	wall.	
	

            

Fig.	1	a)	Designed	model	of	a	cardiovascular	stent,	b)	Scanning	electron	micrographs	of	a	stent	at	100	
magnification	with	strut	thickness	of	150	µm	[2]	

2.2 Stent construction 

The	first	stent	 implanted	into	humans	was	the	Wallstent.	 It	had	a	self‐expanding	platform	that	
contained	a	 stainless‐steel	metal	 structure.	The	Palmaz‐Schatz	 stent	 introduced	an	alternative	
mechanism	using	an	expandable	balloon.	Today,	all	stents	are	made	 from	this	principle.	These	
stents	have	higher	radial	strength	and	better	clinical	outcome	than	the	competing	mesh	and	coil	
stent	structures.	Further	platform	developments	have	established	a	balance	between	coil	flexi‐
bility	and	radial	strength	of	stent	models	with	mesh	structures	[3].	
	 	

a) b)
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2.3 Stent geometry 

The	main	attributes	of	 a	 stent	 are	 its	 flexibility	 and	 radial	 strength.	To	achieve	both,	different	
geometric	configurations	must	be	made.	Rogers	and	Edelman	[4]	showed	that	the	geometry	of	
the	stent	is	an	important	factor	in	restenosis.	If,	at	the	same	material	and	surface	area,	the	num‐
ber	of	junctions	of	the	support	struts	increases,	then	the	neointimal	area	increases	proportional‐
ly.	Other	researches	have	proved	that	this	condition	is	also	necessary	to	reduce	vascular	damage	
[5,	6].	

2.4 Stent strut thickness  

Various	clinical	studies	and	researches	have	shown	that	the	degree	of	restenosis	depends	on	the	
thickness	of	the	splint.	The	thinner	the	splint,	the	lower	the	rate	of	restenosis.	Two	stent	brace	
thicknesses	were	compared	in	[7].	A	50	µm	splint	thickness	caused	15	%	restenosis,	and	a	140	
µm	caused	26	%	restenosis.	The	 thickness	of	 the	 splint	has	more	effect	on	 restenosis	 than	 its	
geometry.	Because	of	that,	 they	started	using	metal	splints	with	a	minimum	thickness	(60‐100	
µm).	The	design	and	fabrication	of	the	stent	platform	are	two	crucial	factors	in	clinical	success.	
Also,	great	attention	is	paid	to	the	optimisation	of	materials	and	the	design	of	the	stent	platform.		

3. Materials for the stent's platform 

The	choice	of	materials	 for	stents	 is	very	 important	(see	Table	1).	They	must	have	several	 im‐
portant	 characteristics,	 such	as	 sufficient	mechanical	 strength	and	ductility,	 they	must	be	bio‐
compatible	 and	 antibacterial.	 The	material	must	 also	 be	 flexible,	 and	must	 have	 the	 ability	 to	
spread.	Non‐biocompatible	material	can	trigger	an	immune	response	and	lead	to	rapid	cell	pro‐
liferation	via	a	stent,	leading	to	a	cytotoxic	effect	and	chronic	inflammation	[8].	

3.1 Bare‐metal stents (BMS) 

The	first	generation	of	stents	were	bare‐metal	stents	(BMS),	where	316L	stainless	steel	was	used	
as	a	base	material.	The	main	benefit	characteristics	of	such	stents	were	high	durability,	corro‐
sion	resistance	and	biocompatibility.	However,	 these	stents	are	poorly	degradable,	which	may	
cause	inflammation	after	some	period	of	implementation.		

Improvements	 in	 stent	design	have	been	made	possible	due	 to	 the	development	 in	 the	 sci‐
ence	of	materials.	 Significant	progress	 in	 this	area	 is	 seen	 in	 the	use	of	metal	 alloys	 that	have	
higher	mechanical	strength	(compared	to	316L	stainless	steel).	Greater	strength	is	crucial	for	the	
possibility	of	using	thinner	splints.	Those	are	more	effective	and	reduce	further	health	problems,	
which	can	occur	later	[9].	In	recent	years,	the	emphasis	has	been	placed	on	research	on	the	types	
of	 materials	 for	 stents,	 where	 the	 emphasis	 has	 primarily	 been	 on	 observing	 the	mechanical	
properties	and	biocompatibility	of	materials	 [10,	11].	The	greatest	progress	has	been	made	 in	
the	use	of	alloys	and	representative	materials	 for	bare	metals,	 such	as	nickel‐titanium,	cobalt‐
chromium,	magnesium,	platinum‐iridium,	etc.	The	best	mechanical	strength	was	shown	by	the	
cobalt‐chromium	alloy;	thus,	it	is	used	mostly	for	the	stent	platform.	The	use	of	metal	alloys	re‐
duced	 the	 thickness	of	 the	struts,	 improved	performance,	and	maintained	 radial	 strength.	The	
disadvantage	of	these	stents	is	the	occurrence	of	late	restenosis	which	may	be	avoided	with	the	
use	of	drug‐eluting	stents.	

3.2 Drug‐eluting stents (DES) 

A	drug‐eluting	Stent	(DES)	can	load	and	deliver	medicine	that	is	inserted	into	polymer	coatings	
on	the	surface	of	bare‐metal	stents.	Drug‐eluting	stents	began	to	develop	because	of	restenosis	
problems	after	implantation	of	the	previous	stents.	They	have	been	shown	to	reduce	the	rate	of	
restenosis	development	[12].	DES	presents	a	revolution	in	stent	development.	The	first	genera‐
tion	was	Cypher	DES	(Cordis	Corp.,	Johnson	&	Johnson).	Problems	with	these	stents	manifested	
as	thrombosis	(clogging	of	the	veins).	Therefore,	the	researchers	focused	their	development	on	
improving	DES.		
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In	general,	three	key	components	contribute	to	overall	stent	safety	and	efficacy,	namely	the	
stent	platform,	 the	remedy,	and	 the	medicine	coating	 technology.	Hence,	 it	 can	be	argued	 that	
the	design	of	a	DES	stent	is	a	multidisciplinary	process.	For	the	development	of	DES	it	is	neces‐
sary	to	intervene	in	the	science	of	materials,	in	the	field	of	engineering,	advanced	technology,	for	
the	use	of	medicine	areas	such	as	physiology,	pharmacology	and	chemistry.	Delivery	engineer‐
ing,	pharmaceutical	science,	and,	again,	chemistry,	are	once	more	important	for	delivering	a	me‐
dicament	to	the	required	location.	The	performance	of	the	stent	depends	on	the	optimisation	of	
each	 of	 these	 aspects	 [13,	 14].	 Different	 generations	 of	 stents	 have	 always	 used	 the	most	 ad‐
vanced	 stent	 platform	 during	 their	 development.	 The	 first	 generation,	which	 includes	 Cypher	
(Cordis	Corp.)	 in	Fig.	2A	and	Taxus	(Boston	Science)	 in	Fig.	2B,	used	a	stainless‐steel	platform	
with	a	splint	thickness	of	130‐140	µm.	Later	generations	such	as	Driver	(Medtronic),	Multi‐Link	
vision	(Abbot	Vascular)	shown	in	Fig.	2C	and	Omega	(Boston	Scientific)	have	thinner	splints	(80‐
90	µm).	Newer	platforms	are	biodegradable.	To	ensure	sufficient	radial	 strength,	 these	splints	
had	to	be	made	thicker	[15].	The	shape	of	the	splint	has	changed,	with	development	 from	rec‐
tangular	to	round	shapes	and	with	the	latest	DES	with	rounded	edges.	

The	DES	design	included	optimising	drug	release	based	on	the	proposed	drug	action	mecha‐
nisms.	The	first	generation	contained	drug	coatings	to	ensure	long‐term	release	within	90	days	
[16].	Computer	models	 show	that	 there	are	opportunities	 to	optimise	drug	release	 further	 for	
existing	and	new	drugs.	To	achieve	the	desired	release	profile,	it	is	necessary	to	attach	a	biologi‐
cal	agent	to	the	surface	of	the	stent.	The	possibilities	of	polymer‐based	and	non‐polymer‐based	
systems	are	being	investigated	[16].	

 
Fig.	2	a)	Cypher	by	Johnson	&	Johnson,	b)	Taxus	by	Boston	Scientific,	c)	XienceV	by	Abbott	[44]	

Release	of	drugs	with	permanent	polymers	

A	wide	range	of	polymers	has	been	investigated	as	a	possible	solution	for	stent	coating	[17].	The	
first	 two	generations	used	durable	polymer	coatings	containing	the	drug	(paclitaxel)	and	a	co‐
polymer	of	poly	 (styrene‐B‐isobutylene	B‐styrene).	Research	has	 led	 to	 improvements	 in	drug	
efficacy	and	the	development	of	improved	approaches	for	stent	drug	administration	[18].	

The	 first‐generation	 of	 DES	 reported	 hypersensitive	 responses	 to	 polymers.	 Therefore,	 re‐
search	 efforts	 have	 evolved	 towards	 greater	 biocompatibility.	 The	 biomimetic	 polymer	 Phos‐
phorylcholine	 (ChoP)	was	used	 in	 the	Endeavor	 stent	 (Medtronic)	 [19].	Because	 this	 stent	 re‐
leased	drugs	too	quickly,	they	began	developing	the	Endeavor	Resolute	DES,	which	released	the	
drug	slowly	over	the	time.	The	difference	was	in	the	new	BioLinx	polymer	blend,	which	contains	
Polyvinyl	Pirolipon	 as	 a	 carrier	 layer	 for	 the	drug,	which	 is	mostly	 released	over	 two	months	
[20].	To	improve	biocompatibility,	poly	(vinylidene	fluoride	‐	co	‐	hexafluoropropylene)	(PVDF‐
HFP)	was	used	as	the	outer	carrier	layer	for	the	drug	(Everolimus).	This	combination	is	used	in	
DES	at	Abbot	Vascular	and	Promus	Element	Boston	Scientific.	Research	[21]	has	shown	that	pro‐
longed	exposure	 to	durable	polymer	coatings	prolongs	 the	healing	 time	of	blood	vessels.	As	a	
solution,	 further	 research	has	gone	 into	 the	use	of	degradable	polymer	coatings	and	polymer‐
free	coatings.	

Release	of	drugs	with	degradable	polymers	

The	latest	generation	of	DES	includes	several	biocompatible	polymers	to	alleviate	the	inflamma‐
tion	and	thrombosis	risk.	Degradable	polymers	are	lactide	and	glycolide.	Degradation	produces	
lactic	 and	 glycolic	 acid,	which	 is	metabolised	 to	non‐toxic	products	 in	 the	body.	 Stents	 coated	
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with	poly	(lactide‐co‐glycolide)	(PLGA)	were	considered	in	the	study	[22].	They	produced	differ‐
ent	release	profiles,	and	focused	on	changing	the	rate,	duration	of	drug	release	by	changing	the	
number	of	layers,	and	the	ratio	of	lactide	and	glycolide.	In	vivo,	they	discovered	that	the	combi‐
nation	 of	 paclitaxel	 and	 PLGA	 decelerates	 the	 formation	 of	 neointima	 in	 pigs.	 Similar	 results	
were	obtained	in	vitro	with	the	use	of	poly	(d,	1,1‐lactide	‐	co	‐	glycolide)	when	paclitaxel	or	siro‐
limus	was	released	[23].	Poly	(d,	1)	 lactide	(PDLLA)	 is	a	polymer	coating	used	 in	many	stents,	
such	as	BioMatrix	 (Biosensors,	 International)	 and	Nobori	 (Terumo)	Biolimus	A9.	These	 stents	
were	among	the	first	to	apply	a	polymer‐drug	coating	only	to	the	non‐luminous	side	of	the	stent,	
which	was	 an	 innovation.	This	 resulted	 in	better	 drug	delivery	 to	 the	 artery	 tissue	 and	 faster	
endothelialisation.	These	stents	have	a	 relatively	 thick	splint	 (120	μm).	Stent	Synergy	 (Boston	
Scientific),	which	uses	a	very	thin	layer	of	PLGA	for	the	controlled	release	of	Everolimus,	has	a	
platinum‐chromium	 platform	with	 a	 splint	 thickness	 of	 74‐81	 μm.	 These	 splints	 have	 shown	
clinical	benefits	of	use.	Nevertheless,	the	second	generation	of	DESs	were	fabricated	on	conven‐
tional	 bare‐metal	 stent	 platforms	 and	 traditional	 coating	 application	 techniques.	 Some	 stents,	
however,	have	used	alternative	coating	techniques	(Cordis	Corp.).	Such	platform	designs	allow	
precise	 loading	of	drug	 layers	and	polymer	 layers	 in	specially	designed	 tanks	 inside	 the	splint	
[24].	Such	a	 combined	approach	 is	used	 in	 the	Yukon	stent	 (Translumina	GmbH).	The	stent	 is	
based	on	the	application	of	a	polymer	layer	of	polylactide	PLA	(with	drug	application),	on	a	mi‐
croporous	stainless‐steel	stent	platform	with	Shellac	resin	coating.	The	analysis	[25]	found	that	
the	biodegradable	DES	polymer‐coated	stent	improved	safety	and	efficacy	compared	to	the	orig‐
inal	generations	of	durable	polymers	 in	DES.	Less	well	known	is	how	much	the	biodegradable	
polymer	in	DES	has	improved	the	second	generation	of	permanent	DES.	

Release	of	polymer‐free	drugs	

DES	polymer‐free	stents	must	include	other	mechanisms	to	control	the	release	of	drugs	from	the	
stent	surface.	The	introduction	of	surface	porosity	on	macro‐	and	micro‐	or	nano‐structures	has	
proven	 to	be	 a	popular	 approach	 to	 controlling	 drug	 release.	 It	was	proven	 clinically	 that	 the	
most	useful	structures	were	macro	and	microporous.	The	 Jonus	Tacrolimus‐eluting	carbostent	
(Sorin	Group)	have	such	stents,	with	pores	or	holes	or	grooves,	with	slots	at	the	macro	level,	and	
a	stent	system	filled	with	Medtronic	[26].	

The	first	stent	in	use	with	a	microporous	surface	was	the	Yukon	stent	(Translumina	GmbH)	
[27].	The	usual	stent	plate	was	made	of	stainless	steel,	sandblasted,	 in	order	to	create	a	rough	
surface	treatment	having	microporous	holes	1‐2	μm	in	size,	which	were	filled	with	spray‐coated	
drugs	 to	 ensure	 the	 controlled	 release	of	 the	drug.	The	 advantage	of	 this	 stent	was	 that	 it	 re‐
duced	the	rate	of	restenosis	and	accelerated	endothelialisation	[28].	

Newer	microporous	stents,	DES	BioFreedom	(Biosensors	International),	create	a	rough	sur‐
face	using	their	micro‐abrasion	procedure.	This	gives	a	treated	surface	(like	Yukon's).	This	stent	
allows	for	more	targeted	drug	delivery	to	a	 lesion.	The	development	of	alternative	approaches	
with	 the	 coating	 of	 polymer‐free	 drugs	 continues,	which	 is	 also	 reflected	 in	 the	 emergence	 of	
patents	for	various	technologies	[29].	An	important	role	in	further	development	will	be	played	
by	the	biocompatible	surface	and,	thus,	also	by	such	stents,	which	inhibit	neointima	and	acceler‐
ate	the	regeneration	of	a	healthy	endothelium.		

3.3 Bio‐resorbable stents (BRS) 

The	desire	for	ever	better	results	and	the	reduction	of	problems,	and,	thus,	the	complete	recov‐
ery	of	blood	vessels,	led	to	the	concept	of	complete	decomposition	of	the	device,	and	thus	devel‐
oped	bio‐resorbable	stents.	BRS	can	be	made	of	bio‐resorbable	polymers	or	metals.	BRS	made	of	
polymers	 have	 emerged	 from	materials	 such	 as	 PLLA	 (Poly‐L‐Lactic	 Acid).	 PLLA	 is	 a	 thermo‐
plastic	 polymer,	 namely,	 aliphatic	 polyester.	 It	 consists	 of	 the	 L‐enantiomer	 of	 lactic	 acid	 (2‐
hydroxy	propionic	acid).	PLLA	has	a	high	solidity.	At	55	°C,	it	has	a	reversible	transition	from	a	
relatively	hard	state	to	a	state	like	that	of	rubber.	At	175	°C,	it	has	a	melting	point,	and	the	tem‐
perature	required	for	processing	is	185‐190	°C.	However,	a	problem	arises,	because,	at	185	°C,	it	
begins	to	lose	molecular	weight,	due	to	chain	reactions	and	thermal	decomposition.	PLLA	is	de‐
graded	by	hydrolysis	of	the	ester	bond	and	metabolised	to	water	and	carbon	dioxide.	Decompo‐
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sition	takes	place	in	five	steps.	It	begins	with	the	absorption	of	water	from	the	surrounding	tis‐
sue	and	continues	with	depolymerisation,	resulting	in	loss	of	molecular	weight.	The	third	step	is	
the	crushing	of	the	polymer,	which	causes	a	loss	of	mass	resulting	in	loss	of	radial	solidity.	This	
is	where	the	chain	breakage	occurs,	and	the	shorter	chains	are	excised	from	the	polymer	stent.	
Cells	process	small	polymer	chains	by	phagocytosis	(a	process	 in	which	a	cell	devours	and	di‐
gests	 solid	 particles),	 then	metabolises	 them	 to	 L‐lactate	 and	 converts	 them	 to	 pyruvate.	 Py‐
ruvate	is	eventually	broken	down	into	carbon	dioxide	and	water.	The	first	stent	made	from	PLLA	
that	could	be	absorbed	in	humans	was	the	Igaki‐Tamai	stent	(Igaki	Medical	Planning	Co.,	Ltd.).	It	
had	a	helical	structure	of	a	zigzag	spiral	coil.	The	length	of	the	stent	was	12	mm	and	the	thick‐
ness	of	the	splint	was	0.17	mm	[30].	The	mentioned	stent	was	a	self‐expanding,	mounted	on	a	
standard	balloon	for	angioplasty.	The	study	showed	that,	after	the	expansion,	the	stent	did	not	
cause	any	 significant	 inflammatory	 response	 in	patients.	 Self‐expansion	occurred	within	20	 to	
30	minutes	after	installation.	The	stent	provided	radial	support	for	6	months	and	was	absorbed	
completely	in	2‐3	years.	This	stent	required	heat	for	the	self‐expanding	process;	therefore,	it	has	
not	been	used	in	the	coronary	arteries	since.	A	more	advanced	form	of	a	stent	is	the	BRS,	like	a	
small	mesh	 tube	whose	base	 is	made	of	Poly‐L‐lactide	 (PLLA)	 covered	with	a	 surface	 layer	of	
Poly‐D‐lactide	 (PDLLA)	 that	 releases	 an	 antiproliferative	 drug.	 They	 are	 comparable	 to	 DES.	
However,	 lower	 efficiency	 and	 a	 higher	 risk	 of	 thrombosis	 appeared.	 It	 provided	mechanical	
support	to	the	coronary	artery,	and	its	degradation	time	was	two	years	[31‐33]	(Fig.	3).	

The	crucial	advantage	of	a	biodegradable	polymer	stent	is	in	the	slower	and	longer	release	of	
drugs.	Their	disadvantage	 is	 lower	mechanical	 strength,	 and,	 consequently,	 the	 splint	must	be	
thicker.	 Biological	 problems,	 such	 as	 inflammatory	 reactions	 and	 increased	 neointima,	 are	
caused	 mainly	 by	 their	 decomposing	 products.	 Due	 to	 these	 problems,	 biodegradable	 metal	
stents	with	alloys	based	on	 iron	(Fe)	and	magnesium	(Mg),	and	 later	based	on	zinc	(Zn),	have	
started	to	develop	in	the	last	ten	years	[34].	In	studies	[35,	36],	they	were	establishing	character‐
istics	and	biocompatibility,	and	they	determined	that	a	biodegradable	Fe‐based	stent	is	biocom‐
patible	and	has	proper	mechanical	properties.	Their	degradation	is	slow	and	causes	poor	regen‐
eration	with	iron	oxide	residues	[37,	38].		

Another	group	of	biodegradable	stents	are	magnesium‐based	stents	(Mg).	Mg‐alloys	are	well	
biocompatible	 and	 have	 good	mechanical	 properties;	 on	 the	 other	 hand,	 their	 decomposition	
time	is	slightly	too	fast.	Therefore,	stents	were	made	from	a	Mg‐alloy	with	an	optimised	extru‐
sion	process	and,	they	were	treated	with	heat.	This	way	a	more	even	degradation	and	minimal	
inflammation	in	vivo	was	achieved.	This	is	how	the	WE43	alloy	was	formed	[39].	

The	newer	generation	of	the	bio‐resorbable	stents	was	based	on	zinc	(Zn).	It	has	a	better	in	
vivo	degradation	rate	 than	 its	predecessor.	Zinc‐based	BVS	 is	a	new	generation	that	has	many	
advantages	over	other	materials:	An	 ideal	 rate	of	 in	vivo	degradation,	overall	biocompatibility	
and	 less	proliferation	of	 smooth	muscle	 cells,	 and	a	 good	antibacterial	 effect.	The	 response	 to	
inflammation	is	like	that	of	BVS	in	Fe	in	vivo	[40‐44].	

A	review	of	the	current	state	of	BRS	shows	that	the	most	commonly	used	biodegradable	ma‐
terial	 is	 poly‐1‐lactic	 acid,	 followed	 by	 magnesium.	 Other	 investigated	 materials	 are	 tyrosine	
polycarbonate,	polymer	salicylic	acid	and	iron.	Fig.	4	shows	BRSs	also	demonstrated	by	optical	
coherence	tomography	(OCT)	[15].	
	

	
Fig.	3	a)	PLLA	bio‐resorbable	stent,	b)	Magnified	image	of	the	stent	[31]	

b)	a)	
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Fig.	4	Design	and	OCT	appearance	of	BRSs	[15]	

 
Table	1	An	overview	of	stent	materials	

	 BMS	 DES BRS	
Advantages	  Good	mechanical	properties,	

durability,	good	processing,	
biocompatibility,	corrosion	
resistance	

 Reduction	of	neointima	
due	to	drug	release	

 Slow	and	prolonged	drug	release	
 Reduction	of	adverse	clinical	events	
due	to	complete	stent	degradation		

 Possibility	of	restoring	vascular	
function	and	performing	MRI	exam‐
ination	after	stent	degradation	

Disadvantages	  Thick	splints	
 Poor	degradability	

 Occurrence	of	late	throm‐
bosis	

 Lower	mechanical	strength	

Limitations	  Occurrence	of	late	restenosis	  Design	of	DES	is	a	multi‐
disciplinary	process	

	

 The	material	must	be	a	biodegrada‐
ble	polymer	or	metal	

 Thicker	splints	
Prospects	  Development	stents	from	

metal	alloys,	smart	memory	
alloys	and	polymers	

 Development	drug‐eluting	
stents	

 Development	of	several	
generations	of	DES	

 It	leads	to	the	develop‐
ment	of	BRS	stents	

 Development	of	BRS	metal	stent	
with	Fe,	Mg,	and	Zn	based	alloys	

 Good	mechanical	properties	
 Good	degradation	and	biocompati‐
bility	

4. Production technologies for manufacturing of stents 

A	review	through	various	literature	shows	that,	in	the	manufacture	of	a	stent,	a	distinction	must	
be	made	between	the	manufacture	of	a	stent	and	a	stent‐graft	(see	Table	2).	This	can	be	divided	
into	nitinol	stent	and	polymer	film	fabrication.	Nitinol	stents	are	made	by	laser	cutting,	weaving,	
or	suturing	processes,	hence,	the	same	as	bare‐metal	stents.	The	stent‐graft	also	contains	a	pol‐
ymer	film	for	which	mouldings	are	used	as	for	textiles.	Looms	are	used,	the	material	is	extruded,	
an	electrostatic	base	is	used,	and	it	has	a	micro	to	nano	composition	[46].	For	the	manufacture	of	
stents,	the	following	production	processes	are	mentioned	in	the	literature:	The	filament	winding	
phase,	micro‐EDM	using	electro‐erosion,	stent	injection,	laser	cutting	and	additive	manufactur‐
ing	technology,	which	also	includes	Selective	laser	melting.	
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4.1 The manufacture of a stent‐graft 

The	existing	methods	for	integrating	metal	and	film	moulds	include	sewing	and	application.	The	
sewing	method	performs	easy	penetration	 of	 the	 film,	which	 often	 results	 in	 tearing.	Another	
bad	attribute	is	that	this	method	takes	a	lot	of	time	to	make.	In	the	application	method,	the	outer	
film	is	applied	to	the	surface	of	the	inner	film	of	the	stent‐graft.	When	the	solution	evaporates,	
the	inner	and	outer	film	wrap	tightly	around	the	metal	stent.	This	method	avoids	possible	tear‐
ing	 caused	by	hand	 sewing	 and	has	 greater	 efficiency	 [45].	 Therefore,	 the	metal	 stent	 is	 com‐
bined	with	the	film	by	the	deposition	method.	However,	it	is	difficult	to	use	3D	printing	for	direct	
integration	and	to	design	composite	materials	containing	a	cover	film	and	metal	stent.	To	solve	
this	problem,	the	Rapid	Prototyping	Sacrificial	Core‐Coating	Technique	(RPSC	CF)	can	be	used,	
first	proposed	by	Huang	et	al.	 [47].	A	vascular	stent	was	designed	using	a	patient's	Computed	
Tomography	(CT)	scan.	A	water‐soluble	sacrificial	core	was	fabricated	using	FDM	(Fused	Depo‐
sition	Modelling).	With	the	application	process,	biopolymer	material	was	applied	layer	by	layer.	
In	the	next	step,	a	Nitinol	alloy	was	woven	into	the	stent	and	coated	again	with	the	biopolymer.	
This	 integrates	 the	 alloy	 and	polymer	 film	 into	 the	 stent.	 The	wall	 structure	of	 the	multilayer	
tube	can	also	be	formed	layer	by	layer	using	coating,	injection	moulding	or	other	material	appli‐
cation	procedures,	and	finally,	the	inner	core	is	dissolved	to	obtain	a	stent.		

4.2 Stent fabrication technologies 

Wire	winding	with	the	help	of	laser	local	welding	

This	procedure	was	used	mostly	in	the	initial	stages	of	stent	fabrication	when	stents	were	made	
of	stainless	steel.	Each	unit	related	to	the	laser	local	welding.	Difficulties	in	such	stent	manufac‐
ture	arise	in	locating	the	weld,	due	to	the	small	size	and	complexity	of	the	vascular	stent	struc‐
ture	[46].	

Micro‐EDM	

A	micro‐electrical	 discharge	machining	 (micro‐EDM)	 is	 a	 process	where	 the	material	 removal	
occurs	by	electro‐erosion	due	to	electric	discharge	generated	between	closely	spaced	electrodes	
in	 the	presence	of	 a	dielectric	medium.	The	 shape	of	 a	 stent’s	 cells	 is	 the	mirror	 image	of	 the	
electrode	[48].	

Injection	moulding	

We	distinguish	between	low‐pressure	reaction	 injection	moulding	(RIM)	and	high‐speed	injec‐
tion	 (HSI).	HSI	 is	 the	 injection	 into	 a	mould	with	 a	 significantly	higher	 speed	 (more	 than	500	
mm/s)	at	 lower	temperatures,	which	reduces	polymer	degradation.	HSI	was	used	for	stents	of	
arbitrary	geometries	with	high	radial	 length,	small	offset,	and	shape	stability.	This	avoided	the	
negative	 effects	 of	 laser	 cutting.	RIM	 is	 a	 technical	 process	 for	making	polymer	products.	 The	
molten	polymer	is	injected	at	high	pressure	into	a	mould,	which	can	be	made	of	metal	(steel	or	
aluminium).	Products	are	formed	directly	in	the	mould.	The	products	can	be	solid	or	have	a	foam	
structure.	Stents	made	in	this	way	have	low	tolerance,	the	possibility	of	coating	different	materi‐
als,	no	visual	defects,	are	durable,	and	offer	flexibility.	The	additional	advantage	is	that	this	kind	
of	production	offers	low	tool	costs.	However,	the	disadvantages	of	this	process	to	produce	stents	
are	mainly	 in	 the	uneven	design,	slow	fabrication	and	high	requirements	 for	 injection	moulds,	
and	the	associated	higher	costs	[45,	46].	

Laser	cutting	

It	 is	a	commonly	widely	used	manufacturing	technique	 for	 industrial	applications,	mainly	pro‐
ducing	bare‐metal	and	polymer	stents.	Laser	cutting	is	a	technology	where	a	high	energy	density	
laser	beam	focuses	on	a	raw	tube	surface.	The	stent	is	made	of	a	nano	or	microtube	by	laser	cut‐
ting	to	produce	the	desired	structural	elements.	Different	types	of	lasers	have	been	used	in	stent	
manufacture,	 including	CO2	 lasers,	Nd:YAG	 lasers,	 fiber	 lasers,	 excimer	 lasers,	 and	ultra‐short	
pulse	 lasers.	 The	 disadvantage	 of	 laser	 cutting	 is	 that	 this	 process	 can	 cause	 thermal	 damage	
such	as	heat‐affected	zone	(HAZ),	striation,	recast	layer,	microcracks,	tensile	residual	stress,	and	
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dross.	The	splints	may	have	sharp	edges	due	to	such	construction,	damaging	the	vessel	or	cause	
un‐stable	 blood	 flow	 after	 implantation.	 However,	 the	 supporting	 component	 is	 rectangular,	
causing	 local	eddy	blood	 flows,	 followed	by	 leukocyte	aggregation	 leading	 to	 restenosis.	Some	
post‐processing	techniques	are	used,	like	annealing	and	electropolishing	to	overcome	the	ther‐
mal	da‐mages.	Due	to	introducing	these	post‐processing	techniques,	the	manufacturing	cost	are	
raised.	Over	 the	 last	decade,	ultra‐short	pulse	 lasers	 (picosecond	and	 femtosecond)	have	been	
available	 for	high	precision	processing,	which	are	an	alternative	 to	 the	 longer	pulse	 lasers	 for	
machining	 thin	materials	 for	 stent	applications.	Although	 the	 thermal	effect	 is	 reduced,	debris	
and	recast	formation	still	have	to	be	removed	by	other	methods	[47,	48].	

Additive	manufacturing	technology		

In	the	case	of	metal	stents,	 this	 technology	does	not	work	due	to	oxidation	problems.	Additive	
production	is	suitable	for	biodegradable	polymer	stents.	In	2013,	Flege	at	al.	[49]	used	PLLA	and	
PCL	material	 for	 the	 first	 time	 for	processing	selective	 laser	melting	(SLM).	SLM	is	an	additive	
technique	in	which	a	laser	beam	melts	and	joins	the	material	layer	by	layer	selectively	[50].	The	
disadvantages	of	 this	process	are	reflected	 in	poor	surface	accuracy	and	a	 long	manufacturing	
process.	Due	to	the	poor	properties	of	SLM,	Park	et	al.	[51]	used	bio	cutting	technology	in	2015.	
The	disadvantages	of	this	technology	have	been	demonstrated	in	the	difficulty	of	stent	personal‐
isation	 and	 the	 lengthy	 stent	 fabrication	 process.	 The	 procedure	 takes	 more	 than	 10	 hours.	
Tumblestone	et	al.	[52]	developed	the	continuous	liquid	interface	production	(CLIP)	technology.	
This	is	a	process	where	UV	projection	hardens	a	photosensitive	resin.	The	liquid	resin	maintains	
a	stable	area	of	the	liquid,	and	ensures	continuous	solidification	due	to	contact	with	oxygen.	The	
good	features	of	this	process	are	the	higher	speed	of	3D	printing,	namely	by	25	to	100	times,	and	
in	the	high	precision	of	the	product	surface.	In	2016,	degradable	citrate‐based	polymer	material	
was	synthesised	using	the	micro	CLIP	process	[53].	This	process	gave	the	stent	very	good	prop‐
erties,	 such	 as	 good	 elasticity,	 good	 strength,	 oxidation	 resistance	 and	 biodegradability.	 The	
manufacturing	time	is	short,	and,	after	180	days,	the	stent	degrades	by	25%.	The	procedure	also	
has	negative	properties	which	were	 shown	during	 clinical	 tests.	The	mechanical	properties	of	
the	stent	do	not	match	the	BRS,	the	materials	are	not	FDA	approved	and	the	biocompatibility	is	
questionable.	In	2017,	Ware	et	al.	[54]	used	photopolymerisable	materials	that	can	be	embedded	
using	the	micro	CLIP	method	to	print	flexible	BRS,	meeting	the	requirements	for	precision	bio‐
medical	devices.	According	to	research	[56],	the	Micro	CLIP	process	has	quite	a	few	advantages	
over	SLM.	The	stent	fabrication	time	is	reduced	(it	is	possible	to	fabricate	a	stent	of	length	2	cm,	
with	 4,000	 layers	 in	 26.5	minutes),	 the	 surface	 treatment	 is	 of	 better	 quality,	 the	mechanical	
properties	 are	 unified	 and	match	 Ni	 stents.	 In	 2017,	 Cabrera	 et	 al.	 [55]	 printed	 a	 stent	 with	
Fused	Deposition	Modelling	(FDM)	as	shown	in	Fig.	5.	The	printing	device	used	was	the	Baker	
Bot	by	Replicator,	 the	material	was	Thermo‐Plastic	Copolyester	 (TPC).	The	 stent	made	 in	 this	
way	fused	with	the	vessel	wall	in	8‐16	weeks.	Guerra	et	al.	[56,	57]	used	the	same	technology	the	
following	year	and	used	PCL	for	the	material.	The	disadvantage	of	this	stent	was	in	the	poor	res‐
olution,	and	many	experiments	performed.	With	this	procedure,	the	process	of	3D	stent	printing	
was	researched	thoroughly.	Lei	et	al.	[44]	mentioned	a	combination	of	bio	3D	printing	and	elec‐
tro‐bonding	 technology	 to	 form	 a	 poly	 (p‐dioxanone)	 sliding	 stent	 (PPDO)	 for	 the	 inner	 layer	
with	3D	printing	and	prepared	a	mixture	of	chitosan	and	poly‐	(vinyl	alcohol)	(PVA)	for	the	out‐
er	 layer	with	electrospinning	and	in	this	way	planted	the	cells	on	the	stent.	Due	to	the	natural	
biological	material	on	the	outer	layer,	cell	adhesion	and	proliferation	were	good.	In	[44]	the	au‐
thors	also	described	the	development	of	a	4‐axis	3D	printing	platform	with	FDM	technology.	An	
additional	axle	is	added	to	the	platform,	namely	a	rotating	spindle	structure,	so	that	it	is	possible	
to	avoid	the	supporting	structure	and	develop	a	set	of	mini	screw	extrusion	nozzles.	This	nozzle	
uses	 granular	 biological	material,	 and	 the	 diameter	 of	 the	 extruded	wire	 is	 100	 µm.	 PCL	 and	
PLLA	material	were	used	to	study	the	effects	of	rapid	rate	quenching	and	centrifugation	on	the	
mechanical	properties	of	the	stent	and	to	optimise	them.	

The	lumen	diameter	of	an	organ	and	stent	length	are	two	parameters	defined,	among	many	
others.	The	design	optimization	of	a	stent	and	using	the	3D	printing	technique	allows	a	patient‐
specific	personalization	of	the	device.	



A review of production technologies and materials for manufacturing of cardiovascular stents
 

Advances in Production Engineering & Management 15(4) 2020  399
 

	
Fig.	5	3D	printed	FDM‐stent	[53]	

	
Table	2	An	overview	of	fabrication	techniques	for	stent		

	 Wire	winding	 Injection	and	compression	
moulding	process	

Laser	cutting Additive	manufacturing

Advantages	 Widespread	use	of	
stents	made	in	this	
way	

 No	visual	defects,	dura‐
ble,	offer	flexibility	

 Fast	production	

 Fast	processing	
 High	accuracy	

 Development	of	many	differ‐
ent	additive	production	tech‐
niques	

 High	efficiency	
Disadvantages	 Difficulties	in	locat‐

ing	the	weld	
 Design	restriction	
 Slow	fabrication	
	

 Thermal	damage
 Sharp	edges	
 Incompatible	for	
all	material	

 Poor	surface	accuracy	
 Long	manufacturing	process	

Limitations	 Only	for	stainless	
steel	

 High	requirements	for	
moulds	

 Heat	load	of	the	
material	

	

 Unsuitable	for	metal	stent	
because	of	the	oxidation	
problems	

 Nozzle	diameter	limitation	
Prospects	 For	stainless	steel	  Possibility	of	coating	

different	material	
 For	all	types	of	
materials	

 Possibility	of	individualiza‐
tion	

 Rapid	prototyping	
Economic		
aspect	

	  Low	cost	for	tools	  High	investment	
and	operating	
costs	

 Low	cost	

5. Conclusion 

This	research	paper	contains	an	overview	of	the	development	of	the	stents	and	the	technology	
for	 their	 production.	 Different	 stent	 systems,	 new	materials,	metallic	 and	 polymeric,	 and	 bio‐
resorbable	 stents	 can	 be	 traced	 in	 various	 studies.	 It	 will	 be	 challenging	 to	 discover	 an	 ideal	
stent	suitable	for	all	patients	and	their	health	problems.	The	lesion	characteristics	of	individual	
patients,	their	age,	their	proneness	to	restenosis	and	thrombosis	differ	so	much	that	it	is	difficult	
to	produce	a	single	device	that	would	eliminate	such	a	diverse	spectrum	of	problems.	The	desire	
for	the	most	qualified	and	useful	stent,	however,	offers	broad	areas	for	further	research.	

Finding	the	stents’	best	manufacturing	process	has	to	be	considered	besides	the	stents’	me‐
chanical	and	medical	properties.	The	stent	industry	needs	to	make	continuous	advances	towards	
improving	mechanical	 properties	 and	 reducing	 this	medical	 device's	 costs	 by	 developing	 new	
production	technologies.	In	this	context,	Additive	Manufacturing	techniques	could	be	more	eco‐
nomical	 than	 traditional	 laser	micro‐cutting	 used	 for	 manufacturing	 stents	 based	 on	metallic	
materials.	Nowadays,	3D	printing	could	be	an	exciting	manufacturing	method	to	produce	poly‐
meric	biomaterials,	suitable	for	the	latest	generation	of	biodegradable	stents	applications.	Fur‐
ther	understanding	and	actualisation	of	those	manufacturing	methods	are	required	in	the	field	
of	Stent	Technology.	

Computational	modelling	is	a	valuable	tool	when	evaluating	stent	mechanics	and	optimizing	
stent	design.	Finite	element	analysis	(FEA)	and	computational	fluid	dynamics	(CFD)	are	efficient	
methods	to	investigate	and	optimize	a	stent's	mechanical	behaviour	virtually.	FEA	can	help	un‐
derstand	 the	role	of	 the	different	geometrical	and	mechanical	behaviour	of	 the	stents.	Besides	
analysing	stents’	mechanical	behaviour	during	the	development	process,	these	methods	can	be	
combined	with	special	patient	images	to	plan	a	surgery	procedure.  
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The challenges associated with stents are numerous, like material, geometry, manufacturing 
process, biocompatibility, etc. Among the traditional design and manufacture, the most challeng-
ing is the development of a new generation of biodegradable materials, where medical devices 
function only during a specific period and then degrade. 
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A B S T R A C T	   A R T I C L E   I N F O	

High‐speed	machining	(HSM)	maintains	a	high	 interest	 in	 the	preparation	of	
metal	parts	for	optimum	results,	but	with	the	application	of	HSM,	the	sustain‐
ability	issue	becomes	important.	To	overcome	the	problem,	minimum	quanti‐
ty	 lubrication	 (MQL)	 during	 HSM	 is	 one	 of	 the	 innovative	 and	 challenging	
tasks	 during	 conventional	 cutting	 (milling)	 to	 improve	 quality,	 productivity,	
and	 strength	 under	 the	 umbrella	 of	 sustainability.	 The	 objective	 of	 this	 re‐
search	 is	 to	 achieve	 sustainable	 machining	 by	 simultaneously	 optimizing	
sustainable	machining	drivers	 during	 the	HSM	of	 15CDV6	HSLA	 steel	 under	
MQL	 and	 flood	 lubrication.	 The	 response	 surface	methodology	has	 been	 ap‐
plied	 for	 the	 development	 of	 mathematical	 models	 and	 selecting	 the	 best	
combination	 of	 process	 parameters	 to	 optimized	 responses,	 i.e.	 surface	
roughness,	material	removal	rate,	and	strength.	Optimization	associated	with	
sustainability	 produced	 compromising	 optimal	 results	 (Min.	 Ra	 0.131	 µm,
Max.	MRR	0.64	cm3/min,	and	Max.	ST	1132	MPa)	at	the	highest	cutting	speed	
270	m/min	and	the	lowest	feed	rate	0.09	mm/rev	and	depth	of	cut	0.15	mm
under	MQL.	The	comparative	investigation	exposed	that	significant	improve‐
ment	 in	Ra	 (1.1‐16.6	%)	 and	 ST	 (1.3‐2.3	%)	 of	 the	material	 using	MQL	 has	
been	witnessed	and	gives	a	strong	indication	that	MQL	is	the	best	substitute	
than	 the	 flood	 lubrication.	 The	 scientific	 contribution	 of	 the	 approach	 is	 to	
develop	mathematical	models	under	MQL	and	 flood	 lubrication	 that	will	 aid	
practitioners	 to	 choose	 input	 parameters	 for	 desired	 responses	without	 ex‐
perimentations.	The	work	would	be	beneficial	in	the	field	of	aviation,	defense,	
and	 aeronautical	 applications	 due	 to	 the	 excellent	mechanical	 properties	 of	
15CDV6	HSLA	steel.	
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1. Introduction 

The	minimization	of	surface	roughness	and	maximization	of	material	removal	rate	may	not	be	
possible	through	non‐conventional	techniques,	due	to	these	limitations	conventional	machining	
(HSM)	is	preferred	and	has	been	used	to	improve	the	quality	and	productivity.	High‐speed	ma‐
chining	is	known	in	the	advanced	and	emerging	machining	process	increasingly	used	for	innova‐
tive	materials	such	as	high	strength	low	alloys	to	produce	complex	parts	with	improved	quality	
(minimum	surface	roughness),	high	productivity	(maximum	material	removal	rate),	sustainabil‐
ity,	 and	 economy	 [1].	 High‐speed	machining	 (HSM)	 is	 defined	 as	machining	 at	 higher	 cutting	
speed	than	conventional	machining	to	enhance	productivity	without	compromising	quality.	The	
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range	of	HSM	depends	on	the	properties	of	material,	i.e.	thermal	conductivity,	material	strength,	
alloying	composition,	microstructure,	and	cutting	conditions	[2,	3].		

The	influence	of	cutting	conditions	during	high‐speed	machining	has	a	great	impact	on	heat	
generation	that	causes	surface	variation	and	early	failure	of	the	tool.	Cutting	fluids	in	the	form	of	
MQL	 and	 flood	 are	 used	 to	 reduce	 the	 generated	 heat	 and	 friction	 between	 the	 tool	 and	 chip	
through	 lubricating	 effect.	 The	 cutting	 fluid	 has	 a	 significant	 influence	 on	 material	 surface	
roughness,	productivity,	strength,	tool	life,	and	dimensional	accuracies.	The	use	of	cutting	fluid	
can	be	ineffective	in	reducing	generated	heat	during	HSM	because	of	high	spatial	stress	and	high	
temperatures,	it	is	difficult	to	obtain	cutting	fluid	from	the	secondary	contact	zone.	Furthermore,	
dry	machining	may	not	always	be	economically	 feasible	due	 to	 its	 limited	ability	 to	withstand	
tools	at	high	temperatures	and	perform	effectively.	As	such,	bridging	technology	is	essential	so	
that	 the	 cutting	 fluid	 requirements	 can	be	partially	met	without	negotiating	 the	 environment.	
The	most	reliable	and	promising	bridging	technology	between	flood	and	dry	is	minimum	quanti‐
ty	lubrication	that	minimizes	the	use	of	cutting	fluid	and	improves	sustainability.	

The	objective	of	this	research	is	to	achieve	sustainable	machining	by	simultaneously	optimiz‐
ing	 sustainable	machining	 drivers	 during	 high‐speed	machining	 of	 15CDV6	HSLA	 steel	 under	
MQL	and	flood	lubrication.		

2. Literature review 

Sustainability	achievement	during	high‐speed	machining	is	a	key	interest	nowadays.	 Industrial	
trends	are	moving	from	conventional	to	sustainable	manufacturing	paradigms.	Such	reforms	are	
a	result	of	sicknesses	 found	 in	 laborers	at	 the	shop	 floor,	a	prerequisite	of	manufacturing	cost	
reduction,	 and	 government	 policies	 for	 ecological	 safety	 [4].	 Cutting	 fluids	 are	 dangerous	 to	
health	and	the	environment.	The	environmental	effects	of	cutting	 fluid	contain	waste	disposal,	
the	 release	of	hazardous	 ingredients	 into	 the	atmosphere	and	harmful	working	circumstances	
for	the	workers	usually	causes	inhalation	and	skin	disease.	To	overcome	these	problems	schol‐
ars,	have	annoyed	machining	without	using	cutting	fluid	(dry	machining).	Wherever	the	whole	
exclusion	of	cutting	fluid	is	not	likely,	a	very	minute	quantity	of	lubrication	is	used,	called	mini‐
mum	quantity	lubrication	(sustainable	approach)	[5].		

Various	researchers	studied	the	effect	of	lubrication	modes	and	process	parameters	like	cut‐
ting	speed	(CS),	feed	rate	(FR),	depth	of	cut	(DC)	on	surface	roughness	(Ra),	material	removal	rate	
(MRR),	and	strength	(ST)	of	the	material	during	high‐speed	machining	using	minimum	quantity	
lubrication.	Gunda	et	al.	[6]	studied	the	sustainability	aspects	during	machining	of	stainless	steel	
using	MQL,	dry,	and	flood	lubrication	modes	and	found	that	MQL	gives	a	better	surface	finish	as	
compared	to	dry	and	flood.	Yildirim	et	al.	[7,	8]	investigated	the	effect	of	machining	factors	and	
cooling	methods	(dry,	wet,	and	MQL)	on	Ra,	 tool	 life,	and	wear	during	HSM	of	nickel‐based	al‐
loys.	The	results	showed	that	MQL	machining	provided	improvement	in	Ra	and	tool	wear	when	
compared	 to	 dry	 and	wet	machining.	 The	MQL	 system	 is	 recommended	 during	 the	milling	 of	
nickel‐based	 alloys	 by	 considering	 economics,	 environment,	 and	worker	 health.	Mia	 et	al.	 [9]	
studied	 the	milling	 process	 of	AISI	 4140	hardened	 steel	 to	 optimize	 the	 parameters	 and	 fluid	
flow	rate	for	minimum	Ra	and	cutting	force.	Response	surface	methodology	has	been	applied	for	
experimental	design	and	ANOVA	was	utilized	 for	 analysis	of	 results.	 It	was	 concluded	 that	Ra	
was	significantly	affected	by	fluid	flow	rate	and	150ml/h	is	the	optimum	value	for	minimum	Ra.	
Khan	et	al.	[10]	examined	the	influence	of	process	parameters	and	MQL	on	Ra,	MRR,	and	energy	
consumption	during	milling	of	AISI	1045	steel.	It	was	shown	that	lower	CS	and	higher	width	of	
cut	were	appropriate	for	energy	efficiency	with	nano	MQL.	Nguyen	et	al.	[11]	optimized	the	ma‐
chining	parameters	and	tool	geometry	for	minimum	Ra,	specific	cutting	energy,	and	higher	MRR.	
The	archive‐based	micro	GA	was	employed	for	the	determination	of	optimal	parameters	combi‐
nation.	The	results	showed	that	Ra	and	cutting	energy	is	substantially	affected	by	DC.	Further,	it	
recommended	that	higher	parametric	values	produced	lower	cutting	energy	and	improved	MRR.	

Borojevic	et	al.	[12]	examined	the	influence	of	process	parameters	during	milling	of	Al	7075	
thin‐walled	structures.	Central	composite	design	technique	 in	RSM	was	employed	for	the	opti‐
mization	of	parameters.	The	experimental	results	were	verified	by	calculated	optimal	values	and	
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demonstrate	a	satisfactory	fitting.	Songmei	et	al.	[13]	explored	the	effect	of	nano‐enhanced	lub‐
ricants	 and	 machining	 parameters	 (CS,	 FR,	 and	DC)	 during	 the	 milling	 of	 titanium	 alloy	 using	
Taguchi	method.	The	findings	confirmed	that	milling	force	was	significantly	influenced	by	type	
and	concentration	of	nanoparticles,	DC,	and	FR	as	compared	to	surface	roughness.	Liao	and	Lin	
[14]	investigated	HSM	of	hardened	steel	(NAK80)	under	MQL	and	dry	environment.	The	aim	was	
to	explore	the	process	of	MQL	in	HSM	of	hardened	steel	and	to	obtain	the	optimal	parameters	
combination	 for	optimal	Ra,	 cutting	 force,	and	tool	 life.	 It	was	 found	that	MQL	gives	better	re‐
sults	than	dry	cutting	during	HSM.	Hamdan	et	al.	[15]	investigated	the	HSM	of	AISI	304	steel	to	
optimize	process	parameters	for	minimum	Ra	and	cutting	force	as	well	as	high	MRR	during	dry,	
MQL,	 and	 flood	 lubrication	modes.	 For	 experimental	design,	RSM	was	 applied	 to	optimize	 the	
parameters	combination	and	ANOVA	was	used	to	investigate	the	results.	It	was	concluded	that	
an	improvement	of	41.3	%	Ra	with	a	25.5	%	reduction	in	cutting	force	was	produced	with	MQL	
lubrication	mode,	also	revealed	that	DC	is	the	utmost	substantial	factor	for	getting	the	anticipat‐
ed	MRR	while	reducing	the	value	of	Ra.	Zhenchao	et	al.	[16]	experimentally	studied	the	HSM	of	
16Co14Ni10Cr2Mo	HSLA	steel	to	establish	the	impact	of	milling	parameters	on	surface	integrity	
using	the	MQL	technique.	It	was	concluded	that	with	the	increase	of	CS	and	FR	Ra	value	increases	
and	residual	stresses	increase	with	CS,	DC,	and	FR.	Feed	was	the	most	substantial	 factor	that	af‐
fects	the	stresses.	Begic‐Hajdarevic	et	al.	[17]	studied	HSM	of	hardened	X37CrMoV5‐1	tool	steel	
to	govern	the	impact	of	operational	parameters	on	Ra	using	20mm	and	40mm	diameter	tools.	It	
was	established	that	the	increase	of	CS,	Ra	decreases	and	increases	by	the	increase	of	FR,	and	the	
improved	surface	is	achieved	at	a	larger	diameter	tool.	Motorcu	et	al.	[18]	investigated	the	im‐
pacts	of	CS,	number	of	inserts,	milling	direction	and	coating	layer	on	surface	layer	and	tool	life	of	
Inconel	718	during	milling	process	using	Taguchi	method.	The	 results	 showed	 that	Ra	 signifi‐
cantly	affected	by	cutting	tool	coating.	

Cutting	 fluids	 are	used	 to	 reduce	 the	generated	heat	during	HSM,	 and	 friction	between	 the	
tool	and	chip	through	lubricating	effect.	The	cutting	fluid	has	a	significant	impact	on	material	Ra,	
productivity,	strength,	residual	stress,	tool	life,	and	dimensional	accuracies.	The	expense	of	cut‐
ting	fluids	and	their	administration	framework	can	go	up	to	16‐20	%	of	the	absolute	expense	of	
the	machined	part	[19].	Cutting	fluids	are	applied	in	the	machining	process	in	many	ways	such	
as	flood	and	minimum	quantity.	In	the	flood	lubrication	large	volume	(10‐100	liters	per	minute)	
of	 fluid	 continuously	 applied	 during	machining	 while	 in	minimum	 quantity	 lubrication	 (2‐15	
ml/min)	CF	is	applied	in	the	form	of	mist	or	fog	[5].	The	advantages	of	using	MQL	improves	sur‐
face	quality,	better	safety	characteristics,	eco‐friendly,	and	reduces	machining	cost	[5,	20‐22].	E.	
Benedicto	et	al.	[23]	analyzed	the	use	of	cutting	fluids	and	main	alternatives	(dry,	MQL,	cryogen‐
ic,	nanofluids)	during	machining.	Especially,	 the	examination	was	done	concentrating	on	 tech‐
nical,	economic,	and	environmental	points.	The	best	ecological	option	is	dry	machining	since	it	
totally	expels	the	cutting	fluid	and	guarantees	a	clean	atmosphere	and	laborers	security,	howev‐
er,	it	has	numerous	application	impediments.	To	actualize	this	option	is	important	to	have	thor‐
ough	control	of	the	cutting	parameters	and	a	reasonable	tool	choice.	MQL	framework	lessens	the	
utilization	 of	 the	 liquid	 and	 is	 a	 progressively	 feasible	 option	 considering	 the	 environmental,	
social,	and	economic	effects	as	well	as	the	performance.		

The	main	pillars	of	sustainability	are	technical,	environment,	society,	and	economy	[5,	20,	21,	
23,	 24].	 The	 sustainable	machining	model	 of	 the	 current	 research	 is	 shown	 in	 Fig.	 7.	 The	 key	
drivers	 that	 sustain	 these	 pillars	 are	 resource	 efficiency,	 a	 clean	 and	 green	 environment	 that	
incorporates	 effective	waste	 reduction	 and	management,	 and	 cost‐effective	 production.	 In	 the	
domain	of	high‐speed	machining,	resource	efficiency	can	be	 incorporated	by	minimum	surface	
roughness,	a	clean	and	green	environment	by	reducing	lubrication	amounts	by	employing	mini‐
mum	 quantity	 lubrication,	 and	 cost‐effectiveness	 using	 machining	 productivity	 (material	 re‐
moval	rate).	The	main	limitation	to	achieve	sustainability	in	machining	is	to	simultaneously	ad‐
dress	 these	 drivers.	 For	 instance,	 by	 increasing	 cost‐effectiveness	 (MRR),	 resource	 efficiency	
(surface	roughness)	decreases.	This	problem	of	sustainability	achievement	becomes	more	chal‐
lenging	in	the	case	of	machining	at	higher	speeds	(also	called	high‐speed	machining).	

The	detailed	review	of	the	literature	highlighted	that	various	studies	have	been	carried	out	to	
optimize	individual	performance	measures	including	surface	roughness,	material	removal	rate,	
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and	strength.	However,	little	or	no	research	work	has	been	reported	to	simultaneously	optimize	
performance	measures	affecting	key	sustainable	machining	drivers	during	high‐speed	machin‐
ing.	Hence,	 this	 research	 aims	 to	 achieve	 sustainable	machining	 by	 simultaneously	 optimizing	
sustainable	machining	drivers	during	high‐speed	machining	of	15CDV6	HSLA	steel	under	MQL	
and	flood	lubrication.	15CDV6	HSLA	steel	has	been	considered	as	a	research	candidate	as	it	pos‐
sesses	 excellent	 mechanical	 and	 heat	 resistant	 properties	 which	 make	 it	 suitable	 for	 making	
rocket	booster,	 rocket	motor	casing,	and	suspension	components.	The	response	surface	meth‐
odology	was	applied	for	the	development	of	mathematical	models	and	selecting	the	best	combi‐
nation	of	process	parameters	 to	optimized	responses,	 i.e.	 surface	roughness,	material	 removal	
rate,	and	strength.	Besides,	sustainability	has	been	achieved	keeping	desirability	function‐based	
multi‐objective	optimization.	

3. Materials, methods, and experimental procedure 

This	section	briefly	explains	the	description	of	predictors,	the	experimental	setup	including	CNC	
machining,	and	response	measurements.	

3.1 Material selection 

Due	 to	 excellent	 mechanical	 properties	 like	 high	 strength	 to	 weight	 ratio,	 toughness,	 yield	
strength,	and	weldability	15CDV6	HSLA	steel	is	selected	as	a	research	candidate	mostly	used	in	
the	aeronautical,	defense,	and	aviation	industry	with	applications	in	rocket	motor	casing,	rocket	
booster,	suspension	components,	pressure	vessels,	and	many	others.	The	15CDV6	is	a	low	car‐
bon	chromium‐molybdenum‐vanadium	high	strength	 low	alloy	steel	containing	 the	concentra‐
tion	of	carbon	(0.15	%),	chromium	(1‐5	%),	and	the	concentration	of	molybdenum	and	vanadi‐
um	are	less	than	1.5	%	each	and	weight	proportion	of	all	the	alloying	elements	combined	is	less	
than	5	%	 [25].	The	chemical	 composition	of	 the	material	was	analyzed	with	 the	XRF	analyzer	
and	wet	analysis	method	as	given	in	table	1.	

Table	1	Chemical	composition	(wt	%)	of	15CDV6	HSLA	steel	
C	 Si	 P	 S Mn Cr Mo V	 Fe

0.15	 0.15	 0.016	 0.012 0.87 1.33 0.84 0.24	 96.392

3.2 Method selection 

Face	milling	was	selected	as	a	machining	process	under	a	sustainable	environment	during	high‐
speed.	The	experiments	were	performed	under	the	framework	of	face	milling	because	it	gives	a	
better	surface	finish	as	well	as	high	productivity.	

A	total	of	40	experimental	runs	were	performed	to	collect	the	experimental	data,	twenty	ex‐
periments	using	MQL	through	a	controlled	coolant	flow	of	15	ml/min,	and	6	bars	pressure	while	
twenty	with	 flood	coolant	 flow	of	100	 l/min.	The	 following	 four	predictor	variables	(CS,	FR,	DC,	
Lubrication	mode)	were	controlled	in	the	experiments:	

 Process	parameters:	Cutting	speed,	feed	rate,	and	depth	of	cut;	
 Lubrication	mode:	Minimum	quantity	lubrication	(MQL)	and	flood	lubrication	(FL).	

The	3‐controlled	variables	with	cooling	mode,	central	composite	design	(CCD)	technique	was	
used	for	the	design	of	experiments.	The	CCD	in	RSM	is	a	very	efficient	design	for	fitting	the	sec‐
ond‐order	model.	Two	parameters	 in	 the	design	must	be	 specified:	 the	distance	ߙ	of	 the	axial	
runs	from	the	design	center	and	the	number	of	center	points	nc.	In	this	study,	twenty	(2n	+	2n	+	2	
nc,	n	is	the	number	of	input	parameters,	including	eight	factorial	points	2n,	six	axial	points	2n	and	
six	center	points	2nc)	design	points	for	each	MQL	and	flood	were	considered	for	experimentation	
with	six‐star	points	[26].	The	complete	DOE	with	experiment	runs,	input	variables,	and	respons‐
es	have	been	presented	in	table	4	for	MQL	and	flood	lubrication.	
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3.3 Experimental procedure 

After	the	confirmation	of	composition,	the	material	was	cut	from	a	bigger	plate	of	40	mm	thick‐
ness	to	block	size	150120	mm	using	a	bandsaw	machine	for	heat	treatment.		

The	material	was	heat	treated	to	the	required	hardness	value	of	39	±	2	HRC	[27],	the	proce‐
dure	given	in	table	2.	The	hardness	was	measured	using	a	Universal	hardness	tester	with	a	dia‐
mond	indenter.		

Table	2	Heat	treatment	parameters	
Austenzing	 Quenching Tempering	 Cooling

Temp	
(˚C)	

Time	
(min)	

Medium Temp
(˚C)	

Time
(min)	

Temp
(˚C)	

Time	
(min)	

Medium

600	
700	
960	

45	
10	
60	

PSO		
Oil	No.	10	

30	
	

30	
	

650	
	

	
120	
	

Air	cool	to	
39HRC	

	
The	input	process	parameters	such	as	CS,	FR,	and	DC	are	selected	due	to	their	significant	im‐

pact	on	responses	which	are	surface	roughness,	material	removal	rate,	and	strength	of	the	mate‐
rial.	The	objective	is	to	optimize	input	parameters	to	achieve	the	desired	value	of	performance	
measurements.	The	levels	of	input	process	parameters	during	HSM	of	HSLA	steel	were	selected	
after	the	detailed	literature	survey,	pilot	run,	and	expert’s	opinion	as	given	in	table	3.	The	rec‐
ommended	threshold	values	mostly	dependent	on	CS,	FR,	DC,	and	lubrication	mode.	The	range	of	
cutting	speed	during	HSM	(210	m/min	<	cutting	speed	<	360	m/min)	[28]	and	for	steel	materi‐
als	having	hardness	value	39HRC‐48HRC	(cutting	speed	>	150	m/min	for	rough	cutting	and	cut‐
ting	speed	<	350	m/min	for	finish	cutting)	(Sandvik).		

Table	3	Levels	of	input	process	parameters	
Cutting	parameters Levels

	 Low Middle High	
Cutting	speed,	CS	(m/min)	 200 235 270	
Feed	rate,	FR	(mm/rev)	 0.08 0.10 0.12	
Depth	of	cut,	DC	(mm) 0.1 0.2 0.3	

	
Before	 running	 the	 actual	 experimental	 runs,	 initially,	 the	 material	 was	 cut	 from	 a	 bigger	

plate	of	40	mm	thickness	using	a	bandsaw	machine	in	a	150120	mm	block.	The	block	was	then	
split	 into	04	parts	of	10	mm	thickness	each	on	the	wire‐cut	along	with	the	thickness	such	that	
the	final	size	of	the	blocks	was	15012010	mm	each.	Now	each	block	is	further	split	into	half	
from	 the	 150mm	 length,	 so	 the	 final	 dimensions	 of	 each	 block	 become	 1207510	 mm	 (08	
blocks).	Now,	 each	 of	 the	 blocks	was	held	 on	 the	CNC	Milling	machine	 vice,	 dialled	 and	 faced	
from	one	side	and	then	the	cavity	for	the	tensile	sample	is	machined	out	overall	75mm	length	as	
per	the	drawing	taking	the	center	of	120	mm	length.	A	similar	process	was	carried	out	on	the	
other	side	of	the	block	to	give	it	a	proper	shape	of	the	tensile	sample.	The	same	way	all	08	blocks	
were	machined.	The	sides	of	each	block	were	faced	to	100mm	length	and	the	block	dimension	
becomes	 7510010	mm	with	 a	 proper	 sample	 shape.	 The	 blocks	 were	 engaged	 to	 wire	 cut	
again	for	slicing	them	into	1010010	mm	sample	sizes	(05	from	each	block).	Now,	tensile	sam‐
ple	preparation	 is	 completed	 in	 final	dimensions	according	 to	ASTM	E‐8M‐04	standard	except	
the	thickness	that	is	10mm	which	gives	us	a	margin	for	experimentation.	

Now,	high‐speed	milling	of	15CDV6	HSLA	steel	was	performed	during	MQL	and	flood	lubrica‐
tion	using	 a	 CoroMill	 290	Square	 Shoulder	Milling	Cutter	 (R290‐040A32‐12L)	 attached	multi‐
layer	tungsten	carbide	inserts	(TiCN+Al2O3+TiN)	having	0.8	mm	nose	radius	to	achieve	the	high	
surface	finish.	The	MQL	apparatus	(Model:	LXL‐210‐2L)	was	attached	outside	the	machine	and	
the	nozzle	was	adjusted	near	the	tool	so	that	mist	can	be	thrown	out	on	the	cutting	zone.	The	
following	parameters	were	 selected	 for	nozzle	position;	 spray	distance	 from	 the	nozzle	 to	 the	
tool‐tip	9	mm,	nozzle	diameter	3	mm	as	shown	in	Fig.	1b	[29],	fluid	flow	rate	15	ml/min,	a	com‐
pressor	is	attached	outside	the	MQL	setup	which	produces	air	pressure	of	6	bars.	The	flow	rate	
was	controlled	through	an	adjustable	screw	(point	A)	attached	to	the	MQL	pump.	The	range	of	
MQL	setup	 is	0.03‐0.3	ml/s.	Finally,	at	 the	mist	 line	small	quantity	of	 fluid	(15	ml/min)	mixed	
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with	compressed	air	flow	(6	bars)	resulting	to	produce	mist	or	fog	that	is	delivered	to	the	cutting	
zone.	The	experimental	setup	has	been	shown	in	Fig.	1.	Initially,	the	MQL	setup	was	calibrated,	
followed	by	special	care,	and	after	each	experiment,	it	was	ensured	that	proper	mist	was	deliv‐
ered	to	the	cutting	zone.	Pakistan	state	oil	(PSO)	neat	metal	cutting	oil	was	used	for	lubrication	
in	MQL	and	flood	machining	because	of	good	thermal	stability,	environmentally	acceptable,	rust‐
free	and	provides	good	surface	finishes.	

Now,	 each	 sample	was	held	on	a	machine	vice	on	 the	CNC	milling	machine	 (DAHLIH	MCV‐
720)	 and	dialled	 to	 keep	 them	perpendicular	 to	 the	 tool	 axis.	 The	 sample	was	 firstly	 faced	 to	
provide	a	good	surface	for	experimental	precise	depth	of	cut	value	(final	thickness	6mm).	Each	
experiment	was	carried	out	on	a	separate	sample	as	per	the	DOE	has	given	 in	table	4.	Twenty	
experiments	were	carried	out	using	MQL	through	a	controlled	coolant	flow	of	15	ml/min	and	6	
bar	pressure	while	twenty	were	carried	out	with	flood	coolant	flow	of	100	l/min	[30,	31].	The	
machine	 tool	 coolant	 pump	 (TUAN	 LU‐China)	 specifications	 are	 as	 under;	 (Model:	 YLP‐
900MFWD,	flow	rate	180	l/min	(maximum).	
	

          
Fig.	1	Experimental	setup:	a)	MQL	setup,	b)	CNC	machining	

3.4 The responses 

During	each	experimental	run	following	responses	were	measured:	

1. Surface	roughness	(µm):	The	Ra	 is	a	part	of	the	surface	texture	and	measured	by	the	devia‐
tion	in	the	direction	of	the	normal	surface	vector,	if	the	deviation	is	large,	the	surface	rough	
otherwise	the	surface	is	smooth.	The	surface	roughness	of	each	experimental	run	during	MQL	
and	flood	lubrication	was	measured	using	Mitutoyo	SJ‐410	surface	roughness	measuring	ap‐
paratus	and	values	recorded.	

2. Material	removal	rate	(cm3/min):	The	MRR	was	calculated	as	the	volume	of	material	removed	
per	unit	time	(cm3/min),	which	is	productivity.	It	has	been	measured	for	each	sample	using	
the	weight‐loss	method.	Each	machined	sample	was	weighed	before	and	after	the	experimen‐
tation	using	a	weight	balance	machine.	The	machining	time	was	observed	using	a	stopwatch.	
Volume	removed/Unit	time	was	then	calculated	using	Eq.	1	[32].	

ܴܴܯ ൌ 	
ሺ݈݅݊݅ܽ݅ݐ	ݐ݄݃݅݁ݓ	݂ ݊݁݉݅ܿ݁ݏ െ ݂݈݅݊ܽ ݐ݄݃݅݁ݓ ݂ ሻ݊݁݉݅ܿ݁ݏ

ݕݐ݅ݏ݊݁݀  ݄݉ܽܿ݅݊݅݊݃ ݁݉݅ݐ
	 (1)

3. Strength	(MPa):	Ability	to	bear	loads	without	failure.	The	strength	of	the	specimen	has	been	
measured	after	machining	at	different	machining	parameter	combinations.	The	strength	was	
measured	using	the	Material	Testing	System	(MTS)	and	values	were	recorded.	The	specimens	
have	been	adjusted	among	the	two	hydraulic	grips	of	a	21	MPa,	having	a	static	force	capacity	
of	120	KN	and	Dynamic	100	KN	MTS	load	frame	by	MTS	System	Corporation	with	the	auto‐
matic	data	acquisition	processing.	

	 	

b)	a)	
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Table	4	Design	matrix	with	responses	for	flood	and	MQL	

4. Results and discussion 

4.1 Analysis of surface roughness 

The	 integrity	of	machining	surface	was	systematically	characterized	by	surface	roughness,	mi‐
crohardness,	 and	microstructure	 changes	 [33].	 In	 this	 investigation,	 experimentally	 the	 influ‐
ence	of	process	parameters	and	lubrication	mode	during	high‐speed	machining	of	15CDV6	HSLA	
steel	on	surface	roughness	has	been	presented	as	shown	 in	Fig.	2.	A	concise	vision	of	 the	plot	
indicates	 the	 following	 observations:	 a)	 The	 surface	 roughness	 decreases	with	 higher	 cutting	
speed,	and	lower	feed	rate	and	depth	of	cut;	b)	The	trend	lines	showed	that	surface	roughness	
has	been	improved	using	MQL	than	flood	lubrication	and	the	percentage	improvement	in	Ra	 is	
ranging	from	1.1‐16.6	%.		

The	effects	of	cutting	speed,	feed	rate,	and	depth	of	cut	on	surface	roughness	are	illustrated	in	
response	surface	plots	shown	in	Fig.	3a	and	3b.	The	trends	highlight	that	Ra	is	more	influenced	
by	DC	 followed	by	FR	 and	CS.	 Further,	 observed	 that	Ra	 decreased	with	 the	 increase	of	 cutting	
speed	because	CS	increases	heat	generation	and	reduces	the	friction	coefficient	of	tool‐chip	and	
cutting	 force	 [34].	The	Ra	 increases	with	 the	 increase	of	FR	 due	 to	 the	reason	 the	contact	area	
between	 the	 cutting	 tool	 and	 the	workpiece	 increases,	which	 leads	 to	 higher	 thrust	 force	 and	
vibration	and	therefore	increases	the	Ra.	Moreover,	Ra	increases	with	the	increase	of	DC	because	
when	DC	 increases	tool‐chip	contact	length	also	increases	which	leads	to	an	increase	in	cutting	
forces	and	temperature	which	in	turn	affects	Ra	[35].	During	HSM	minimum	value	of	Ra	(0.098	

	
Exp.	
No.	

Input	process	parameters	 Responses

CS	
m/min	

FR	
mm/rev	

DC	
mm	

Ra
µm	

MRR
cm3/min	

Strength	(ST)
MPa	

Flood MQL Flood	 MQL
1	 200	 0.08	 0.1	 0.145 0.121 0.228 1088	 1106
2	 270	 0.08	 0.1	 0.112 0.098 0.392 1124	 1142
3	 200	 0.12	 0.1	 0.168 0.153 0.392 1066	 1084
4	 270	 0.12	 0.1	 0.148 0.134 0.627 1102	 1120
5	 200	 0.08	 0.3	 0.205 0.185 0.794 1058	 1076
6	 270	 0.08	 0.3	 0.185 0.175 1.032 1094	 1112
7	 200	 0.12	 0.3	 0.219 0.196 1.276 1036	 1054
8	 270	 0.12	 0.3	 0.208 0.181 1.648 1076	 1090
9	 176.12	 0.1	 0.2	 0.189 0.173 0.591 1050	 1068
10	 293.86	 0.1	 0.2	 0.145 0.135 0.932 1110	 1128
11	 235	 0.07	 0.2	 0.181 0.162 0.542 1096	 1114
12	 235	 0.13	 0.2	 0.219 0.187 0.973 1062	 1082
13	 235	 0.1	 0.032	 0.109 0.1 0.157 1110	 1128
14	 235	 0.1	 0.37	 0.187 0.185 1.476 1054	 1072
15	 235	 0.1	 0.2	 0.197 0.167 0.847 1083	 1108
16	 235	 0.1	 0.2	 0.197 0.167 0.748 1083	 1105
17	 235	 0.1	 0.2	 0.189 0.167 0.821 1086	 1107
18	 235	 0.1	 0.2	 0.197 0.172 0.785 1087	 1108
19	 235	 0.1	 0.2	 0.191 0.171 0.832 1085	 1108
20	 235	 0.1	 0.2	 0.194 0.167 0.769 1084	 1103

	
Fig.	2	Experimental	results	with	percentage	(%)	improvement	in	surface	roughness	
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µm)	at	the	highest	value	of	CS	(270	m/min)	and	the	lowest	value	of	FR	(0.08	mm/rev)	and	DC	(0.1	
mm)	have	been	achieved	using	MQL	because	during	MQL	high‐pressure	mist	removes	the	chips	
which	 reduce	 the	 friction,	 no	 thermal	 shocks	 and	 fewer	 vibrations	 induced	 in	 a	 rotating	 tool	
which	minimizes	wear	and	tear	leading	to	improved	surface	finish	as	compared	to	flood	lubrica‐
tion	 [36].	 The	minimum	 quantity	 lubrication	 produces	 a	 smoother	 surface,	 i.e.	 the	 difference	
between	peak	and	valley	is	less	than	other	conditions	(flood	lubrication)	generated.	In	flood	lu‐
brication,	traces	of	feed	are	more	visible,	which	increases	the	average	surface	roughness	[37].	

For	 in‐depth	analysis,	 the	adequacy	of	developed	models	has	been	checked	by	ANOVA	as	a	
statistical	 tool.	 The	 most	 significant	 parameter	 indicates	 the	 highest	 F‐value.	 The	 predictor's	
main	and	interaction	effects	on	Ra	are	significant	where	p	<	0.05.	The	significant	terms	for	Ra	
are	depth	of	cut;	depth	of	cut	squared;	feed	rate;	cutting	speed;	cutting	speed	squared	for	flood	
while	the	depth	of	cut;	depth	of	cut	squared;	cutting	speed;	feed	rate;	cutting	speed	squared;	feed	
rate		depth	of	cut	for	MQL.	The	regression	models	for	the	prediction	of	Ra	under	flood	and	MQL	
system	are	given	in	Eq.	2	and	3	respectively.	

	

ܴܽௗ ൌ 	െ0.1328  2.52540E െ 003  ௌܥ െ 1.458  ோܨ  0.85137  		ܦ
																						െ003  ௌܥ  ோܨ  	7.85715E െ 004  ௌܥ  ܦ െ 1.375  ோܨ  	ܦ
																						െ7.24671E െ 006  ௌܥ

ଶ  6.97511  ோܨ
ଶ െ ܦ1.55947

ଶ 	
(2)

	

ܴܽெொ ൌ െ0.13714  1.66455E െ 003  ௌܥ  0.18179  ோܨ  0.82542  ܦ െ 1.78571	
																	െ004  ௌܥ  ோܨ  6.07143E െ 004  ௌܥ  ܦ െ 3.18750  ோܨ  	ܦ
																	െ4.34468E െ 006  ௌܥ

ଶ  4.81404  ோܨ
ଶ െ 0.93881  ܦ

ଶ	
(3)

	

 

 
Fig.	3	Effects	of	process	parameters	on	surface	roughness:	a)	flood,	b)	MQL	

4.2 Analysis of material removal rate 

The	material	 removal	 rate	 is	 calculated	using	Eq.	1	and	results	are	 tabulated	 in	 table	4.	 It	has	
been	examined	that	the	MRR	 is	more	influenced	by	the	DC	 followed	by	CS	and	FR.	The	effects	of	
cutting	speed,	 feed	rate,	and	depth	of	cut	on	 the	material	 removal	rate	 is	shown	 in	Fig.	4.	The	
maximum	MRR	 (1.648	 cm3/min)	 is	 obtained	 at	 the	 highest	 value	 of	CS	 (270	m/min),	FR	 (0.12	
mm/rev),	and	DC	(0.3	mm)	by	experimental	investigation	as	given	in	table	4.	The	experimental	
investigation	shows	that	negligible	differences	present	in	MRR	value	for	MQL	and	flood.		

a)	

b)	
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Fig.	4	Effects	of	process	parameters	on	material	removal	rate	

For	more	detailed	analysis,	ANOVA	has	been	carried	on	the	MRR	data.	The	F‐value	indicates	
that	the	most	significant	factor	for	MRR	is	DC	that	boosts	production	by	increasing	MRR.	The	sig‐
nificant	factors	for	MRR	are	depth	of	cut;	feed	rate;	cutting	speed;	feed	rate		depth	of	cut.	The	
empirical	model	for	the	prediction	of	MRR	under	flood	and	MQL	is	given	in	Eq.	4.	
	
ܴܯ	 ܴௗୀெொ ൌ 	0.50936 െ 1.85714E െ 003  ௌܥ െ 9.20561  ோܨ െ 2.23736  	ܦ

																														0.036607  ௌܥ  ோܨ  7.53571E െ 003  ௌܥ  ܦ  43.68750  ோܨ  	ܦ
(4)

4.3 Analysis of strength 

Fig.	5	 illustrates	experimentally	the	effects	of	process	parameters	and	lubrication	mode	on	the	
strength	of	material.	The	maximum	value	of	ST	has	been	achieved	at	the	highest	CS	and	the	low‐
est	FR	and	DC.	The	strength	has	been	improved	using	MQL	and	percentage	improvement	is	rang‐
ing	 from	1.3‐2.3	%.	The	most	prominent	observation	of	 the	data	 is	 less	heat	 is	attained	at	 the	
lowest	 value	 of	 FR	 and	 DC,	 which	 produces	 a	 better	 surface	 finish	 and	 further	 improves	 the	
strength	of	the	material.	

The	response	surface	plots	describe	the	effects	of	CS,	FR,	and	DC	on	strength	of	the	material	as	
shown	in	Fig.	6.	The	strength	of	the	material	is	more	influenced	by	CS	as	compared	to	DC	and	FR.	
The	strength	of	the	material	is	increased	with	the	increase	of	CS	and	decreased	by	increasing	DC	
and	FR.	The	maximum	strength	has	been	achieved	at	 the	highest	CS	with	 the	 lowest	FR	 and	DC.	
Moreover,	a	greater	value	of	strength	 is	observed	using	MQL	than	flood	 lubrication.	The	maxi‐
mum	value	of	ST	 (1142MPa)	at	CS	 (270	m/min),	FR	 (0.08	mm/rev)	and	DC	 (0.1	mm)	is	attained	
using	MQL.	Further,	it	has	been	investigated	that	surface	is	finer	at	the	lowest	value	of	DC	and	FR,	
which	produces	less	heat	generation	and	greater	strength.	

The	F‐value	suggests	that	CS	is	the	most	important	factor	for	strength	followed	by	DC	and	FR.	
The	significant	terms	are	cutting	speed;	depth	of	cut;	feed	rate;	feed	rate	squared;	cutting	speed	
squared	for	 flood	while	cutting	speed;	depth	of	cut;	 feed	rate;	cutting	speed	squared;	 feed	rate	
squared;	 depth	of	 cut	 squared	 for	MQL.	The	 regression	models	 for	 the	prediction	of	ST	 under	
flood	and	MQL	are	given	in	Eq.	5	and	Eq.	6,	respectively.	
	

	
Fig.	5	Experimental	results	with	percentage	(%)	improvement	in	strength	
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Fig.	6	Effects	of	process	parameters	on	strength:	a)	flood,	b)	MQL	

ܵ ܶௗ ൌ 	951.72416  1.01899  ௌܥ  221.67035  ோܨ െ 178.38573  ܦ 	
																												0.71429  ௌܥ  ோܨ  0.14286  ௌܥ  ܦ  250.00  ோܨ  ܦ 	
																												െ1.27288E െ 003  ௌܥ

ଶ െ 4782.07149  ோܨ
ଶ െ 85.21684  ܦ

ଶ	
(5)

	

						ܵ ெܶொ ൌ 	846.59134  1.68089  ௌܥ  1003.59014  ோܨ െ 63.28968  	ܦ
																									െ2.48622E െ 003  ௌܥ

ଶ െ 7614.03485  ோܨ
ଶ െ 233.85072  ܦ

ଶ	
(6)

4.4 Sustainable machining model 

The	sustainable	machining	model	is	shown	in	Fig.	7.	It	has	been	found	that	as	a	technical	aspect	
Ra	is	improved	up	to	17	%,	and	ST	improved	up	to	2.3	%	using	minimum	quantity	lubrication	as	
a	sustainable	approach.	It	is	also	examined	that	using	MQL	reduces	cutting	fluid	(CF)	consump‐
tion	that	minimizes	waste	disposal,	saves	the	environment,	and	reduces	machining	costs	up	to	
17	%.	It	has	been	further	noticed	that	using	MQL	reducing	health	hazards	and	improve	worker's	
safety.	

	
	

Fig.	7	Sustainable	machining	model	

4.5 Multi‐objective optimization associated with sustainability 

Sustainable	machining	aims	to	achieve	a	better	surface	finish,	high	productivity,	and	strength	of	
the	material.	 Simultaneous	optimizations	of	 these	objective	 functions	 lead	 to	minimizing	envi‐
ronmental	damage	with	worker's	 safety	 and	 thus	ensures	 sustainable	production.	The	perfor‐

a)	

b)	
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mance	measures	 for	 the	 current	 research	 include	Ra,	MRR,	 and	ST.	 To	 achieve	 a	 compromise	
between	performance	measures,	this	research	proposed	a	desirability	function‐based	multi	op‐
timization	 solution.	The	 sustainability	 function	 is	 the	 combination	of	 these	objective	 functions	
and	is	given	by	relation	7.		
	

ݕݐ݈ܾ݅݅ܽ݊݅ܽݐݏݑܵ ൌ ൝
݁ݖ݅݉݅݊݅ܯ ܴܽ
݁ݖ݅݉݅ݔܽܯ ܴܴܯ
݁ݖ݅݉݅ݔܽܯ ܵܶ

ൡ	 (7)

Mostly,	multi‐response	 optimization	 techniques	 are	 used	 to	 produce	 a	 set	 of	 optimal	 solu‐
tions	instead	of	a	single	solution.	In	this	research,	surface	roughness,	material	removal	rate,	and	
strength	have	been	designated	as	responses	and	optimized	simultaneously.	The	responses	are	
conflicting	with	each	other	due	to	which	optimal	solutions	have	been	obtained	through	a	numer‐
ical	 technique	called	the	desirability	approach	 in	RSM	established	by	Derringer	and	Suich	[38]	
and	mostly	used	 for	multi‐response	optimization	problems	[39,	40].	The	desirability	 functions	
are	 smooth	 piecewise	 objective	 functions.	 In	 desirability	 profiling,	 a	 desirability	 function	 for	
each	response	is	specified.	The	desirability	values	switch	between	the	maximize	(higher	 is	bet‐
ter),	 target	 (nominal/the	 best),	 and	 minimize	 (smaller	 is	 better)	 values.	 Desirability	 function‐
based	 approach	 comprise	of	 transforming	 the	 estimated	quadratic	 response	models	 into	 indi‐
vidual	desirability	functions	that	are	then	cluster	into	combined	function.	This	function	is	gener‐
ally	a	geometric	or	an	arithmetic	mean,	which	will	be	maximized	or	minimized,	respectively.	The	
processing	 and	 execution	 steps	 of	 desirability	 function	method	 for	 calculating	 the	 desirability	
value	and	calculating	the	overall	desirability	function	value	and	its	optimization	is	taken	care	by	
the	 response	 surface	methodology	approach.	Finally,	 it	 gives	 the	optimum	process	parametric	
setting	and	minimizes	Ra,	maximize	MRR	and	ST	at	optimum	combinations.	In	this	research,	the	
combined	desirability	 of	 57.5	%	 for	MQL	and	56.6	%	 for	 flood	 lubrication	has	been	 achieved,	
which	provides	optimal	solutions	for	minimum	Ra,	and	maximum	MRR	and	ST	simultaneously.	
The	optimization	results	are	summarized	 in	Table	5	which	shows	MQL	 is	more	desirable	 than	
flood	lubrication.	

Table	5	Optimization	results	are	tabulated	against	the	respective	objectives	

Response	variable	being	
optimized	

Optimum	process	parameters Optimum	response	values	
CS	

(m/min)	
FR

(mm/rev)	
DC

(mm)	
Ra
(µm)	

MRR	
(cm3/min)	

ST	
(MPa)	

Min.	Ra	
MQL 270	 0.08 0.1 0.098

0.392	
1142

Flood	 270	 0.08 0.1 0.112 1124

Max.	MRR		
MQL 270	 0.12 0.3 0.181

1.648	
1090

Flood	 270	 0.12 0.3 0.206 1076

Max.	ST	
MQL 270	 0.08 0.1 0.098

0.575	
1142

Flood	 270	 0.08 0.1 0.112 1124
Min.	Ra,	Max.	
MRR,	and	Max.	ST	

MQL 270	 0.09 0.15 0.131 0.64	 1132
Flood	 270	 0.09 0.14 0.144 0.609	 1113

5. Conclusion 

This	research	aimed	to	achieve	sustainable	machining	by	simultaneously	optimizing	sustainable	
machining	 drivers	 during	 high‐speed	machining	 of	 15CDV6	 HSLA	 steel	 under	MQL	 and	 flood	
lubrication.	The	following	conclusions	are	drawn	from	the	research:	

 It	 is	 concluded	 that	 minimum	 surface	 roughness	 and	 maximum	 strength	 have	 been	
achieved	 at	 the	 highest	CS	 and	 the	 lowest	 FR	 and	DC	 with	 compromising	MRR.	 Also,	 the	
maximum	material	removal	rate	 is	attained	at	the	highest	CS,	FR,	and	DC	with	negotiating	
surface	roughness,	and	strength	of	the	material.	The	optimal	parameter	combinations	for	
best	responses	under	MQL	and	flood	lubrication	are	given	in	table	5.	

 Optimization	associated	with	sustainability	produced	compromising	optimal	results	(Min.	
Ra	 (0.131µm),	Max.	MRR	 (0.64cm3/min),	 and	Max.	ST	 (1132MPa)	 at	 the	 highest	 cutting	
speed	270m/min	and	the	lowest	feed	rate	0.09mm/rev	and	depth	of	cut	0.15	mm	for	min‐
imum	quantity	lubrication	and	confirmed	that	MQL	is	an	alternative	of	a	flood	to	enhance	
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the quality, productivity and strength of the material. The combined desirability for MQL 
(57.5 %) and flood (56.6 %) showed that MQL is more desirable than the flood. 

• The results from experimental runs showed that an improvement in surface roughness 
(1.1-16.6 %), and strength (1.3-2.3 %) of the material using minimum quantity lubrication 
has been witnessed.  

The research confirmed that minimum quantity lubrication has a potential for practitioners to 
improve the quality and strength of the material during high-speed machining under the um-
brella of sustainability. The work would be beneficial in the field of aviation, defense, and aero-
nautical applications under the principles of sustainable manufacturing paradigms. The devel-
oped models will help the shop floor technician to predict the responses before experimenting. 
The evolutionary techniques can be explored to further investigate 15CDV6 HSLA steel.  
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A B S T R A C T	   A R T I C L E   I N F O	

Green	production	mode	is	an	advanced	manufacturing	mode.	However,	due	to	
the	 environmental	 externality	 of	 green	 production,	 it	 is	 different	 for	 a	 pure	
market	 mechanism	 to	 promote	 the	 evolution	 of	 green	 operation	 mode	 of	
manufacturing	 enterprises.	 Government	 regulation	 is	 very	 important.	 This	
paper	 establishes	 an	 evolutionary	 game	 model	 of	 whether	 manufacturing	
enterprises	 choose	 to	 implement	 green	 production	mode	when	 the	 govern‐
ment	implements	two	different	mechanisms	of	reward	and	punishment.	Con‐
sidering	the	complexity	of	strategy	selection	of	enterprises’	green	production	
behaviour	 under	market	 competition,	 the	method	 constructs	 the	 simulation	
analysis	model	of	enterprises’	green	product	production	behaviour	with	mul‐
ti‐subject	participation.	We	can	simulate	the	influence	of	these	factors	on	the	
strategic	 choice	 of	 both	 parties	 (enterprises	 and	 governments)	 by	 changing	
the	different	influence	factors,	and	studying	the	evolutionary	law	of	different	
government	guidance	and	regulation	strategies	on	the	production	behaviour	
of	 green	 products.	 These	 factors	 include	 government	 incentives,	 penalties,	
reputations,	 costs,	differences	 in	 the	 cost	of	 implementing	green	production	
on	the	corporate	side,	corporate	reputation,	and	false	rewards	or	penalties.	By	
the	 computer	 implementation	 of	 multi‐subject	 modelling,	 the	 results	 show	
that	enterprises’	green	product	production	behaviour	needs	the	government’s	
guidance	and	regulation.	When	formulating	relevant	policies,	the	government	
should	combine	various	guidance	and	regulation	strategies	and	fully	consider	
the	influence	of	market	competition.	
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1. Introduction 

The	 green	 operation	 of	 enterprises	 is	 an	 important	way	 to	 realize	 social	 sustainable	 develop‐
ment.	Green	operation	mode	refers	to	the	operation	mode	in	which	the	production	and	opera‐
tion	activities	of	an	enterprise	can	be	harmonious	with	the	environment.	In	the	process	of	green	
manufacturing,	manufacturing	enterprises	not	only	pursue	profit	but	also	bear	social	and	envi‐
ronmental	responsibility	[1].	The	government	should	not	only	supervise	and	manage	enterpris‐
es	to	implement	green	manufacturing,	but	also	promote	the	development	and	popularization	of	
green	manufacturing	mode	and	application.	Green	manufacturing	 involves	complex	game	sub‐
jects	with	different	goals,	dynamic	complex	environments,	and	many	uncertain	factors,	therefore	
the	stability	of	the	economic	and	political	environment	in	the	game	process	can’t	be	guaranteed.	
Manufacturing	enterprises	have	insufficient	power	and	the	ability	to	carry	out	green	manufactur‐
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ing.	Only	through	the	guidance	of	penalty	policy	or	direct	subsidy	and	reward	can	this	advanced	
manufacturing	mode	be	gradually	promoted	among	manufacturing	enterprises	[2].	Evolutionary	
Game	 Theory	will	 no	 longer	 be	modelled	 into	 a	 completely	 rational	 game	 party,	 but	 humans	
usually	achieve	the	game	equilibrium	by	trial	and	error	method.	The	choice	of	equilibrium	is	the	
function	 whose	 balanced	 process	 has	 been	 achieved,	 thus	 historical,	 institutional	 factors	 and	
balanced	process	details	will	have	an	influence	on	the	multiple	equilibrium	choices	in	a	game.	

Zhu	and	He	[3]	analysed	the	influence	of	government	subsidy	on	the	choice	of	enterprise	in‐
novation	mode.	They	point	out	that	increasing	innovation	subsidy	and	establishing	a	long‐term	
subsidy	mechanism	 can	make	 innovation	 subsidy	 become	 an	 effective	 incentive	measure.	 Go‐
vindan	 et	al.	 established	 the	 reward	 and	 punishment	mechanism	 supply	 chain,	 and	 point	 out	
that	the	reward	and	punishment	mechanism	can	not	only	improve	the	recovery	rate,	reduce	the	
price	of	new	products,	but	also	benefit	the	whole	social	welfare	[4‐5].	Tseng	et	al.	constructed	a	
game	model	which	considers	green	consumption	subsidy	and	non‐green	consumption	tax,	anal‐
yses	 and	 discusses	 the	 influence	 of	 government	 financial	 strategy	 on	 the	 optimal	 decision	 of	
supply	chain	members	under	decentralized	decision	and	centralized	decision	[6].	A	game	model	
of	a	green	supply	chain	is	built	under	a	single	channel,	and	different	subsidy	strategies	are	com‐
pared	 under	 the	 same	 government	 subsidy	 expenditure	 [7].	Micheli	 et	al.	 established	 a	 green	
supply	chain	model	with	reward	and	punishment	mechanism	under	different	government	target	
decisions.	 They	 discuss	 the	 influence	 of	 product	market	 size,	 sensitivity	 coefficient	 of	 energy‐
saving	level,	and	cost	coefficient	of	energy‐saving	input	on	the	reward	and	punishment	intensity	
[8].	 This	 paper	 constructs	 a	 green	 supply	 chain	model	 considering	 government	 subsidies	 and	
risk	aversion	of	supply	chain	members,	and	studies	the	risk	aversion	behaviours	of	manufactur‐
ers	and	retailers	under	centralized	and	decentralized	decisions.	

2. Model building  

2.1 Evolutionary game analysis of green manufacturing  

The	 formation	mechanism	of	 green	manufacturing	 is	due	 to	 the	different	 social	division	of	 la‐
bour.	Hence,	the	government	supervision	decision	and	the	enterprise	production	decision	have	
different	 responsibilities	 in	 the	 final	production	mode	selection,	 and	 the	 relationship	between	
the	two	is	an	evolutionary	game,	jointly	promoting	the	sustainable	development	of	green	manu‐
facturing	 [9‐10].	 However,	 in	 reality,	 due	 to	 the	 different	 divisions	 of	 functions	 between	 gov‐
ernment	and	enterprises,	 their	decision	 focus	 is	different.	Governments	mainly	 focus	on	social	
and	 environmental	 benefits,	 while	 enterprises	 pay	more	 attention	 to	 their	 economic	 benefits	
[11].	There	is	somehow	a	competitive	relationship	in	profit	distribution	between	them.	There‐
fore,	the	government	and	enterprises	are	in	a	game	state	of	cooperation	and	competition	as	to	
whether	to	carry	out	green	manufacturing	or	not.	The	main	manifestations	are	as	follows:	First,	
there	is	an	asymmetric	partnership	between	the	government	and	enterprises.	From	the	perspec‐
tive	of	environmental	and	social	sustainable	development,	both	the	government	and	enterprises	
need	green	manufacturing	mode.	Green	manufacturing	 can	 improve	 government	performance	
and	regional	social	reputation,	which	includes	both	government	reputation	and	corporate	repu‐
tation	[12].	The	green	production	of	enterprises	in	the	region	is	conducive	to	the	formation	of	a	
green	industrial	chain	and	a	green	manufacturing	industrial	cluster	in	the	region.	This	forms	an	
agglomeration	effect	and	attracts	more	enterprises	to	adopt	the	green	manufacturing	production	
mode.	Thus,	the	virtuous	circles	of	the	government	tax	increase	and	enterprise	green	manufac‐
turing	cost	reduction	are	realized.	

For	any	specific	green	manufacturing	mode,	the	reason	it	can	gain	market	share	in	the	market	
is	that	the	manufacturing	mode	satisfies	the	supervision	and	management	of	government	mar‐
ket	 access	 departments,	 safety	 supervision	 departments,	 environmental	 supervision	 depart‐
ments,	 industrial	 and	 commercial	 administration	departments,	 and	 taxation	departments	 out‐
side	the	enterprise	[13].	At	the	same	time,	it	is	also	the	result	of	internal	and	external	coopera‐
tion	between	product	design	departments,	the	processing	industrial	arts	department,	the	mar‐
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keting	department,	the	comprehensive	management	department,	and	the	internal	planning	de‐
partment	which	is	needed	for	production	[14].	

The	manufacturing	industry	chain	is	reflected	in	the	cooperation	between	raw	material	sup‐
pliers,	parts	suppliers,	manufacturers,	service	providers,	capital	operators,	terminal	equipment	
suppliers,	and	relevant	government	departments.	

The	formation	mechanism	of	the	region	where	the	industrial	cluster	is	located	is	based	on	the	
existence	of	the	social	division	of	labour	[15].	The	main	approach	adopted	is	the	construction	of	
the	assistance	of	the	upstream	and	downstream	of	the	manufacturing,	with	the	support	of	gov‐
ernment	policies	to	form	a	close	relationship	between	them.	

As	a	public	policy	service	provider,	 the	government	carries	out	policy	planning	on	environ‐
mental	rewards	and	punishment	and	provides	manufacturing	enterprises	with	the	environment	
for	 the	development	of	 the	guaranteed	green	manufacturing	mode.	As	 the	provider	of	 specific	
green	manufacturing	mode,	manufacturing	enterprises	put	the	environmentally	friendly	produc‐
tion	mode	into	practice	through	advanced	technological	innovation	to	produce	green	industrial	
products,	 which	 can	 be	 directly	 used	 by	 consumers.	 Therefore,	 they	 are	 interdependent	 and	
have	a	cooperative	relationship	[16].	

2.2 Model assumption  

The	basic	assumptions	of	the	evolutionary	game	model	between	the	government	and	manufac‐
turers	in	the	green	manufacturing	industry	chain	are:	

 A	 is	 the	 government’s	 reward	 for	 enterprises	 to	 implement	 green	 production.	 –A	 is	 the	
government’s	 reward	 for	 the	 implementation	 of	 green	 production	 enterprises.	B	 is	 the	
government’s	 punishment	 for	 not	 implementing	 green	production	 enterprises.	 –B	 is	 the	
fine	submitted	by	the	enterprises	for	not	implementing	green	production.	

 R1	symbolises	that	the	government	gives	incentives	to	the	green	production	enterprises	to	
gain	 social	 reputation;	R2	 symbolises	 that	 the	 government	wrongly	 penalizes	 the	 enter‐
prises	that	implement	green	production	resulting	in	the	loss	of	social	reputation;	R3	is	the	
social	reputation	loss	caused	by	the	government’s	false	reward	to	enterprises	that	fail	 to	
implement	 green	 production;	 R4	 is	 the	 social	 reputation	 gained	 by	 the	 government	 for	
punishing	enterprises	that	fail	to	implement	green	production.	

 π0	is	the	income	obtained	by	the	enterprises;	G0	is	the	office	income	obtained	by	the	gov‐
ernment.	

 r1	and	r2	are	the	enterprises	gains	of	the	social	reputation	by	implementing	green	produc‐
tion;	r3	and	r4	are	the	losses	of	the	social	reputation	of	the	enterprises	for	not	implement‐
ing	green	production;	The	social	reputation	that	enterprises	gain	or	lose	only	depends	on	
whether	 they	 have	 implemented	 green	 production	 or	 not,	 and	 has	 nothing	 to	 do	 with	
whether	the	government	has	carried	out	the	right	incentives	and	penalties	or	not.	

 θ	is	the	probability	that	the	enterprise	is	rewarded	for	not	implementing	green	production;	
߶	is	 the	 probability	 that	 the	 enterprise	 is	 punished	 for	 green	 production,	0  	ߠ	  1,	
0	  ߶	  1.	

 Suppose	that	the	proportion	of	the	government	choosing	incentive	strategy	is	ݔ,	the	pro‐
portion	of	the	punishment	strategy	is	1 െ 	to	choosing	enterprise	the	of	proportion	the	,ݔ
implement	green	production	 is	ݕ,	 the	proportion	of	 choosing	not	 to	 implementing	green	
production	is	1 െ 0	where	,ݕ  ݔ  1,	0  ݕ  1.	

 Based	on	the	above	assumptions,	their	payment	matrix	can	be	obtained,	as	shown	in	Table	1.	

Table	1	Payment	matrix	of	government	and	enterprises	
													Enterprise		

	

Government			

Green	manufacturing
	

Non‐green	manufacturing

Reward	 G0 െ ଵܥ െ A Rଵ，ߨ െ c1  A  rଵ	 G െ ଵܥ െ Aߠ െ ܴଷ，ߨ െ c2  Aߠ െ rଷ	
Punishment	 G0 െ Cଶ  ߮Bെ Rଶ，ߨ െ ܿଵ െ ߮B rଶ	 G െ ଶܥ  ܤ  ܴସ，ߨ െ ܿଶ െ ܤ െ rସ		
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3. Game analysis of government rewards, punishments, and green production 
evolution of manufacturing enterprises 

3.1 Game pay‐off matrix 

Based	on	the	above	assumptions,	the	evolutionary	game	analysis	of	the	government	presented	is	
as	follows:	

(1)	The	payment	when	the	government	chooses	the	reward	strategy	

ଵܹ ൌ ܩሺݕ െ ଵܥ െ ܣ  ܴଵሻ  ሺ1 െ ܩሻሺݕ െ ଵܥ െ ܣߠ െ ܴଷሻ	 (1)

The	payment	when	the	government	carries	out	the	penalty	policy:	

ଶܹ ൌ ܩሺݕ െ ଶܥ  ܤ߮ െ ܴଶ ሻ  ሺ1 െ ܩሻሺݕ െ ଶܥ െ ܤ  ܴସ	ሻ	 (2)

The	average	payment	from	the	government:	

ഥܹ ൌ ݔ ଵܹ  ሺ1 െ ሻݔ ଶܹ	 (3)

Therefore,	the	dynamic	differential	equation	for	the	government	is	shown	as	follows:	
ሻݐሺݔ݀

ݐ݀
ൌ ሺݔ ଵܹ െ ഥܹ ሻ	

	

ൌ ሺ1ݔ െ ሼሾሺ1	ሻݔ െ ߮ሻܤ  ሺߠ െ 1ሻܣ  ܴଵ  ܴଶ  ܴଷ  ܴସሿݕ  ଶܥ െ ଵܥ െ ߠܣ െ ܤ െ ܴ െ ܴସሽ
(4)

ሻݔሺܨ ൌ ሺ1ݔ െ ሻሼሾሺ1ݔ െ ߮ሻܤ  ሺߠ െ 1ሻܣ  ܴଵ  ܴଶ  ܴଷ  ܴସሿݕ  ଶܥ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሽ (5)

and	so,	

ሻݔᇱሺܨ ൌ ሺ1 െ ሻሼሾሺ1ݔ2 െ ߮ሻܤ  ሺߠ െ 1ሻܣ  ܴଵ  ܴଶ  ܴଷ  ܴସሿݕ  ଶܥ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሽ (6)

According	to	the	stability	principle:	If	ܨᇱሺݔ*ሻ	൏ 		.state	stable	a	in	be	will	*ݔ	,0
ௗ௫ሺ௧ሻ

ௗ௧
ൌ 0 ⇒ ଵݔ ൌ ଶݔ，0 ൌ ݕ，1 ൌ

ఏାାோయାோరାభିమ
ሺଵିథሻାሺఏିଵሻାோభାோమାோయାோర

		

Next,	the	evolutionary	stable	state	analysis	is	carried	out	for	the	three	points:		

a)	 When	ݕ ൌ
ఏାାோయାோరାభିమ

ሺଵିఝሻାሺఏିଵሻାோభାோమାோయାோర
,	
ௗ௫ሺ௧ሻ

ௗ௧
		is	 always	 zero	 (0),	 this	means	 that	ݔ	does	 not	

change	over	time;	
	

b)	 When	ݕ 
ఏାାோయାோరାభିమ

ሺଵିఝሻାሺఏିଵሻାோభାோమାோయାோర
, F	'ሺݔሻ ൏ ݔ，0 ൌ 1.	 This	 is	 an	 evolutionary	 stable	

state.	It	means	that	through	continuous	imitation	and	learning,	the	proportion	of	reward	
chosen	by	the	government	tends	to	be	100	%.	

	

c)	 When	ݕ ൏
ఏାାோయାோరାభିమ

ሺଵିఝሻାሺఏିଵሻାோభାோమାோయାோర
, F	'ሺݔሻ ൏ ݔ，0 ൌ 0.	 This	 is	 an	 evolutionary	 stable	

state.	It	means	that	through	continuous	imitation	and	learning,	the	proportion	of	punish‐
ment	chosen	by	the	government	tends	to	be	100	%.		

	

(2)	The	payment	when	the	manufacturer	chooses	to	implement	the	green	production	strategy	

ଵܷ ൌ ߨሾݔ െ ܿଵ  ܣ  ଵሿݎ  ሺ1 െ ߨሻሺݔ െ ܿଵ െ ܤ߮  	ଶሻݎ (7)

The	payment	when	the	manufacturer	chooses	not	to	implement	the	green	production	strategy:	

ܷଶ ൌ ߨሾݔ െ ܿଶ  ܣߠ െ ଷሿݎ  ሺ1 െ ߨሻሺݔ െ ܿଶ െ ܤ െ 	ସሻݎ (8)

The	average	payment	of	the	manufacturer:	

ഥܷ ൌ ݕ ଵܷ  ሺ1 െ 	ሻܷଶݕ (9)
	

ሻݐሺݔ݀

ݐ݀
ൌ ሺݕ ଵܷ െ ഥܷሻ	

	

ൌ ሺ1ݕ െ ሻሼሾሺ1ݕ െ ܣሻߠ  ሺ߮ െ 1ሻܤ  1ݎ െ ଶݎ  ଷݎ െ ݔସሿݎ  ሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሽݎ
(10)
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Therefore,	the	dynamic	differential	equation	of	the	production	enterprise	is	shown	as	follows:	

ሻݕሺܨ ൌ ሺ1ݕ െ ሻሼሾሺ1ݕ െ ܣሻߠ  ሺ߮ െ 1ሻܤ  ଵݎ െ ଶݎ  ଷݎ െ ݔସሿݎ  ሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሽݎ (11)

and	so,	
	

ሻݕሺ′ܨ	 ൌ ሺ1 െ ሻሼሾሺ1ݕ2 െ ܣሻߠ  ሺ߮ െ 1ሻܤ  ଵݎ െ ଶݎ  ଷݎ െ ݔସሿݎ  ሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሽݎ (12)
	

According	to	the	stability	principle:	If	ܨᇱሺݕ∗ሻ ൏ 	.state	stable	a	is	∗ݕ	,0
ௗ௬ሺ௧ሻ

ௗ௧
ൌ 0	 ⇒ ଵݕ	 ൌ ଶݕ，0 ൌ ݔ，1 ൌ

ሺఝିଵሻାభିమିమିర
ሺଵିఏሻାሺఝିଵሻାభିమାయିర

		

Next,	the	evolutionary	stable	state	analysis	is	carried	out	for	the	three	points:	

a)	 When	ݔ ൌ
ሺఝିଵሻାభିమିమିర

ሺଵିఏሻାሺఝିଵሻାభିమାయିర
,	
ௗ௫ሺ௧ሻ

ௗ௧
	always	 is	 0.	 This	 means	 that	ݕ	doesn’t	 change	

over	time.	

b)	When	ݔ 
ሺఝିଵሻାభିమିమିర

ሺଵିఏሻାሺఝିଵሻାభିమାయିర
ሻݔᇱሺܨ	, ൏ ݕ，0 ൌ 1.	This	is	a	revolutionary	stable	state.	

It	means	that	through	continuous	imitation	and	learning,	the	proportion	of	production	en‐
terprises	choosing	to	implement	green	production	tends	to	be	100	%.	

	

c)	 When	ݔ ൏
ሺఝିଵሻାభିమିమିర

ሺଵିఏሻାሺఝିଵሻାభିమାయିర
ሻݔᇱሺܨ	, ൏ ݕ，0 ൌ 0.	This	is	a	revolutionary	stable	state.	

It	means	that	through	continuous	imitation	and	learning,	the	proportion	of	production	en‐
terprises	choosing	not	to	implement	green	production	tends	to	be	100	%.	

(3)	System	evolution	game	stability	strategy	

Eq.	4	and	Eq.	10	can	be	combined	to	obtain	a	system	of	differential	Eq.	13,	which	can	represent	
the	game	evolution	process	of	the	whole	system:	
	

ە
۔

ۓ
ሻݐሺݔ݀

ݐ݀
ൌ ሺ1ݔ െ ሻݔ ൜

ሾሺ1 െ ߮ሻܤ  ሺߠ െ 1ሻܣ  ܴଵ  ܴଶ  ܴଷ  ܴସሿݕ
ܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସ

ൠ

ሻݐሺݕ݀

ݐ݀
ൌ ሺ1ݕ െ ሻݕ ൜

ሾሺ1 െ ܣሻߠ  ሺ߮ െ 1ሻܤ  ଵݎ െ ଶݎ  ଷݎ െ ݔସሿݎ
ሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସݎ

ൠ
	 (13)

	

Make	ቐ

ௗ௫ሺ௧ሻ

ௗ௧
ൌ 0

ௗ௬ሺ௧ሻ

ௗ௧
ൌ 0

	to	 get	 the	 possible	 equilibrium	 point	 of	 the	 system	 A	ሺ0, 0ሻ,	 B	ሺ0, 1ሻ,	 C	ሺ1, 0ሻ,	

D	ሺ1, 1ሻ,	E	ቀ
ሺఝିଵሻାభିమିమିర

ሺଵିఏሻାሺఝିଵሻାభିమାయିర
,

ఏାାோయାோరାభିమ
ሺଵିఝሻାሺఏିଵሻାோభାோమାோయାோర

ቁ,	which	is	the	point	of	the	Evo‐

lutionary	Stable	 Strategy	 (ESS).	 In	 this	paper,	 according	 to	 the	method	of	 calculating	 the	 local	
stability	of	the	system	created	by	Friedman	in	1991,	the	Jacobi	matrix	of	the	equations	of	evolu‐
tionary	systems	can	be	analysed	[17].	

From	Eq.	13,	partial	derivatives	of	the	two	equations	can	be	obtained	as	shown	in	Eq.	14.	
	

ܬ ൌ ተተ

ሻݔሺܨ߲

ݔ߲
ሻݔሺܨ߲

ݕ߲
ሻݕሺܨ߲

ݔ߲
ሻݕሺܨ߲

ݕ߲

ተተ	 (14)

߲Fሺݔሻ

ݔ߲
ൌ ሺ1 െ ሻሼሾሺ1ݔ2 െ ߮ሻB  ሺߠ െ 1ሻܣ  ܴଵ  ܴଶ  ܴଷ  ܴସሿݕ  ଶܥ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሽ	 (15)

߲Fሺݔሻ

ݕ߲
ൌ ሺ1ݔ െ ሻሾሺ1ݔ െ ߮ሻB  ሺߠ െ 1ሻܣ  ܴଵ  ܴଶ  ܴଷ  ܴସሿ	 (16)

	

߲Fሺݕሻ

ݔ߲
ൌ ሺ1ݕ െ ሻሾሺ1ݕ െ ሻAߠ  ሺ߮ െ 1ሻܤ  ଵݎ െ ଶݎ  ଷݎ െ 	ସሿݎ (17)

	

߲Fሺݕሻ

ݕ߲
ൌ ሺ1 െ ሻሼሾሺ1ݕ2 െ ሻAߠ  ሺ߮ െ 1ሻܤ  ଵݎ െ ଶݎ  ଷݎ െ ݔସሿݎ  ሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  	ସሽݎ (18)
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The	local	equilibrium	points	A,	B,	C,	D,	and	E	are	put	into	the	Jacobi	matrix	and	det	ܬ	and	tr	ܬ	
can	be	obtained	to	find	the	Evolutionary	Stable	Strategy	(ESS)	of	the	system.	The	determinant	of	
the	matrix	is:	

det	ܬ ൌ ቆ
ሻݔሺܨ߲

ݔ߲
ൈ
ሻݕሺܨ߲

ݕ߲
െ
ሻݕሺܨ߲

ݔ߲
ൈ
ሻݔሺܨ߲

ݕ߲
ቇ  0	 (19)

The	trace	of	the	matrix	is:	

tr	ܬ ൌ ቆ
ሻݔሺܨ߲

ݔ߲

ሻݕሺܨ߲

ݕ߲
ቇ ൏ 0	 (20)

3.2 Phase diagram of evolutionary game  

Put	the	above	five	points	(A,	B,	C,	D,	and	E)	into	the	trace	and	determinant	of	the	matrix	respec‐
tively,	and	further	analyse	the	strategy	behaviour	trend	and	system	stability	state	of	the	evolu‐
tionary	game	system	according	to	the	symbol	of	sum:	
	

1.	When	ݔ ൌ ݕ	,0 ൌ 0,	as	shown	in	Fig.	1,	the	determinant	and	trace	of	matrix	J	is:	

൜
det	ܬ ൌ ሺܥଶ െ ଵܥ െ ܣ െ ܤ߮  ܴଵ  ܴଶሻሺെ1ሻሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ
tr	ܬ ൌ ሺܥଶ െ ଵܥ െ ܣ െ ܤ߮  ܴଵ  ܴଶሻ െ ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  		ସሿݎ

	 (21)

and	the	result	is	as	shown	in	Table	2.	
When	the	model	parameters	take	the	following	 values	 respectively:	C1	=	10,	C2	=	1,	c1	=	10,	c2	=	1,	

s	=	0.5,	f	=	0.3,	B	=	1,	A	=	1,	r1	=	1,	r2	=	1.5,	r3	=	1.7,	r4	=	2,	R1	=	2,	R2	=	1.5,	R3	=	3,	R4	=	1,	the	cost	of	
government	supervision	and	management	is	high,	and	this	tends	to	impose	penalties	on	enter‐
prises	 to	 reduce	 operating	 costs.	 Enterprises	 with	 high	 cost	 of	 green	 manufacturing	 tend	 to	
choose	 non‐green	manufacturing	 to	 reduce	 costs.	 The	 ESS	 point	 is	 at	 this	 time	 (penalty,	 non‐
green	manufacturing).	

Table	2	The	result	of	(0,	0)		
ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ  0,	
ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ  0		

det	J	>	0,	tr	J	>	0 Instability	

ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ 	0,	
ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ ൏ 0	

det	J <	0,	tr	J 	Not	sure
 

Saddle	point	

ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ ൏ 0,	
ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ  0	

det	J <	0,	tr	J 	Not	sure
 

Saddle	point	

ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ ൏ 0,	
ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ ൏ 0	

det	J	>	0,	tr	J	<	0  Stability	

	

	
Fig.	1	(0,	0)	evolutionary	equilibrium	

2.	When	ݔ ൌ ݕ	,0 ൌ 1,	as	shown	in	Fig.	2,	the	determinant	and	trace	of	matrix	J	is:	

൜
det	J ൌ ሺെ1ሻሺܥଶ െ ଵܥ െ Aെ ܤ߮  ܴଵ  ܴଶሻሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  	ସሿݎ
tr	J ൌ ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ െ ሺܥଶ െ ଵܥ െ Aെ ܤ߮  ܴଵ  ܴଶሻ		

	 (22)

and	the	result	is	as	shown	in	Table	3.	
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When	the	model	parameters	take	the	following	values,	respectively:	C1	=	10,	C2	=	1,	c1	=	1,	c2	=	8,	
s	=	0.5,	f	=	0.3,	B	=	2,	A	=	1,	r1	=	1,	r2	=	3.5,	r3	=	1.7,	r4	=	4,	R1	=	2,	R2	=	1,	R3	=	3,	R4	=	1,	the	cost	of	
government	supervision	and	management	is	high,	which	tends	to	impose	penalties	on	enterpris‐
es	to	reduce	operating	costs.	Enterprises	with	high	cost	of	green	manufacturing	tend	to	choose	
non‐green	manufacturing	 to	 reduce	 costs.	 The	 ESS	 point	 is	 at	 this	 time	 (i.e.	 penalty	 and	 non‐
green	manufacturing).		

Table	3	The	result	of	(0,	1)
			ሺܥଶ െ ଵܥ െ Aെ ܤ߮  ܴଵ  ܴଶሻ  0,	

		ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ  0 	 tr	J		Instability	 Saddle	point	

		ሺܥଶ െ ଵܥ െ Aെ ܤ߮  ܴଵ  ܴଶሻ  0,	
		ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ ൏ 0	

det	J	>	0,	tr	J	>	0	 Instability	

		ሺܥଶ െ ଵܥ െ Aെ ܤ߮  ܴଵ  ܴଶሻ ൏ 0,	
		ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ  0	

det	J	<	0,	tr	J	<	0		Not	sure	 Stability	

		ሺܥଶ െ ଵܥ െ Aെ ܤ߮  ܴଵ  ܴଶሻ ൏ 0,	
		ሾሺ1 െ ߮ሻܤ െ ܿଵ  ܿଶ  ଶݎ  ସሿݎ ൏ 0	

det	J	>	0,	tr	J		Instability	 Saddle	point	

	
Fig.	2	(0,	1)	evolutionary	equilibrium	

3.	When	ݔ ൌ ݕ	,1 ൌ 0,	as	shown	in	Fig.	3,	the	determinant	and	trace	of	matrix	J	is:	
	

൜
det	J ൌ ሺെ1ሻሺܥଶ െ ଵܥ െ Aߠ െ ܤ െ ܴଷ െ ܴସሻሾሺ1 െ ሻAߠ ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ
tr	J ൌ ሾሺ1 െ ሻAߠ ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ െ ሺܥଶ െ ଵܥ െ Aߠ െ ܤ െ ܴଷ െ ܴସሻ		

	 (23)

and	the	result	is	as	shown	in	Table	4.
		

When	 the	model	parameters	 take	the	 following	values,	respectively:	C1	=	2,	C2	=	10,	c1	=	15,	c2	=	1,	
s	=	0.5,	f	=	0.3,	B	=	2,	A	=	1,	r1	=	6.5,	r2	=	5,	r3	=	1.7,	r4	=	4,	R1	=	2,	R2	=	1,	R3	=	3,	R4	=	1,	the	govern‐
ment	 rewards	management	 cost	 is	 low,	and	 tends	 to	 implement	 rewards	 to	enterprises	 to	 re‐
duce	the	operation	cost.	Enterprises	with	high	cost	of	green	manufacturing	tend	to	choose	non‐
green	 manufacturing	 to	 reduce	 costs.	 This	 time	 (reward,	 non‐green	 production)	 has	 the	 ESS	
point.	

Table	4	The	result	of	(1,	0)
		ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ  0,		

ሾሺ1 െ ሻAߠ ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ  0	 det	J	<	0,	tr	J		Not	sure
 

Saddle	point	

	ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ  0,		
ሾሺ1 െ ሻAߠ ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ ൏ 0	 det	J	>	0,	tr	J	<	0  Stability	

	ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ ൏ 0,	
ሾሺ1 െ ሻAߠ ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ  0	 det	J	>	0,	tr	J	>	0  Instability	

 ሺܥଶ െ ଵܥ െ ߠܣ െ ܤ െ ܴଷ െ ܴସሻ ൏ 0,	
ሾሺ1 െ ሻAߠ ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ ൏ 0	 det	J	<	0,	tr	J		Not	sure  Saddle	point	
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Fig.	3	(1,	0)	evolutionary	equilibrium	

4.	When	ݔ ൌ ݕ	,1 ൌ 1,	as	shown	in	Fig.	4,	the	determinant	and	trace	of	matrix	J	is:	
	

൜
det	J ൌ ሺܥଶ െ ଵܥ െ ܣ െ ܤ߮  ܴଵ  ܴଶሻሾሺ1 െ ܣሻߠ  ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ 																			
tr	J ൌ ሺെ1ሻሺܥଶ െ ଵܥ െ ܣ െ ܤ߮  ܴଵ  ܴଶሻ  ሺെ1ሻሾሺ1 െ ܣሻߠ  ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ

	 (24)

and	the	result	is	as	shown	in	Table	5.	
When	the	model	parameters	take	the	following	values,	respectively:	C1	=	2,	C2	=	10,	c1	=	1,	c2	=	5,	

s	=	0.5,	f	=	0.3,	B	=	2,	A	=	1,	r1	=	6.5,	r2	=	5,	r3	=	1.7,	r4	=	4,	R1	=	5,	R2	=	6,	R3	=	3,	R4	=	1;	the	govern‐
ment	 rewards	management	 cost	 is	 low,	and	 tends	 to	 implement	 rewards	 to	enterprises	 to	 re‐
duce	the	operation	cost.	The	cost	of	green	manufacturing	is	not	significantly	higher	than	that	of	
non‐green	manufacturing,	so	enterprises	tend	to	choose	green	manufacturing	to	improve	their	
social	image	and	win	government	awards.	The	ESS	point	is	recorded	at	this	time	(reward,	non‐
green	production).	

Table	5	The	result	of	(1,	1)
	ሺܥଶ െ ଵܥ െ A െ ܤ߮  ܴଵ  ܴଶሻ  0, 

ሾሺ1 െ ሻAߠ  ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ  0	 det	J	>	0,	tr	J	<	0	 Stability

ሺܥଶ െ ଵܥ െ A െ ܤ߮  ܴଵ  ܴଶሻ  0, 
ሾሺ1 െ ሻAߠ  ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ ൏ 0	 det	J	<	0,	tr	J		Not	sure	 Saddle	point	

ሺܥଶ െ ଵܥ െ A െ ܤ߮  ܴଵ  ܴଶሻ ൏ 0, 
ሾሺ1 െ ሻAߠ  ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ  0	 det	J	<	0,	tr	J		Not	sure	 Saddle	point	

ሺܥଶ െ ଵܥ െ A െ ܤ߮  ܴଵ  ܴଶሻ ൏ 0, 
ሾሺ1 െ ሻAߠ  ଵݎ  ଷݎ െ ܿଵ  ܿଶሿ ൏ 0	 det	J	>	0,	tr	J	>	0	 Instability	

	
Fig.	4	(1,	1)	evolutionary	equilibrium	

5.	Then,	at	E,	because	tr	ܬ	 ൌ 	0,	there	is	no	stable	point.	
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4. Simulation analysis of the evolutionary game  

(1)	The	influence	of	government	reward	on	the	evolutionary	game	between	the	two	sides	is	as	
shown	in	Fig.	5.	

The	graph	in	Fig.	5	shows	that	compared	with	enterprises,	the	incentive	value	has	a	greater	
impact	on	the	government.	With	the	 increase	of	 the	 incentive	value,	 the	government's	govern‐
ance	cost	increases,	and	the	incentive	value	can	stimulate	enterprises	to	maintain	the	status	quo.	
However,	due	to	the	existence	of	a	speculative	effect,	the	government	tends	to	reduce	the	incen‐
tive	value,	enterprises	are	stimulated	by	the	incentive	value,	and	non‐green	manufacturing	tends	
to	slow	down.	

																															 		 	
Fig.	5	Different	government	incentive	intensities	

(2)	The	influence	of	government	punishment	on	the	evolutionary	game	between	the	two	sides	is	
as	shown	in	Fig.	6.	

	
Fig.	6	Different	government	penalty	intensities	

The	graph	in	Fig.	6	shows	that	with	the	increase	of	the	punishment	intensity,	the	government	
will	quickly	implement	green	manufacturing	with	the	increase	of	the	punishment,	reducing	the	
chances	of	being	punished.	
	

(3)	 The	 influence	 of	 government	 operating	 costs	 on	 the	 evolutionary	 game	 between	 the	 two	
sides	is	as	shown	in	Fig.	7.	

It	can	be	seen	from	Fig.	7	that	the	government	 is	more	 inclined	to	adopt	a	penalty	strategy	
with	the	increase	of	operating	cost	of	incentive	strategy.	Since	the	increase	in	government	oper‐
ating	costs	cannot	directly	affect	enterprises,	 it	has	 little	 impact	on	 their	green	manufacturing	
strategies.	With	the	increase	of	operating	cost	of	punishment	strategy,	the	government	is	more	
inclined	to	adopt	an	incentive	strategy.	
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Fig.	7	Different	government	operating	costs	

(4)	The	influence	of	the	change	in	government	social	reputation	on	the	evolution	game	between	
the	two	sides	is	as	shown	in	Fig.	8.	

It	can	be	seen	from	Fig.	8	that	the	increase	of	R1	and	R2	in	the	social	credibility	of	the	govern‐
ment	will	slow	down	the	government's	punishment	strategy,	while	the	increase	of	R3	and	R4	will	
lead	to	the	government's	tendency	to	adopt	punishment	strategy.	
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Fig.	8	Different	social	credibility	of	the	government	
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Fig.	8	Different	social	credibility	of	the	government	(continuation)	

(5)	The	influence	of	the	change	in	corporate	social	reputation	on	the	evolutionary	game	between	
the	two	sides	is	as	shown	in	Fig.	9.	

																													 	

																													 	
Fig.	9	Different	social	credibility	of	enterprises	
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Fig.	9	Different	social	credibility	of	enterprises	(continuation)	

From	Fig.	9,	it	shows	that	the	increase	of	r1,	r2,	r3,	and	r4	in	the	social	reputation	of	enterprises	
will	stimulate	the	government	to	adopt	incentive	strategies	for	enterprises.	r3	is	the	fastest	way	
to	stimulate	enterprises	to	adopt	green	manufacturing	mode.	Although	r1	is	slower	than	r3,	it	can	
still	stimulate	enterprises	to	adopt	green	manufacturing	mode.	The	increase	of	r2	and	r4	will	lead	
enterprises	to	adopt	green	manufacturing	mode,	but	after	a	 long	time,	 they	will	revert	 to	non‐
green	manufacturing	mode.	
	

(6)	 The	 influence	 of	 the	 cost	 of	 enterprises'	 green	 production	 cost	 on	 the	 evolutionary	 game	
between	the	two	sides	is	as	shown	in	Fig.	10.	

As	can	be	seen	from	the	figure,	with	the	increase	of	c1	in	green	manufacturing	operation	cost,	
the	government	 is	 inclined	 to	 take	punitive	measures	 to	strengthen	green	production,	but	 the	
change	in	the	intensity	of	this	measure	is	not	obvious.	With	the	improvement	of	c1,	enterprises	
will	 largely	 choose	 non‐green	manufacturing	mode	 for	 production.	With	 the	 increase	 of	 c2	 of	
non‐green	 operating	 cost	 of	 enterprises,	 the	 government	 tends	 to	 choose	 incentive	measures,	
but	the	change	of	the	intensity	of	this	measure	is	not	obvious.	With	the	improvement	of	c2,	en‐
terprises	will	largely	choose	green	manufacturing	mode	for	production.	

                                 
Fig.	10	Different	manufacturing	costs	of	enterprises	
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Fig.	10	Different	manufacturing	costs	of	enterprises	(continuation)	

(7)	 The	 influence	 of	 the	 false	 reward	 on	 the	 evolutionary	 game	 between	 the	 two	 sides	 is	 as	
shown	in	Fig.	11.		

																														 	
Fig.	11	Different	error	reward	probabilities	

From	 Fig.	 11,	 it	 shows	 that,	with	 the	 increase	 of	 possibility	θ	of	 the	 government's	 false	 re‐
ward,	the	government	tends	to	choose	punishment	measures	to	avoid	the	waste	of	rewards,	but	
the	change	of	the	intensity	of	this	measure	is	not	obvious.	With	the	improvement	of	θ,	enterpris‐
es	will	choose	non‐green	manufacturing	mode	for	production	more	quickly,	so	that	they	may	get	
more	government	error	rewards.	
	

(8)	The	influence	of	the	wrong	punishment	on	the	evolutionary	game	between	the	two	sides	is	
as	shown	in	Fig.	12.	

0.6

1

0.9

0.8

0.7

0.5

0.4

0.3

0.2

0.1

0

0 0.5 1 1.5 2
t

=0.1

=0.9
=0.5

	
Fig.	12	Different	error	punishment	probabilities	
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It can be seen from Fig. 12 that with the increase of possibility 𝜙𝜙 of government error pun-
ishment, the intensity of government punishment measures will increase, but the intensity of 
this measure also does not change significantly. With the improvement of 𝜙𝜙, enterprises will 
choose non-green manufacturing mode for production more quickly, so as to reduce the possible 
government error penalty.  

5. Conclusion 
Through the simulation solution, it can be seen that the two evolutionary equilibrium points (0, 0) 
and (1, 1) passed through the parameter adjustment. It can be concluded that: the expansion of 
government incentives or penalties indicates the government’s determination to recommend the 
development of green manufacturing mode. For enterprises, the increase of incentive value 
would increase the willingness to implement green manufacturing to a certain extent, but the 
increase of government penalty value would significantly increase their decision willingness to 
choose the green manufacturing mode. The change in government operating cost would serious-
ly affect the decision of reward and punishment, however, it has little influence on the decision 
of enterprises. The change in social reputation plays a certain role in accelerating or decelerating 
the government’s decision, however, it has a great influence on the decision of whether enter-
prises implement green manufacturing or not. Enterprises are most sensitive to the cost differ-
ence between green manufacturing mode and non-green manufacturing mode. The govern-
ment’s false reward has little influence on itself and enterprises, but the wrong punishment has 
a great influence on the enterprise and limited influence on the government. Therefore, from the 
perspective of the government, it is the best decision plan to strengthen the government that 
increase the punishment intensity of enterprises that violate the rules, increase the frequency of 
enterprise supervision, explore various forms of social reputation evaluation value of enterpris-
es, and reduce the wrong punishment of enterprises by the government. From the perspective of 
enterprises, it is the best decision plan for enterprises that reduce the operating costs of green 
manufacturing mode by science and technology innovation, expand the popularity of green 
manufacturing mode, to improve the social reputation of enterprises. 

The main contributions of this paper are as follows: 

• Combination of reward and punishment into a model, which expands the previous model 
to measure the evolutionary game between government departments and enterprises only 
from one aspect of reward or punishment; 

• Introduction of the error judging factor θ and 𝜙𝜙 of reward and punishment, making the 
model assumption closer to the actual situation; 

• Through the simulation analysis of different parameters, this paper gives the government 
reward and punishment strategy, changes the value of influencing factors of enterprises’ 
green manufacturing selection strategy, and influences the result of evolutionary game. 

Acknowledgement 
This study was financially supported by Liaoning Province Planning Office of Philosophy and Social Science 
(L18BJY029), the Liaoning Province Department of Education Project (WFGD2019001, WGD2016002 ), and Liaoning 
Provincial Federation Social Science Circles (2020lslktyb-069). The authors acknowledge the contribution of Liaoning 
Key Lab of Equipment Manufacturing Engineering Management, Liaoning Research Base of Equipment Manufacturing 
Development, Liaoning Key Research Base of Humanities and Social Sciences, Research Centre of Micromanagement 
Theory, and Shenyang Association for Science and Technology. 

References 
[1] Madani, S.R., Rasti-Barzoki, M. (2017). Sustainable supply chain management with pricing, greening and gov-

ernmental tariffs determining strategies: A game-theoretic approach, Computers & Industrial Engineering, Vol. 
105, 287-298, doi: 10.1016/j.cie.2017.01.017. 

[2] Swami, S., Shah, J. (2013). Channel coordination in green supply chain management, Journal of the Operational 
Research Society, Vol. 64, No. 3, 336-351, doi: 10.1057/jors.2012.44. 

Advances in Production Engineering & Management 15(4) 2020 429 
 

https://doi.org/10.1016/j.cie.2017.01.017
https://doi.org/10.1057/jors.2012.44


Awaga, Xu, Liu, Zhang 
 

[3] Zhu, W., He, Y. (2016). Green product design in supply chains under competition, European Journal of Operation-
al Research, Vol. 258, No. 1, 165-180, doi: 10.1016/j.ejor.2016.08.053. 

[4] Govindan, K., Azevedo, S.G., Carvalho, H., Cruz-Machado, V. (2015). Lean, green and resilient practices influence 
on supply chain performance: Interpretive structural modelling approach, International Journal of Environmen-
tal Science and Technology, Vol. 12, 15-34, doi: 10.1007/s13762-013-0409-7.  

[5] Govindan, K., Khodaverdi, R., Vafadarnikjoo, A. (2015). Intuitionistic fuzzy based DEMATEL method for develop-
ing green practices and performances in a green supply chain, Expert Systems with Applications, Vol. 42, No. 20, 
7207-7220, doi: 10.1016/j.eswa.2015.04.030. 

[6] Tseng, M.-L., Islam, M.S., Karia, N., Fauzi, F.A., Afrin, S. (2019). A literature review on green supply chain man-
agement: Trends and future challenges, Resources Conservation and Recycling, Vol. 141, 145-162, doi: 10.1016/ 
j.resconrec.2018.10.009. 

[7] Kazancoglu, Y., Kazancoglu, I., Sagnak, M. (2019). A new holistic conceptual framework for green supply chain 
management performance assessment based on circular economy, Journal of Cleaner Production, Vol. 195, 1282-
1299, doi: 10.1016/j.jclepro.2018.06.015. 

[8] Micheli, G.J.L., Cagno, E., Mustillo, G., Trianni, A. (2020). Green supply chain management drivers, practices and 
performance: A comprehensive study on the moderators, Journal of Cleaner Production, Vol. 259, Article No. 
121024, doi: 10.1016/j.jclepro.2020.121024. 

[9] Rezaei, S., Maihami, R. (2020). Optimizing the sustainable decisions in a multi-echelon closed-loop supply chain 
of the manufacturing/remanufacturing products with a competitive environment, Environment Development and 
Sustainability, Vol. 22, No. 7, 6445-6471, doi: 10.1007/s10668-019-00491-5. 

[10] Comăniță, E.-D., Cozma, P., Simion, I.M., Roșca, M., Gavrilescu, M. (2018). Evaluation of eco-efficiency by mul-
ticriteria decision analysis. Case study of eco-innovated and eco-designed products from recyclable waste, Envi-
ronmental Engineering and Management Journal, Vol. 17, No. 8, 1791-1804, doi: 10.30638/eemj.2018.178. 

[11] González-Zapatero, C., González-Benito, J., Lannelongue, G. (2019). Effect of purchasing and marketing integra-
tion on new product development speed: The moderating role of environmental dynamism, Advances in Produc-
tion Engineering & Management, Vol. 14, No. 2, 213-224, doi: 10.14743/apem2019.2.323. 

[12] Ma, C., Liu, X., Zhang, H., Wu, Y. (2016). A green production strategies for carbon-sensitive products with a car-
bon cap policy, Advances in Production Engineering & Management, Vol. 11, No. 3, 216-226, doi: 10.14743/ 
apem2016.3.222. 

[13] Burinskiene, A., Lorenc, A., Lerher, T. (2018). A simulation study for the sustainability and reduction of waste in 
warehouse logistics, International Journal of Simulation Modelling, Vol. 17, No. 3, 485-497, doi: 10.2507/ 
IJSIMM17(3)446. 

[14] Hussain, S., Jahanzaib, M. (2018). Sustainable manufacturing – An overview and a conceptual framework for 
continuous transformation and competitiveness, Advances in Production Engineering & Management, Vol. 13, No. 
3, 237-253, doi: 10.14743/apem2018.3.287. 

[15] Mustata, I.C., Alexe, C.G., Alexe, C.M. (2017). Developing competencies with the general management II business 
simulation game, International Journal of Simulation Modelling, Vol. 16, No. 3, 412-421, doi: 10.2507/ 
IJSIMM16(3)4.383. 

[16] Huang, J.-H., He, S., Chen, Y., Yang, C.-H. (2017). Modelling of special equipment supervision game considering 
risk expectation, International Journal of Simulation Modelling, Vol. 16, No. 4, 670-681, doi: 10.2507/ 
IJSIMM16(4)9.404. 

[17] Friedman, D. (1991). Evolutionary games in economics, Econometrica, Vol. 59, No. 3, 637-666, doi: 10.2307/ 
2938222. 

430 Advances in Production Engineering & Management 15(4) 2020 
 

https://doi.org/10.1016/j.ejor.2016.08.053
https://doi.org/10.1007/s13762-013-0409-7
https://doi.org/10.1016/j.eswa.2015.04.030
https://doi.org/10.1016/j.resconrec.2018.10.009
https://doi.org/10.1016/j.resconrec.2018.10.009
https://doi.org/10.1016/j.jclepro.2018.06.015
https://doi.org/10.1016/j.jclepro.2020.121024
https://doi.org/10.1007/s10668-019-00491-5
https://doi.org/10.30638/eemj.2018.178
https://doi.org/10.14743/apem2019.2.323
https://doi.org/10.14743/apem2016.3.222
https://doi.org/10.14743/apem2016.3.222
http://doi.org/10.2507/IJSIMM17(3)446
http://doi.org/10.2507/IJSIMM17(3)446
https://doi.org/10.14743/apem2018.3.287
https://doi.org/10.2507/IJSIMM16(3)4.383
https://doi.org/10.2507/IJSIMM16(3)4.383
https://doi.org/10.2507/IJSIMM16(4)9.404
https://doi.org/10.2507/IJSIMM16(4)9.404
https://doi.org/10.2307/2938222
https://doi.org/10.2307/2938222


 

 

 

   

431 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	15	|	Number	4	|	December	2020	|	pp	431–440	 Journal	home:	apem‐journal.org	

https://doi.org/10.14743/apem2020.4.376 Original	scientific	paper	

 
 

Using a discrete event simulation as an effective method 
applied in the production of recycled material  

Knapčíková, L.a,*, Behúnová, A.b, Behún, M.c  
aTechnical University of Košice, Faculty of Manufacturing Technologies with a seat in Prešov, Department of Industrial 
Engineering and Informatics, Prešov, Slovak Republic 
bTechnical University of Košice, Faculty of Mining, Ecology, Process Control and Geotechnology, Institut of earth sources, 
Košice, Slovak Republic 
cTechnical University of Košice, Faculty of Mining, Ecology, Process Control and Geotechnology, Institut of earth sources, 
Košice, Slovak Republic 

 
 

A B S T R A C T	   A R T I C L E   I N F O	

Technological	processes	play	an	essential	task	in	the	enterprise's	production	
system.	The	behaviour	and	functioning	of	these	systems	cannot	be	predicted	
with	certainty	as	they	belong	to	a	group	of	probable	determinate	structures.	
Generally,	 if	we	wanted	to	know	precisely	the	behaviour	of	this	condition	in	
advance,	we	would	have	 to	 be	 able	 to	 describe	 them	mathematically	or	 ob‐
serve	 the	 action	 of	 the	 system	 on	 a	 real	 object.	 By	 applying	 discrete	 event	
simulation	software,	we	realize	the	development	of	environmentally	friendly	
products	 and	 using	 the	 simulation,	 we	 gain	 the	 certainty	 that	 the	 planned	
tasks	can	be	implemented	in	a	given	time	frame,	while	the	simulation	of	the	
production	process	can	help	to	clearly	clarify	and	better	understand	the	pro‐
cesses.	 To	 choose	 the	 optimal	 manufacturing	 ways	 of	 cleaning	 the	 fabrics	
component	from	waste	tyres,	we	used	the	Witness	discrete	event	simulation	
software	 to	 determine	 the	 usability	 and	 time	 occupancy	 of	 individual	 ma‐
chines	 in	 the	production	of	new	 fabric‐based	material.	We	simulated	 the	ul‐
trasonic	method	of	cleaning	the	fabrics	component	from	waste	tyres	and	the	
subsequent	creation	of	 the	 test	 specimen.	After	 the	simulation,	 the	obtained	
data	can	be	used	by	a	selection	of	type	and	number	of	machines	and	auxiliary	
equipment,	 by	 numbers	 of	 tools	 and	 fixtures,	 and	 by	 numbers	 of	 transport	
equipment.	Obtained	results	bring	the	best	layout	of	the	workplace,	the	opti‐
mal	dose	of	input	materials	and	resources	used	in	production.	We	have	identi‐
fied	bottlenecks	in	the	machines	with	long	waiting	times.	The	research	priori‐
ty	was	 to	 reduce	 bottlenecks	 and	 increase	 the	 effectiveness	 of	 the	 entire	 of	
production	line.	
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1. Introduction  

As	 a	 result	 of	 crucial	 cost	 following	within	 each	manufacturing	process	 and	 logistics	manage‐
ment,	 it	 is	required	to	validate	the	feasible	solutions	of	scheduled	and	innovation	systems.	Im‐
portant	is	to	look	for	successful	and	economical	solutions	during	whole	production	monitoring	
[1].	 It	should	be	emphasized	that	the	demands	for	changes	in	the	enterprise	still	 involve	some	
risks.	Many	 problems	 and	 dangers	 arise	 in	 the	 design	 and	 operation	 of	 complex	 logistics	 and	
production	 systems.	A	 large	number	of	variants	and	 the	 complexity	of	 their	evaluation	do	not	
allow	the	manager	to	choose	the	optimal	solution	with	classic	tools	[2].	
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It	 is	through	simulation	software	that	 it	 is	possible	to	 limit,	reduce	and	limit	these	risks,	by	
the	fact	that	the	simulation	software	can	design	the	work	environment	and	simulate	the	results	
of	various	conclusions	within	manufacturing	processes	[3,	4].	The	advantages	founded	from	us‐
ing	of	application	of	the	simulation	have	to	be	higher	than	the	costs	necessary	to	implement	the	
simulation	and	improve	the	system;	this	is	the	priority	of	each	simulation	used	in	the	manufactur‐
ing	processes.	 Industry	4.0	focuses	on	the	complete	digitization	of	all	physical	assets	and	their	
integration	 into	 digital	 ecosystems	 [5]	 that	 communicate	 with	 each	 other,	 including	 partners	
throughout	the	value	chain	[6]	as	can	be	seen	on	Fig.	1.	Nowadays,	the	priority	is	to	transform	
the	enterprise	with	the	traditional	point	of	view	to	a	new	type,	which	uses	all	the	knowledge	in	
the	field	of	Industry	4.0,	comprehensively	in	terms	of	enterprise’s	digitization,	IoT,	robotics	and	
connecting	the	manufacturing	enterprise	with	educational	institutions	into	the	one	[7].	

The	certain	standard	for	the	simulation	to	be	used	in	practice	introduces	a	high	impact	of	its	
use.	When	deciding	whether	or	not	to	use	simulation	support,	a	simple	rule	applies	–	simulation	
is	applicable	if	the	direct	benefits	of	simulation	outweigh	the	simulation	costs	themselves	[8].	It	
is	known	that	in	most	cases,	the	aim	of	the	simulation	is	not	an	immediate	economic	effect.	Cur‐
rently,	 the	use	of	simulation	is	 focused	on	increasing	a	specific	market	position	[2,	8].	This	ap‐
plies	 to	 various	 areas,	 such	 as	 business	 logistics	 and	 supply	 chain	management.	 This	 demon‐
strates	functionality,	performance	or	reliability	[9].	The	effect	of	simulation	is	greatly	influenced	
by	the	time	when	simulation	performed	[10].	It	is	known	that	optimization	by	simulation	is	used	
at	the	beginning	of	the	problem.	Only	in	this	way	will	we	achieve	positive	results	for	the	entire	
company,	which	will	be	reflected	in	the	costs	themselves,	which	are	the	lowest	at	this	stage	[11].	
In	the	next	step,	specifically	the	introduction	of	the	simulation	itself,	we	have	at	our	disposal	the	
variability	of	the	decision‐making	process	that	the	simulation	brings	with	it	[4].	Quick	and	cor‐
rect	decisions	at	the	beginning	of	the	decision‐making	process	have	a	significant	impact	on	the	
overall	 result	of	 the	examined	object	 [8].	Businesses	also	use	green	production	strategies	 that	
apply,	for	example,	to	the	principles	of	 lean	production,	the	development	of	new	products	that	
are	more	environmentally	friendly	or	the	use	of	recyclable,	degradable	or	renewable	materials	
[9,	12].	If	green	activities	are	introduced,	savings	or	returns	will	be	proven	often	in	another	area	
and	over	a	more	extended	period	of	time	[13‐15].	 If	an	enterprise	invests	 in	these	activities,	 it	
will	 achieve	 efficient	 use	 of	 available	 resources,	 a	 rapid	 return	 on	 investment,	 increase	 sales,	
improve	 the	corporate	 image	and,	 last	but	not	 least,	make	 it	easier	 for	new	businesses	 to	 find	
new	potential	customers.		

	
Fig.	1	Industry	4.0	concept	[4]	
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2. Problem definition  

Nowadays,	the	situation	in	Europe	points	to	increased	activity	in	the	field	of	waste	management	
of	waste	tyres.	At	present,	waste	treatment	plants	are	motivated	by	the	recycling	system	to	re‐
cover	in	terms	of	environmental	solutions	[16,	17].	The	research	enterprises	are	trying	to	devel‐
op	new,	more	suitable	methods	for	processing	waste	tyres,	as	well	as	using	well‐known	recovery	
methods	and	continually	updating	them.	There	 is	no	point	 in	using	waste	tyres	philosophy	for	
recycling	only.	At	the	beginning	of	the	recycling	process,	we	have	to	look	for	and	find	application	
possibilities	for	waste	material	in	the	industry.	Recycling	of	waste	tyres	introduces	several	tech‐
nical	and	technological	challenges	for	recycling	companies	in	all	European	Union	Member	States.	
In	each	Member	State,	enterprises	 involved	 in	 the	collection	and	processing	of	 information	on	
the	recovery	or	disposal	of	used	tyres	create	a	critical	database	[15].	Equally	important	is	ETRA	
(European	Tyre	Recycling	Association),	which	collects	and	elaborates	information,	processes	it	
and	 ultimately	 evaluates	 and	 informs	 the	 population	 and	 other	 related	 companies	 about	 new	
opportunities	[18,	19].	Simulation	significantly	helps	 in	planning,	management	and	continuous	
improvement	 of	 production	 processes.	 It	 is	 an	 essential	 help	 in	 increasing	 their	 productivity,	
efficiency	and	flexibility;	especially	flexibility	as	a	response	to	the	ever‐changing	requirements	of	
customers	in	the	conditions	of	global	markets	that	becomes	an	advantage	for	companies	using	
advanced	technologies,	 like	simulation	software.	Using	discrete	event	simulation	software	[20]	
which	we	will	use	in	the	initial	phase	of	the	research,	will	focus	on	finding	answers	to	questions	
presented	in	Fig.	2.	The	decision	for	using	a	discrete	event	simulation	as	a	solving	method	we	can	see	in	
the	 uncertainty	 of	 future	 production	 requirements,	 time	 pressure,	 limited	 financial	 resources	 and	 the	
unavailability	of	modern	design	tools	[21].	Very	often,	it	is	challenging	to	talk	about	the	overall	optimiza‐
tion	of	system	parameters.	It	often	happens	that	there	are	already	shortcomings	in	the	project	of	the	sys‐
tem,	which	will	not	allow	the	full	use	of	all	its	possibilities	[8,	22].	During	the	real‐time	monitoring	opera‐
tion	presented	in	the	following	sections,	it	is	necessary	to	solve	the	problems	of	additional	system	modifi‐
cations,	which	is	usually	associated	with	a	further	increase	in	costs	[9,	23].	The	use	of	discrete	event	simu‐
lation	is	very	suitable	for	solving	the	above‐presented	problems	[12].	According	to	statistics,	the	area	of	
transport,	storage	and	handling	employs	up	to	25	%	of	workers,	occupies	55	%	of	the	area	and	accounts	
for	up	to	87	%	of	the	time	the	material	spends	in	the	company	[15,	18].	These	activities	sometimes	build	
up	15	%	to	70	%	of	the	total	cost	of	the	product	and	also	significantly	affect	the	quality	of	the	products	(up	
3	%	to	5	%	of	the	material	is	degraded	by	improper	transport,	handling	and	storage)	[18].	

Fig.	2	Main	questions	about	simulation	possibilities	by	the	research	(Authors	own	processing)	
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Waste	tyre	as	a	key	material	

Every	vehicle	needs	a	complete	replacement	of	all	four	tyres	every	8	to	10	years.	Of	course,	their	
wear	depends	mainly	on	several	kilometre's	rides	and	way	of	driving.	Currently,	industrial	tech‐
nologies	are	dedicated	to	improving	and	innovating	technologies	that	deal	with	the	processing	of	
used	tyres	at	the	end	of	their	lifetime	[19].	In	the	traditional	technological	process,	separation	of	
three	essential	components	is	achieved:	

 rubber	(Fig.	3),	
 steel	(Fig.	3),	
 fabrics	fraction	(Fig.	4).	

	

The	rubber	accounts	for	about	56	%	of	the	total	volume	of	the	separated	parts	of	this	commodi‐
ty.	Its	other	components	are	steel	of	about	10	%,	fabrics	which	make	up	34	%	of	the	total	amount	
of	separated	parts	of	waste	tyres	[24].	
	

	
	

		Fig.	3	Waste	tyres	components:	left	–	rubber;	right	–	
		steel	(Authors	own	processing)	

	

Fig.	4 Fabrics	from	waste	tyres	(Authors	own	processing) 
	

3. Materials and methods  

We	used	the	Witness	simulation	software,	which	is	the	most	successful	simulation	program	for	
the	simulation	of	manufacturing,	service	and	logistics	processes	offered	by	the	British	company	
Lanner	Group	Ltd.	(UK).	The	software	is	suitable	for	the	simulation	of	discrete	systems	[25].	The	
Witness	 software	 allows	 not	 only	 the	modelling	 of	 processes	 and	 procedures,	 it	 is	 helpful	 by	
visualization	of	the	processes	in	the	3D	view	[4].	Still,	we	used	software	to	select	the	optimum	
method	for	cleaning	the	fabrics	component	busyness	of	individual	machines,	in	the	manufacture	
of	moulded	test	samples,	using	selected	technologies	of	fabrics	component	and	cleaning	analysis	
of	 waste	 tyres	 (Table	 1).	 Our	 priority	 was	 to	 use	 discrete	 event	 simulation	 software	 [23],	 in	
which	it	is	possible	to	carry	out	experiments	outside	the	real	object	and	based	on	the	obtained	
results	to	propose	possible	solutions	applicable	in	practice.	We	can	say	that	simulation	is	exper‐
imenting	with	a	computer	model	of	an	entire	production	system	that	aims	to	optimize	the	pro‐
duction	process	[19,	26].	The	cleaning	process	[27]	of	the	fabrics	component	was	carried	out	by	
the	ultrasonic	method.	The	search	for	optimal	solutions	by	model‐based	methods	is	referred	to	
as	simulation‐based	optimization	[20].	
	

Table	1	Input	parameters	of	simulation	process	(Authors	own	processing)	

Name	of	Process	 Fabric	from	waste	tyres Matrix	 Mixtures	(fabrics	+	matrix)	 Composites

No.	of	entered	materials	 1	 1	 1	 1	
No.	of	assemble	 1	 1 1 0	
Work	in	process	 0	 0	 0 1
Average	work	in	process	 0.98 0.98 0.01 0.00
Average	time	[s]	 1495.00 1495.00 20.00 3.00
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Simulation	software	support	used	by	fabric’s	cleaning	process	

The	input	materials	by	the	investigation	are	fabrics	from	waste	tyres.	Using	the	ultrasonic	sepa‐
ration	(Fig.	5),	we	cleaned	the	impurities	into	structures.	This	separation	method	is	based	on	the	
action	 of	 the	 ceramic	 oscillator.	 The	 ceramic	 oscillator	 oscillates	 on	 the	underside	of	 the	bath	
(the	bath	is	filled	with	liquid)	and	causing	the	energy.	The	result	is	cavitation	effect	[27‐29].	Ma‐
terial	manufactured	 in	 this	way	 from	 the	 fabrics	 itself	 is	polyvinyl	butyral	 (PVB)	as	a	 thermo‐
plastic	matrix	to	the	final	product	as	a	composite	material	[28,	29].	
	

 

Fig.	5	Ultrasound	cleaning	process	of	fabrics	from	waste	tyres:	left	–	sample	of	fabrics	inside	equipment;	
right	–	ultrasound	equipment	Fritsch,	Germany	(Authors	own	processing)	

4. Results and discussion  

Using	simulation	software,	which	we	used	in	the	initial	phase	of	research,	we	focused	on	finding	
answers	 to	 questions	 about	 material	 flow	 and	 type	 and	 number	 of	 machines	 and	 auxiliary	
equipment,	type	and	amount	of	transport	equipment	(Table	2).	The	input	data	from	Table	2	is	
based	on	a	50:50	material	ratio	(50	%	of	fabrics	and	50	%	PVB	matrix).	The	average	work	activi‐
ty	 for	 a	 specific	 technological	 process	 for	 fabrics	 and	PVB	 is	 98	%.	 The	 average	 technological	
process	times	for	these	commodities	are	1495.00	seconds.	Table	2	shows	the	input	parameters	
for	operators’	work	that	are	transformed	into	a	graphical	representation,	during	their	work.	

Graphical	representation	of	labour	statistics	is	shown	in	Fig.	6.	From	the	graph,	it	can	see	ave‐
rage	job	time	for	each	operator.	Operator	1	is	a	crucial	employer,	deals	with	the	separation	pro‐
cess	of	waste	 fabrics	by	1440.00	 seconds.	Operators	2	 and	3	 are	 excluded	 from	 the	 statistical	
report	because	are	numbered	as	a	help	force	(non‐full‐time	employers).	Operator	4	works	with	
homogenization	equipment.	Operator	5	has	0.00	seconds	average	job	time,	 it	 is	meant	only	for	
equipment	 services.	 By	manipulations	with	 the	 final	 product	 (including	 all	 necessary	 logistics	
work),	our	operator	spent	an	average	job	time	of	20.00	seconds. 	
	

Table	2	Input	parameters	of	simulation	process	(Authors	own	processing)	

Name	 Operator	1	 Operator	4	 Operator	5	 Operator	6

%Busy	 94.86	 3.62	 0.00	 1.32	
%Idle		 5.14	 96.38	 100.00	 98.80	
Quantity	 1	 1	 1 1	

Jobs	started	 1	 1 0 1	

Jobs	ended	 1	 1 0 1	
Average	job	time	(s)	 1440.00	 55.00 0.00 20.00	
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Fig.	6	Statistics	evaluation	of	operators	by	the	ultrasound	cleaning	method	(Authors	own	processing).		
Legend:	Oper_1	–	separation	process	of	waste	fabrics;	Oper_4	–	empty	of	homogenization’s	equipment;	
Oper_5	–	moulding	process	of	composites;	Oper_6	–	manipulation	with	the	final	product	

 
Table	3	Part	statistics	by	used	conveyors	(Authors	own	processing)	

Name	 Conveyor 1 Conveyor	2	 Warehouse	
Total	in	 1	 1	 1	

Total	out	 1	 1	 0	

Now	in	work	 0	 0	 1	

Avg.	size	 0.00 0.95 0.00	
Avg.	time	[s]	 2.00 1440.00 20.00	

 
The	utilization	of	conveyors	in	the	simulation	of	this	production	process	is	assumed	only	at	

the	end	of	the	whole	process,	it	is	mean	after	pressing	the	board	and	its	transport	to	the	ware‐
house	 [26].	However,	 it	 is	 the	manual	 activity	of	 the	worker.	Table	3	 shows	 the	processing	of	
conveyor	data	used	in	the	individual	manufacturing	operations,	which	are	preceded	by	separa‐
tion	by	the	ultrasonic	method.	

In	the	ultrasonic	method,	the	containers	were	used	mainly	for	material	handling	for	individu‐
al	 operations.	The	part	 “Total	 in”	means	 the	 total	 amount	 of	 unique	 components	 entering	 the	
process,	also	the	other	items	in	Table	4	have	a	value	of	1,	which	represents	a	value	for	one	par‐
ticular	material,	mixture,	 i.e.	 for	one	specific	product.	The	values	of	1440.00	seconds	belong	to	
fabric’s	 cleaning	process.	The	 values	20.00	 seconds	 are	by	Conveyor	1	 and	by	 transporting	of	
product	 to	 the	warehouse	before	 final	 control	 [27].	The	cleaning	process	provided	on	 the	one	
technology	equipment	located	directly	on	the	simulated	workplace.	

Fig.	7	presents	a	simulation	of	material	 flow	 in	 the	work	environment	of	Witness	software.	
One	of	the	main	advantages	of	using	computer	simulation	in	our	research	was	the	ability	to	sim‐
ulate	 the	processes	mentioned	above	at	 the	 required	 time	 [26,	27].	The	 simulation	of	 the	 real	
time	necessary	 in	 a	 computer	 simulation	 only	 takes	 a	 few	minutes	 [28].	 After	 performing	 the	
simulation	process,	we	kept	the	possibility	of	reports,	based	on	which	it	is	possible	to	verify	the	
validity	 of	 the	 required	main	 goal	 of	 the	 simulation,	which	was	defined	 in	 Section	2.	 Through	
advanced	models,	it	is	possible	to	find	the	optimal	solution	under	specified	limiting	conditions	in	
a	short	time. 

Table	4	Part	statistics	by	used	buffers	(Authors	own	processing)	

Name	 Buffer	1 Buffer	2	 Warehouse	
Total	in	 1	 1	 1	
Total	out	 1	 1	 0	
Now	in	work	 0	 0	 1	
Average	size	 0.00	 0.95	 0.00	

Average	time	(s)	 0.00 1440.00 0.00	
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Fig.	7	Ultrasound	cleaning	process	used	simulation	software	Witness	–	simulated	manufacturing	process	
(Authors	own	processing)	

	
Optimization	of	the	production	system	requires	constant	attributes	of	production	requirements,	
which	do	not	lead	to	the	overall	optimization	of	the	system	in	times	of	uncertainty	of	future	pro‐
duction	requirements,	time	pressure	and	lack	of	financial	capital	for	design	tools	[30].	Problems	
arising	during	operation	need	to	be	solved	by	additional	system	modifications,	which	result	 in	
increased	 costs	 [29].	We	 can	 avoid	 this	 problem	 by	 using	Witness	 discrete	 event	 simulation,	
which	will	allow	a	more	in‐depth	examination	to	occur	and	significantly	reduce	the	risk	[31,	32].	

The	presented	paper	used	the	Witness	discrete	event	software,	which	can	effectively	model	
the	critical	elements	present	in	the	new	modern	enterprise	and	industrial	systems,	as	follows:	

 manufacturing	systems	(fabrics	separation	from	waste	tyres/cleaning	process),		
 their	internal	processes	(separation,	mixture	process	of	two	main	components	and	mould‐

ing	technology),		
 logistics	operations	(material	flow,	operators	activities,	buffers,	warehouse	logistics),	
 available	material	flow	analysis.		

After	 realised	 investigation,	we	 can	 answer	 the	 question	mentioned	 in	 the	 problem	definition	
stage,	by	the	beginning	of	the	research	(Table	5).	Economic	point	of	view	is	visible	in	every	step	
of	simulation	creation	[33].	The	modelling	itself	takes	place	in	a	discrete‐time.	It	can	be	used	to	
design	various	scenarios	of	production	processes,	from	which	the	simulation	outputs	choose	the	
most	suitable	in	terms	of	overall	optimization	of	material	consumption	and	operating	costs	[34].	

Intelligent	manufacturing	systems	 [31,	33,	35]	are	at	 the	 forefront	 in	which	knowledgeable	
information	agents	form	a	network	of	decentralized	and	distributed	intelligence	[36].	Decentral‐
ization	and	distribution	of	control	are	equally	significant	in	the	case	of	intra‐logistics	processes	
of	manufacturing	enterprises.	
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Table	5	Summary	results	after	simulation	(Authors	own	processing)	
Summary	results

Problem	definition	 After	the	simulation	process	
What	type	and	number	of	machines	and	auxiliary	
equipment	should	be	used?		

	

 2		Conveyor	belts	
 2		Buffers	
 1		Ultrasound	equipment		
 1		Homogenization	equipment	
 1		Moulding	equipment	

How	many	tools	and	fixtures	are	needed?	
	

 Cleaning	
 Homogenization	
 Press	moulding	

What	type	and	number	of	transport	equipment	should	
be	used?	

 Band	conveyors	

What	is	the	best	layout	of	workplaces?		
	

 Best	layout	of	the	workplace	is	presented	in	Fig.	6,	
after	the	simulation	process	

What	is	the	optimal	dose?		  The	optimal	dose	for	cleaned	material	is,	according	to	
input	data:	1	for	fabric‐filler,	1	PVB‐matrix,	1	mixture,	
1	final	product‐test	sample	

How	are	resources	used	in	production?	
	

 Use	of	recycled	material	by	the	production	of	new	
material		

 	Waste	tyres	fabrics	
 Recycled	PVB	

How	is	the	material	flow	balanced?		
	

 Product	and	by‐product	(relevant	only	for	organiza‐
tions	that	produce	a	physical	product)	

 Non‐product	Outputs	(Waste	and	Emis‐
sions/Pollutants).	

Where	are	the	bottlenecks?	
	

 For	production	lines,	we	monitored	the	percentage	
utilization	of	each	production	unit.	The	machine	that	
uses	the	highest	percentage	of	its	capacity	is	an	obsta‐
cle.		

 The	machine	operates	at	full	capacity	while	working	
as	a	bottleneck	and	limits	other	production	units	to	a	
lower	capacity	utilization	rate.	

 Machine	with	long	waiting	times.	
 We	need	to	increase	the	capacity	of	the	bottleneck	and	
thus	increase	the	size	of	the	entire	production	line.	

How	many	operators,	maintenance	workers	and	other	
workers	are	needed?		

	

 1x	Operator	by	input	materials	and	manipulation	
works	

 1x	Operator	by	ultrasound	cleaning	process	
 1x	Operator	by	homogenization	
 1x	Operator	by	press	moulding	

What	is	the	effect	of	the	speed	of	the	transport	equip‐
ment	on	the	performance?		

	

 Conveyor	belts	provide	a	speed	that	can	be	calculated	
as	the	linear	distance	travelled	by	a	point	on	the	con‐
veyor	belt	in	one	minute.	

5. Conclusion 

Intelligent	 manufacturing	 system	 provides	 the	 necessary	 information	 infrastructure	 for	 the	
proper	functioning	of	used	technologies.	In	addition	to	automation	and	subsequent	autonomiza‐
tion	of	activities,	these	solutions	increase	the	agility	of	individual	operations	[36].		

Our	proposed	production	process	of	cleaning	fabrics	from	waste	tyres	becomes	more	flexible	
and	better	respond	to	external	stimuli	(customers,	markets)	with	the	possibility	of	more	signifi‐
cant	 variability	 of	 the	 resulting	product	 or	 service.	The	 summary	 of	 the	most	 essential	 inputs	
and	outputs	of	used	simulation	software	is	presented	in	Table	6.	

Advantages	of	our	research	we	see	in	minimizing	of	productions	times	by	homogenization	of	
the	mixture	and	pressing	samples	and	less	human	intervention	in	the	whole	production	process	
in	comparison	with	work	without	simulation	of	material	flow.	Regarding	this	issue,	we	can	ex‐
pect	 less	 spoilages,	 optimized	 distribution	ways,	 better	 energy	 and	money	 flow.	 Last	 but	 not	
least	is	the	environmental	impact.		



Using a discrete event simulation as an effective method applied in the production of recycled material  

Using Witness discrete event simulation software, we used Icons to create a production sys-
tem model. The icons formed our "Menu" from which we selected icons that corresponded to the 
required element of cleaning the fabric from waste tyres. The simulation model created by us 
can visually precisely communicate to what is required from practice. In the future, we plan to 
expand our research by adding a third dimension to virtual memory using a simulation model 
that is created in two-dimensional space. The display of the production line using virtual reality 
will thus expand the possibility of a visual approach to the simulation model of reality. 

Table 6 Evaluation of the use of simulation in the cleaning process of fabrics from waste tyres 
(Authors own processing) 

Strengths of simulation Weaknesses of simulation 
• Fast verification of the simulation process without the

need for real time
• Detection of restrictions 
• Enough reports to verify the simulation target 
• Ease of simulation, with no programming required 

• The need to know the researched object and the rela-
tionships between entities 

• Simplification of the model 
• Failure to anticipate employee behaviour 
• Higher start-up costs
• Methodological complexity

The simulation allows The simulation does not allow 
• Solving analytically unsolvable tasks
• Examine system dynamics 
• Temporal and spatial comparison
• Disclosure of new facts 
• Decision support at different levels of decision making 
• System improvements 
• Cost savings in various areas of the enterprise 

• Replacing a person in the decision-making process 
• Complete production management 
• Accuracy of data with incorrect parameters 
• Automatic system optimization
• Result if the goal is not defined 
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A B S T R A C T	   A R T I C L E   I N F O	

This	article	 is	 focused	on	 testing	 the	mechanical	properties	of	polymer	 con‐
crete	testing	samples.	After	a	thorough	literature	search,	the	basic	conditions	
of	 the	 research	 were	 determined	 and	 under	 the	 standards,	 three	 types	 of	
samples	of	special	new	concrete	mixtures	were	created	as	a	building	element	
for	special	CNC	machines.	The	samples	were	subjected	to	the	research	of	the	
influence	 of	 used	 fillers,	 binders	 and	 additives	 on	 their	 properties.	 Testing	
was	 carried	 out	 in	 a	 certified	 laboratory	 and	 included	 checking	 the	 dimen‐
sions	of	 the	 test	bodies,	weighing	on	 the	 calibrated	weight,	determining	 the	
volumetric	 weight,	 determining	 the	 maximum	 load	 of	 the	 testing	 samples	
using	 special	 devices	 and	 then	 determining	 the	 compressive	 strength,	 or	
flexural	tensile	strength	according	to	the	relevant	formulas.	The	final	part	of	
the	testing	also	examined	the	morphology	and	mapping	of	the	chemical	com‐
position	 with	 a	 focus	 on	 carbon,	 oxygen	 and	 aluminum	 using	 an	 electron	
microscope.	 The	 obtained	 results	 clearly	 show	 an	 increase	 in	 tensile	 and	
compressive	strength	using	dispersed	carbon	fibre	reinforcement	of	approx‐
imately	4	MPa.	The	conclusion	of	the	article	provides	an	overall	summary	of	
the	results	obtained	and	a	summary	of	the	features.	

©	2020	CPE,	University	of	Maribor.	All	rights	reserved.	

  Keywords:	
Concrete	composite;	
Polymer	concrete;	
Compressive	strength;	
Flexural	strength;	
Glass	fibres;	
Carbon	fibres	

*Corresponding	author:		
darina.duplakova@tuke.sk	
(Dupláková,	D.)	

Article	history:		
Received	21	January	2019	
Revised	30	November	2020	
Accepted	3	December	2020	

 
 

1. Introduction  

The	 structures	 of	machines	 used	 for	machining	 have	 to	 correspond	 to	 the	 increasing	 perfor‐
mance	and	dynamic	parameters,	namely	the	stiffness	and	damping	parameter.	At	present,	mate‐
rials	 such	 as	 steels	 and	 cast	 irons	 are	 conventionally	 used	 in	 these	 constructions	 to	meet	 the	
rigidity	 requirements,	 but	 they	 are	 characterized	 by	 low	 damping	 [1‐3].	 If	 the	machine	 has	 a	
high	dynamic,	these	conventionally	used	materials	are	not	able	to	adequately	absorb	the	impact	
from	 the	 drive.	 The	 impacts	make	 the	machine	 vibrations,	which	 are	 perceived	 as	 a	 negative	
impact	throughout	the	production	process.	One	option	to	eliminate	the	vibrations	of	machines	
made	of	steel	or	cast	iron	is	to	replace	the	construction	materials	[4‐5].	One	of	the	possible	ma‐
terials	that	the	existing	problem	could	eliminate	is	polymer	concrete.	This	material	is	essentially	
a	composite	material	[6‐7]	and	it	is	characterized	by	the	synergistic	effect,	which	means	that	the	
value	of	the	properties	of	the	resulting	composite	material	is	higher	than	the	sum	of	the	proper‐
ties	 for	each	component	separately.	This	special	material	 is	a	combination	of	binder,	 filler	and	
other	suitable	admixtures.	The	particular	 ingredients	achieve	the	desired	properties	 for	a	par‐
ticular	use.	Since	polymer	concrete	 is	 composed	of	natural	materials	which	can	be	recycled	at	
the	end	of	the	casting	life,	this	material	becomes	a	modern	non‐conventional	material	[8‐10].	
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Many	experts	are	dedicated	to	the	research	of	polymer	concrete	mixtures.	The	study	of	micro‐
structure	 and	 mechanical	 properties	 with	 the	 creation	 of	 the	 quantitative	 characterization	
methodology	for	concrete	containing	polymeric	fibres	was	discussed	by	a	team	of	authors	Tro‐
fimov	et	al.	[11].	Authors	Tanyilizi	and	Asilturk	in	their	research	paid	attention	to	the	strength	
properties	of	polymers	containing	phosphazene	during	the	exposure	to	high	temperatures.	This	
study	utilized	 the	Taguchi	L‐25	method	 (5	 (5)),	which	 reduced	 the	number	of	 experiments	 to	
find	 parameters	 influencing	 the	 experimental	 results.	 Research	 has	 shown	 that	 polymer	 con‐
crete	can	favourably	effect	on	the	structure	of	buildings	that	are	exposed	to	high	temperatures	
under	determined	conditions	[12].	Strength	analysis	and	determination	of	deformation	charac‐
teristics	of	methyl	methacrylate	modified	vinyl	ester	were	studied	in	2018.	In	this	study,	atten‐
tion	was	paid	to	curing	temperatures	as	the	test	variable.	After	the	research,	 it	was	found	that	
the	increased	modulus	of	MMA	decreases	the	modulus	of	elasticity	and	the	heat	of	solidification	
[13].	The	research	by	Simsek	and	Uygunoglu	was	focused	on	mechanical	properties,	workability	
and	 thermal	 properties	 of	 polymers,	 namely	 polycarbonate,	 thermoplastic	 polyurethane	 and	
polybutylene	 terephthalate	mixed	 concrete.	During	 the	 research,	 they	were	 selected	 and	opti‐
mized	special	properties	by	using	full	factorial	design	through	Minitab	software	[14].	In	the	cur‐
rent	research,	attention	was	also	paid	to	the	analysis	of	the	increase	in	elasticity	of	epoxy	poly‐
mer	concrete	with	short	natural	fibres,	namely	sisal	fibres	and	ramie	fibres	[15].	In	the	field	of	
civil	 engineering,	 it	was	 researched	 flexural	 efficiency	 in	 the	polymer	concrete	with	 the	basalt	
fibre.	 The	 testing	 evaluated	 the	 compression	 and	 flexural	 properties,	 cracks,	 stresses	 and	dis‐
turbances.	Based	on	the	experiments	carried	out,	 it	was	developed	the	guidelines	 for	sea‐sand	
concrete	 beams	with	 basalt	 fibre	 bar‐reinforced	 [16].	 In	 the	Materials	 Journal,	 there	was	pre‐
sented	research	focused	on	the	creation	and	evaluation	of	microstructure,	mechanical	and	phys‐
ical	properties	of	recycled	glass	aggregate	additive	implemented	in	polymer	concrete.	Recycled	
glass	 fractions	were	added	 to	 the	 individual	mixtures,	with	 the	most	appropriate	physical	and	
mechanical	properties	being	achieved	by	applying	a	50	%	recycle	deposit	 to	 the	polymer	con‐
crete	mixture	[17].	The	thermal	and	mechanical	properties	of	the	glass‐fibre	polymer	concrete	
composite	were	 also	 described	 by	 Schmitt	 et	al.	 This	 paper	was	 focused	 on	 the	 experimental	
investigation	of	sandwich	panels	made	of	polymer‐fibre	material	with	glass	fibre	adhesion	and	
polystyrene	 insulation	 layer.	 The	 panels	 were	 subjected	 to	 extreme	 experimental	 conditions,	
with	a	significant	change	in	the	insulation	layer	resulting	in	a	reduction	in	total	stiffness	and	load	
capacity	 [18].	 The	 issue	 of	 the	 influence	 of	 the	 basalt,	 ash	 and	 silica	 sand	 on	 the	mechanical	
properties	of	 the	polymer‐concrete	material	was	also	addressed	 in	 the	paper	published	 in	 the	
Bulletin	of	Materials	Science.	The	paper	describes	the	study	of	the	production	of	these	polymers	
and	the	optimization	of	the	weight	percent	of	the	epoxide	resin,	silicon	sand,	ultra‐fine	ash	and	
basalt	 [19].	 A	 team	of	 authors	Burlacu	et	al.	 in	 their	 research	 focused	 on	 testing	 the	 polymer	
concrete	made	 from	polystyrene	granules.	During	the	study,	 the	 impact	of	 the	granules	on	the	
mixture	density,	compressive	strength,	bending	strength	and	tensile	strength	was	analysed.	The	
results	obtained	showed	a	decrease	in	mechanical	properties	by	increasing	the	substitution	dose	
of	polystyrene	granules	[20].	Research	of	the	production	and	assessment	of	physical,	mechanical	
and	thermal	properties	of	various	mixtures	were	discussed	by	many	authors	such	as	[21‐31].	

As	can	be	seen	in	the	previous	survey	of	the	research,	the	research	of	the	properties	of	poly‐
mer	 concrete	 is	 currently	 carried	 out	 by	 a	 large	 number	 of	 experts.	However,	 as	 can	 be	 seen	
from	the	above‐mentioned	survey,	these	studies	are	rather	focused	on	building	engineering	and	
not	on	the	field	of	research	into	the	construction	of	machinery	and	equipment.	The	present	pa‐
per	provides	a	preview	of	the	mechanical	properties	of	the	mixtures	with	a	focus	on	the	field	of	
engineering	‐	specifically	on	the	field	of	construction	of	machines.	The	main	contribution	of	the	
article	 lies	 in	 the	determination	 and	presentation	of	 the	obtained	properties	of	newly	 created	
materials,	which	will	serve	as	an	elementary	building	element	in	the	design	solution	for	special	
CNC	machines	used	for	machining	parts	using	DMLS	technology.	
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2. Material and methods 

Twelve	 test	 samples	were	 produced,	 representing	 3	 types	 of	 the	 composition	 of	 the	mixture.	
These	test	samples	were	tested	for	compressive	strength	and	flexural	tensile	strength.	According	
to	STN	EN	12390‐3,	at	least	3	test	bodies	of	the	same	composition	have	to	be	tested	to	make	the	
measurement	(experiment)	statistically	significant.	For	this	reason,	3	test	bodies	of	each	type	of	
composition	were	produced.	This	is	a	total	of	9	test	samples	that	have	been	tested	for	compres‐
sive	 strength.	 Three	 further	 test	 samples,	 one	 of	 each	 kind,	 were	 tested	 for	 flexural	 tensile	
strength.	The	test	samples	according	to	STN	EN	12390‐1	have	the	shape	of	a	cube,	cylinder	and	
prism.	This	standard	includes	standardized	dimensions,	tolerances	and	types	of	moulds.	For	the	
compression	strength	tests,	they	have	produced	test	cubes	with	150150150	mm	dimensions.	
For	tensile	strength	tests,	prism‐shaped	test	pieces	of	100100500	mm	were	produced.	
Both	organic	(natural)	and	inorganic	(artificial)	fillers	were	used	as	testing	samples.	The	organic	
fillers	included	silicate	sand	and	gravel	with	the	parameters	shown	in	Table	1.	

The	6	mm	glass	and	3	mm	carbon	fibres	in	the	form	of	dispersed	reinforcement	were	used.	
The	matrix	was	the	epoxy	resin	CHS‐EPOXY	324	and	hardener	TELATIT	0492.	The	properties	of	
the	resin	and	hardener	used	are	described	in	Table	2.	

The	advantages	of	the	binder	system	(matrix)	are	excellent	adhesion,	high	thermal	and	chem‐
ical	resistance	and	high	strength.	Tables	3	and	4	 illustrate	the	properties	of	 the	binder	system	
used	during	the	production	and	/	cured	system	properties	measured	after	7	days	hardening	at	
23	°C	and	hardening	for	2	hours	at	120	°C.	

The	system	resists	diluting	mineral	acids	(hydrochloric	acid	10	%,	nitric	10	%,	sulfur	30	%),	
an	alkaline	solution	(sodium	hydroxide	40	%,	ammonia	10	%),	water,	gasoline,	oil	and	diesel	oil.	
It	does	not	resist	organic	acids	(acetic	acid	5	%,	milk	10	%).	

	
Table	1	Organic	fillers	

Name	 Type	 Fraction	size	(mm)	
STJ	25	 Silica	powder	 0.06‐0.31	
ST06/12	 Silica	Sand	 0.63‐1.2	
ST	PBT	4	 Silica	grit	 2‐4	

	
Table	2	Properties	of	CHS‐EPOXY	324	resin	and	TELATIT	0492	hardener	

Name	 Property	 Value	 Unit	

CHS‐EPOXY	324	

Viscosity	–	at	temperature	25	°C	 20‐60		 Pa·s	
Epoxy	index	 3‐3.4		 mol·kg‐1

Epoxy	mass	equivalent	 294‐333		 g·mol‐1

Colour	 maximum	300		 j·Hazen

TELATIT	0492	

Viscosity	at	temperature	23	°C	 15‐30	 mPa·s
Density	at	temperature	23	°C	 0.93‐0.96		 g·cm‐3

Aminic	equivalent	 550‐600		 mg	KOH·g‐1

Hydrogen	equivalent	 minimum	49		 g·mol‐1

Colour	 maximum	3		 Gardner

	

Table	3	Properties	of	bending	and	hardening	system	during	the	production	

Bending	system	
Max.	exotherm	 Jellify	time	 Processability	time	

(°C)	 (hod)	 (min)	
CHS‐EPOXY	324/TELATIT	0492	 118	 3	 50‐70	

Hardening	system	
Modulus	of	rigidity	 Strength	in	flaking	 Tensibility	

(MPa)	 (N·cm‐1)	 (%)	
CHS‐EPOXY	324/TELATIT	0492	 25	 14	 3	
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Table	4	The	ratios	of	the	ingredients	in	the	test	samples	
Testing	samples	No.	0623‐0001,	No.	0623‐0002,	No.	0623‐0003	and	No. 0623‐0010	

Filler	70	%	

48	% ST	PBT	4	

28	% 06/12	
18	% STJ	25	
6	% Carbon	fibre	(3	mm)	

Binder	30	%	
100	portions CHS‐EPOXY	324	
16	portions TELATIT	0492	

Testing	samples	No.	0623‐0004,	No.	0623‐0005,	No.	0623‐0006	and	No. 0623‐0011	

Filler	70	%	

48	% ST	PBT	4	
28	% 06/12	

18	% STJ	25	
6 % Glass	fibre	(6	mm)	

Binder	30	%	
100	portions CHS‐EPOXY	324	
16	portions TELATIT	0492	

Testing	samples	No.	0623‐0007,	No.	0623‐0008,	No.	0623‐0009	and 0623‐0012	

Filler	70	%	

50	% ST	PBT	4	
30	% 06/12	

20	% STJ	25	

Binder	30	%	
100	portions CHS‐EPOXY	324	
16	portions TELATIT	0492	

3. Experimental setup, results and discussion  

Plastic	moulds	of	standardized	dimensions	were	used	for	casting,	and	each	type	of	composition	
was	cast	 from	a	single	production	batch	to	ensure	complete	compliance	of	the	individual	com‐
ponents	in	all	test	samples.	First,	the	batch	processing	and	mixing	of	the	fillings	was	performed	
to	 ensure	 that	 the	 components	 were	 evenly	 distributed	 throughout	 the	 volume.	 Thereafter,	
batch	processing	and	mixing	of	CHS‐EPOXY	324	epoxy	resin	and	TELATIT	0492	hardener	were	
performed	using	a	hand‐held	electric	blender	for	3	minutes.	Subsequently,	the	filler	was	added	
to	the	binder	(the	matrix)	under	constant	mixing.	This	process	lasted	for	another	5	minutes	to	
completely	 lubricate	 the	 filler	 and	ensure	 the	best	adhesion.	Then,	 casting	 into	plastic	moulds	
and	vibrating	the	moulds	on	the	vibration	table	was	done	to	optimize	compaction	and	removal	
of	air	bubbles.	It	took	2	minutes.	Subsequently,	the	moulds	were	filled	onto	the	work	table	and	
after	24	hours	the	polymers	were	cast	from	these	moulds.	Test	assemblies	were	then	stored	in	a	
curing	room	at	23	±	1	°C	with	relative	humidity	65	±	5	%	for	20	days.	

Testing	samples	were	tested	by	the	Technical	and	Testing	Institute	in	the	accredited	testing	
laboratory.	The	test	samples	were	tested	20	days	after	the	date	of	manufacture	to	have	a	harden‐
ing	 time	of	15	days	 from	the	casting	process.	During	 the	experiment,	 there	were	performed	9	
compression	strength	tests	and	3	flexural	tensile	tests.	The	room	temperature	was	19	°	C	and	the	
relative	humidity	was	60	%.	Testing	of	test	samples	was	carried	out	according	to	STN	EN	12390‐
1.	This	standard	defines,	in	particular,	the	possible	shapes	of	the	test	samples,	their	standardized	
sizes	and	allowed	variations	 in	 the	 length	of	 the	walls,	perpendicularity	and	planarity.	All	 test	
samples	have	passed	shape	and	dimension	control.	Fig.	1	shows	dimension	measurement	using	
a	Mitutoyo	ABSOLUTE	AOS	500	 calibrated	digital	 scroll	 gauge.	The	device	provides	 the	meas‐
urement	accuracy	up	to	a	measured	 length	of	a	maximum	200	mm	within	±	0.02	mm.	The	Mi‐
tutoyo	ABSOLUTE	AOS	500	was	also	used	to	measure	the	length	of	the	prism,	but	a	large	meas‐
uring	range,	namely	0	mm	to	600	mm,	with	a	precision	of	±	0.05	mm.	
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Fig.	1	Dimension	inspection	of	the	test	sample

	
Fig.	2	Weighing	of	testing	samples	

	
Additionally,	weighing	 the	 test	 samples	 (Fig.	 2)	 and	determining	 the	 volumetric	weight	 –	 this	
part	of	the	experiment	was	done	according	to	the	standard	STN	EN	12390‐7.	In	the	experiment,	
the	method	was	realized	by	calculating	the	measured	dimensions	due	to	that	dimension	meas‐
urement	was	necessary	for	the	previous	part	to	check	the	test	samples.	From	the	measured	di‐
mensions,	the	volume	of	the	test	samples	was	calculated	and	then	the	weights	were	taken.	This	
was	done	on	a	Sartorius®‐EA150‐FEG‐l	high‐resolution	digital	calibrated	scale.	This	device	can	
weigh	samples	with	a	maximum	weight	of	150	kg,	accuracy	of	weighing	is	within	±	5	g	and	has	a	
weighing	area	made	of	galvanized	steel	measuring	500400	mm.	

Based	 on	 the	 determined	 volume	 of	 testing	 samples	 and	 measured	 weigh,	 the	 volumetric	
weight	was	calculated	according	to	the	formula: 

ܦ ൌ
݉
ܸ
	 (1)

where:	ܦ	–	the	volumetric	weight	of	testing	sample	(kg/m3),	݉	–	weight	of	testing	sample	(kg),	
ܸ–	the	volume	of	the	testing	sample	(m3).	

The	 obtained	 results	 of	 volumetric	weight	 are	 round	 of	 10	 according	 to	 standard	 STN	 EN	
12390‐7.	 In	 Table	 5,	 there	 is	 presented	 the	measured	 sizes,	weight	 and	 volumetric	weight	 of	
testing	samples.		

Table	5	Specification	of	testing	samples 

Sample	 Sample	number	
Dimension Weight	

(kg)	
Volumetric	

weight	(kg/m3)	Push	area	(mm) Height	(mm)

Cube	
	

0623‐0001	 150.8 150.1 150 6.420	 1890
0623‐0002	 152.1 150.1 150 6.630	 1940
0623‐0003	 151.9 150.0 150.0 6.470	 1890
0623‐0004	 151.5 150.0 150.1 6.320	 1850
0623‐0005	 150.1 150.7 150.6 6.380	 1860
0623‐0006	 152.7 150.1 150.0 6.355	 1850
0623‐0007	 151.6 149.8 149.9 6.560	 1930
0623‐0008	 152.0 150.1 150.2 6.570	 1920
0623‐0009	 151.9 150.2 150.0 6.625	 1940

Prism	

Width Height Length 	 	
0623‐0010	 101.2 100.3 499.6 9.430	 1860
0623‐0011	 102.5 100.4 499.8 9.435	 1840
0623‐0012	 102.6 100.2 500.0 9.985	 1940

3.1 Execution of compression strength test, and obtained results 

Then	the	compression	strength	was	measured	according	to	STN	EN	12390‐3.	Testing	was	car‐
ried	out	on	the	CONTROLS,	model:	50‐C0050/HRD7	with	a	maximum	load	of	3000	kN,	and	ma‐
chine	weight	1140	kg	which	is	shown	in	Fig.	3.		

The	testing	sample	was	positioned	on	the	lower	pressing	plate	of	the	press	machine	so	that	
the	deviation	from	the	centre	was	not	more	than	±	1	%	of	the	length	of	the	edge	of	the	cube.	The	
test	sample	was	turned	in	such	a	way	that	the	compressive	force	applied	perpendicularly	to	the	
direction	in	which	the	polymer	was	placed	into	the	mould,	i.e.	the	top	surface	of	the	casting	on	
the	side.	A	constant	 test	 load	rate	of	0.6	MPa/s	was	 then	set.	After	 the	 initial	 load,	 the	sample	
was	 loaded	 according	 to	 a	 set	 speed	 until	 the	 maximum	 load	 was	 reached.	 According	 to	 the	
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standard,	 the	movable	upper	pushing	surface	stops	after	reaching	 it,	 then	rises	 to	a	zero	posi‐
tion,	and	assesses	whether	the	type	of	failure	of	the	test	piece	complies	with	the	standard.	The	
standard	 image	contains	both	satisfactory	and	unsatisfactory	 types	of	 test	 sample	breaks.	The	
tested	samples	did	not	have	a	visible	break	as	 the	 test	press	automatically	recorded	the	maxi‐
mum	load	possible	and	returned	to	the	initial	position.	Subsequently,	the	compressive	strength	
of	the	test	samples	was	determined	according	to	the	equation:	
	

݂ ൌ
ܨ
ܣ
	 (2)

	

where:	 ݂	–	Compressive	strength	(MPa),	ܨ	–	 total	 force	at	break	(N),	ܣ	–	section	of	a	 testing	
sample	(mm2).	

In	Table	6,	there	is	presented	the	results	of	compressive	strength	testing.		
	

Table	6	Compressive	strength	for	testing	samples 
Testing	sample	 Maximum	pushing	

force	(kN)	
Compressive	strength	(MPa)	

Calculated
value	

Round	value ±	U	
(݇ ൌ 2)	

Average
value	

0623‐0001	 1775.4	 78.45 78.5	±	0.9
79.00	0623‐0002	 1829.0	 80.10 80.1	±	1.0

0623‐0003	 1787.8	 78.44 78.4	±	0.9
0623‐0004	 1657.6	 72.96 73.0 ±	0.9

70.23	0623‐0005	 1705.3	 74.68 74.7	±	0.9
0623‐0006	 1442.7	 62.97 63.0	±	0.8
0623‐0007	 1751.2	 77.12 77.1	±	0.9

75.26	0623‐0008	 1719.7	 75.37 75.4	±	0.9
0623‐0009	 1673.1	 73.35 73.3	±	0.9

	

	
Fig.	4	Graphical	representation	of	compressive	strength	for	individual	samples	of	polymer	concrete	mixture	

	
Fig.	3	Compressive	strength	testing	
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Fig.	4	shows	individual	values	of	compressive	strength	of	polymer	concrete	samples.	As	can	
be	observed	from	figure	values	of	compressive	strength	are	in	the	range	from	63	MPa	to	85	MPa.	
Different	types	of	reinforcement	influence	polymer	concrete	mechanical	properties.		

Fig.	5	shows	comparison	compressive	strength	for	different	mixtures	of	polymer	concrete.	As	
can	be	observed	 from	the	 figure	above	the	compressive	strength	of	polymer	concrete	samples	
for	the	same	reinforcement	is	in	a	very	small	interval.	Highest	compressive	strength	was	meas‐
ured	 for	 samples	 with	 short	 carbon	 fibre	 reinforcement.	 Also,	 good	 results	 for	 compressive	
strength	 testing	were	 obtained	 for	 samples	without	 fibre	 reinforcement.	 Values	were	 slightly	
lower	compared	to	carbon	fibre	reinforced	samples.	Samples	prepared	using	glass	fibre	shows	
higher	dispersity	of	compressive	strength	values.	 In	this	case,	 it	can	be	stated	that	this	type	of	
reinforcement	negatively	influences	the	compressive	strength	of	polymer	concrete	mixture.	
	

	
Fig.	5	Comparison	of	compressive	strength	of	polymer	concrete	mixtures	

3.2 Execution of flexural tensile test, and obtained results 

In	the	second	experiment,	there	was	realised	flexural	strength	according	to	EN	12390‐5.	Testing	
was	executed	by	CONTROLS	50‐C1201	machine	which	is	shown	in	Fig.	6.	This	test	machine	has	a	
special	frame	designed	to	minimize	deformation	at	maximum	pressure,	resulting	in	high	meas‐
urement	accuracy.	Technical	parameters	of	the	machine:	maximum	load	100	kN,	maximum	ver‐
tical	distance	182	mm,	maximum	horizontal	distance	720	mm,	the	distance	between	upper	roll‐
ers	100	mm,	150	mm	or	200	mm,	the	distance	between	bottom	rollers	adjustable	from	50	mm	to	
900	mm,	machine	dimensions	9501000981	mm,	and	weight	175	kg.	

Before	the	experiment,	the	spacing	of	the	upper	load	rollers	and	the	lower	support	rollers	of	
steel	with	circular	cross‐sections	and	a	diameter	of	40	mm	was	set.	The	length	of	the	rollers	was	
300	mm,	so	they	met	the	test	condition	that	they	must	protrude	from	the	test	sample	at	least	5	
mm	 on	 both	 sides	 of	 the	 print	 area.	 They	 also	 met	 the	 requirements	 that	 they	 freely	 rotate	
around	 their	axes	and	were	moved	 in	a	perpendicular	area	 to	 the	 longitudinal	axis	of	 the	 test	
sample.	Roller	surround	was	set	according	to	the	scheme	presented	in	Fig.	7.	

	
Fig.	6	Flexural	strength	testing	

	
Fig.	7	Load	layout	scheme	of	testing	sample	
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Fig.	8	Load	layout	scheme	

Then,	 the	 sample	was	 centrally	positioned	 in	 the	press	machine	by	a	 longitudinal	 axis	per‐
pendicular	to	the	longitudinal	axes	of	the	upper	and	lower	rollers.	The	test	body	has	been	rotat‐
ed	so	that	the	reference	direction	of	loading	is	perpendicular	to	the	direction	in	which	the	poly‐
mer	was	placed	into	the	mould,	i.e.	the	top	surface	of	the	casting	on	the	side.	A	constant	load	rate	
of	0.05	MPa/s	was	then	set.	After	the	initial	load,	the	sample	was	loaded	at	a	set	speed	until	the	
maximum	 load	 was	 reached.	 Achieving	 this	 boundary	 caused	 a	 transversal	 break	 of	 the	 test	
body,	Fig.	8.	

After	the	experiment,	it	was	determined	by	the	tensile	strength	at	the	bending	of	the	test	bod‐
ies	according	to	the	equation:	

݂ ൌ
ܨ  ݈
݀ଵ  ݀ଶ

ଶ	 (3)

where:	 ݂	–	flexural	strength	(MPa/s),	ܨ	–	maximum	load	(N),	݈	–	distance	between	supporting	
rollers	(mm),	݀ଵ,	݀ଶ	–	cross‐section	dimension	of	testing	sample	(mm).	

In	Table	7,	there	are	presented	the	results	of	flexural	strength	testing.		
Fig.	9	shows	a	comparison	of	flexural	strength	for	samples	prepared	using	carbon	fibre	rein‐

forcement,	glass	fibre	reinforcement	and	without	fibre	reinforcement.	Highest	flexural	strength	
was	observed	for	the	sample	prepared	using	carbon	fibre	reinforcement.	Difference	between	the	
sample	with	glass	fibre	reinforcement	and	without	reinforcement	was	1	MPa.	

	
Table	7	Flexural	strength	for	testing	samples 

Testing	sample	
Maximum	pushing	force	

(kN)	

Flexural	strength	(MPa)	
Round	value	±	U	

(k	=	2)	
0623‐0010	 83.99 24.8	±	0.4	
0623‐0011	 76.67 22.3	±	0.4	
0623‐0012	 72.18 21.0	±	0.4	

 

 
Fig.	9	Comparison	of	flexural	strength	of	polymer	concrete	mixtures	
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3.3 Morphology of fracture area 

The	Tescan	Mira	 3	 electron	microscope	 observed	 for	 determination	 of	 the	morphology	 of	 the	
fracture	 area.	 Samples	 for	 observation	were	 carbon‐cured	 to	maintain	 the	 conductivity	 of	 the	
electron	 beam	 transition.	 Figs.	 10,	 11,	 and	 12	 show	 the	 observed	 samples	 of	 the	 polymer‐
composite	composite	at	magnifications	of	80,	400,	and	2000.	

	
Fig.	10	Polymer	concrete	composite	with:	a)	sand,	b)	carbon	fibres,	c)	glass	fibers	(magnification	80)	

	
Fig.	11	Polymer	concrete	composite	with:	a)	sand,	b)	carbon	fibres,	c)	glass	fibers	(magnification	400)	

	
Fig.	12	Polymer	concrete	composite	with:	a)	sand,	b)	carbon	fibres,	c)	glass	fibers	(magnification	2000)	

In	the	case	of	the	second	and	third	type	samples,	the	reinforcing	fibre	used	is	visible	at	higher	
magnification.	In	both	cases,	the	fracture	area	is	visible;	it	is	here	to	see	the	places	of	aggregate	
in	various	shapes	(spherical	and	sponge‐shaped).	At	a	magnification	of	400,	a	hole	in	the	resin	
is	also	visible,	indicating	the	presence	of	air	cavities	in	the	polymerization	process	or	by	tearing	
of	particles	of	aggregate.	The	reinforcing	carbon	fibres	used	are	sufficiently	coated	with	resin.	In	
the	case	of	the	use	of	glass	fibres,	they	were	partly	touching	aggregates	(Fig.	12c).	

						a) 																																				 											 									 b)																																																									 	c)		

				a) 																																															 								 		 b)																																																									 		c)		

											a)																																																	 									 		b)																																																									 					c)		
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Observations	also	revealed	the	distribution	of	the	material	by	mapping	the	chemical	composi‐
tion	 –	 carbon,	 oxygen,	 and	 aluminium.	 In	 the	 sample	 of	 the	 first	 type,	 silicon	 also	 showed	us,	
suggesting	the	use	of	sand.	With	the	same	magnification	observed,	Fig.	13	shows	a	visible	distri‐
bution	of	filler	and	binder.	The	binder	of	the	resinous	form	is	represented	by	a	red	colour	con‐
taining	the	carbon	component.	The	aggregate	as	filler	contains	oxygen,	aluminium,	and	silicon,	
shown	in	blue	and	green	below.	Oxygen	has	a	lower	presence,	suggesting	an	associated	silicon	
and	aluminium	component	in	the	form	of	SiO2	and	Al2O3.	

 

	
Fig.	13	Polymer	concrete	composite	with:	a)	sand,	b)	carbon	fibres,	c)	glass	fibres	

4. Conclusion 

The	use	of	polymer	concrete	as	a	composite	material	in	various	areas	of	the	industry	brings	sev‐
eral	advantages.	However,	for	the	maximum	utilization	of	its	positive	properties	in	specific	ap‐
plication	 cases,	 it	 is	 necessary	 to	 know	 the	 effect	 of	 individual	 components	 on	 the	 resulting	
properties	of	the	casting.	This	article	focused	on	the	effect	of	diffused	reinforcement	in	the	form	
of	 glass	 and	 carbon	 fibres	 on	 compressive	 strength	 and	 tensile	 strength	 at	 bending.	 From	 the	
above‐presented	 results,	 the	use	of	 carbon	 fibres	 in	a	particular	polymer	concrete	mixture	 in‐
creased	the	compressive	strength	on	average	by	about	4	MPa	compared	to	the	mixture	that	did	
not	contain	a	diffuse	reinforcement.	On	the	other	hand,	the	use	of	glass	fibres	causes	a	reduction	
in	 compressive	 strength	 compared	 to	a	non‐reinforcement	mixture,	on	average	by	5	MPa.	For	
bending	tensile	strength,	the	use	of	carbon	fibres	also	has	a	positive	effect,	namely	an	increase	in	
strength	 of	 about	 4	MPa	 compared	 to	 a	 non‐fibre	 reinforced	blend.	Glass	 fibres	 increased	 the	
tensile	strength	of	 the	samples	by	more	than	1	MPa.	The	hole	extractions	 in	resin	 indicate	 the	
presence	of	air	bubbles	in	castings	that	have	a	negative	effect	on	mechanical	properties.	Bubbles	
may	be	caused	by	 insufficient	vibration	(compaction)	of	 the	mixture	on	 the	vibration	 table,	or	
the	use	of	too	heavy	a	bit	of	resin,	which	was	not	able	to	run	into	all	the	cavities	and	fill	empty	
spaces.	The	achieved	results	have	also	a	practical	use	 in	 industry,	 in	 the	production	of	 special	
CNC	equipment	using	the	created	materials	with	the	described	properties.		

a) 																																				 										 												b)																																																																					c)		
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A B S T R A C T	   A R T I C L E   I N F O	

Facing	competition	from	manufacturers’	online	direct	channels,	how	retailers	
make	sales	channel	decisions	to	increase	consumer	stickiness	has	become	the	
core	 concern	of	 the	 industry	and	academia.	Empirical	 research	 showed	 that	
delivery	lead	time	is	a	key	factor	that	affects	consumers’	preference	for	online	
channels.	 To	 analyze	 the	 impact	 of	 consumer	 delivery	 time	 preference	 on	
channel	 selection	 and	 pricing	 strategy	 of	 retailers,	 consumer	 delivery	 lead	
time	preference	function	was	improved	from	a	linear	function	to	an	exponen‐
tial	 function	 and	 consumer	 demand	 under	 the	 mixed	 dual‐channel	 supply	
chain	of	manufacturer	and	retailer	was	derived.	Then,	 the	Stackelberg	game	
models	 under	 different	 channel	 strategies	 of	 retailer	 were	 established	 and	
solved.	Results	show	that	consumer	preference	for	delivery	lead	time	has	four	
implications	 on	 the	 channel	 decision	 of	 retailers	 under	 manufacturer	 en‐
croachment	 in	 the	 dual‐channel	 supply	 chain.	 First,	 the	 dual	 retail	 channels	
strategy	 is	 the	optimal	 choice	 for	 retailers,	 and	 the	profit	margins	 that	a	 re‐
tailer	obtains	 from	dual	retail	channels	supply	chain	and	single	online	retail	
channel	 supply	 chain	will	 increase	 as	 consumers’	 delivery	 lead	 time	prefer‐
ence	coefficient	increases.	Second,	the	optimal	pricing	of	online	retail	channel	
and	offline	retail	channel	is	positively	related	to	consumers’	delivery	lead	time	
preference	coefficient.	By	contrast,	the	optimal	pricing	of	online	direct	chan‐
nel	 is	 negatively	 related	 to	 consumers’	 delivery	 lead	 time	preference	 coeffi‐
cient.	Third,	the	optimal	pricing	of	online	retail	channel	is	higher	than	that	of	
offline	retail	and	online	direct	channels.	Fourth,	a	retailer	and	a	manufacturer	
can	adopt	a	compensation‐based	whole	price	contract	to	address	the	conflict	
brought	about	by	the	optimal	channel	choice	of	the	retailer.	This	study	intro‐
duces	consumer	delivery	 lead	 time	preference	 into	retailer	channel	decision	
making	 and	 provides	 a	 theoretical	 reference	 for	 retailer's	 mixed	 channel	
construction	in	practice.	
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1. Introduction 

The	advent	of	the	Internet	has	made	consumers	accustomed	to	purchasing	products	online.	To	
expand	market	coverage,	control	sales	prices,	and	increase	profits,	a	growing	number	of	manu‐
facturers	who	traditionally	distribute	their	products	through	retail	stores	are	engaging	in	online	
direct	sales	 [1‐2].	For	example,	Nike	 increased	 its	consumer	penetration	and	achieved	success	
via	the	online	direct	channel	[3].	According	to	the	financial	report	released	by	Nike	on	June	27,	
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2019,	Nike	Direct	generated	a	revenue	of	US$	11.8	billion	 in	 the	 fiscal	year	2018‐2019,	which	
increased	by	16	%	year‐on‐year	on	a	constant	exchange	rate	basis.	 In	particular,	online	direct	
channel	sales	increased	by	35	%,	whereas	the	growth	of	offline	channel	sales	was	only	6	%.	The	
online	 direct	 channel	 established	 by	manufacturers	 has	 complicated	 the	 relationships	 among	
supply	chain	members.	Here,	manufacturers	are	not	only	the	suppliers	but	also	the	competitors	
of	 retailers,	 which	 may	 result	 in	 manufacturer	 encroachment.	 As	 a	 result,	 manufacturer	 en‐
croachment	will	reduce	the	revenue	of	online	retailers.	Some	traditional	online	retailers	believe	
that	 the	 online	 direct	 channel	 of	manufacturers	will	 cannibalize	 their	market	 share,	 and	 they	
need	to	take	measures	to	cope	with	such	manufacturer	encroachment.	

Listening	 to	 the	voice	of	 consumers	 is	 an	 important	way	of	 retailer	 to	 improve	 the	market	
competitiveness	[4].	 In	a	supply	chain,	customers	have	heterogeneity	preferences	[5],	which	is	
an	important	factor	that	affects	the	decision‐making	strategies	of	enterprises	[6].	Empirical	re‐
sults	 have	 shown	 that	 delivery	 service	 is	 a	more	 important	 factor	 than	 product	 prices	 in	 the	
preference	of	consumers	for	the	online	channel	 [7‐9].	Some	consumers	are	willing	to	pay	high	
prices	 for	 fast	 delivery.	 Therefore,	 an	 increasing	 number	 of	 online	 retailers	 are	 beginning	 to	
shorten	delivery	lead	time	to	cope	with	the	competition	from	the	online	direct	channel	of	manu‐
facturers.	Delivery	lead	time	refers	to	the	duration	between	the	order	time	and	the	time	of	re‐
ceiving	the	products,	which	mainly	 includes	order	handling	time,	collecting	time,	binding	time,	
and	delivery	 time	 from	the	warehouse	 to	consumers	 [1].	 In	practice,	online	retailers	 take	 two	
measures	to	shorten	delivery	lead	time.	One	is	increasing	the	construction	of	smart	warehouses	
and	innovative	distribution	models	[10‐11],	such	as	Alibaba	and	JD.	These	online	retailers	have	
vigorously	built	pre‐warehouses	in	recent	years	on	the	basis	of	predicting	consumer	demand	via	
data	 mining	 [12].	 Pre‐warehouses,	 which	 are	 warehouses	 that	 are	 closest	 to	 consumers,	 are	
where	retailers	deliver	goods	in	anticipation	of	future	consumer	demand.	As	long	as	consumers	
place	orders	on	the	e‐platform,	the	products	will	be	delivered	to	consumers	in	the	shortest	time,	
even	within	24	hours.	The	other	measure	is	building	physical	stores	and	using	them	as	distribu‐
tion	centers.	Amazon	has	opened	a	variety	of	physical	 retail	 stores	worldwide,	 such	as	Whole	
Foods,	 Amazon	Go,	 Amazon	Go	Grocery,	 Amazon	 Books,	 Amazon	 4‐star,	 and	Amazon	 Pop‐up.	
These	physical	stores	 improve	consumers’	shopping	experience	and	the	timeliness	of	delivery.	
However,	shortening	delivery	lead	time	will	lead	to	increased	service	cost	no	matter	what	online	
retailers	takes.	Retailers	should	balance	delivery	lead	time	and	service	cost	under	manufacturer	
encroachment,	 which	 increases	 the	 difficulties	 of	 retailers	 in	 choosing	 between	 single	 online	
retail	channel	or	dual	retail	channel	supply	chain.	

The	aforementioned	phenomenon	is	 the	key	motivation	of	our	research,	which	seeks	to	an‐
swer	 the	 following	questions.	How	do	retailers	choose	between	single	online	retail	 channel	or	
dual	 retail	 channels	 to	 cope	 with	 manufacturer	 encroachment	 in	 consideration	 of	 consumer	
preference	for	delivery	lead	time?	What	are	the	optimal	pricing	strategies	for	retailers	and	man‐
ufacturers?	How	does	consumer	preference	of	delivery	lead	time	influence	the	optimal	equilib‐
rium	strategies?		

The	remainder	of	this	study	is	organized	as	follows.	Section	2	briefly	reviews	the	related	lit‐
erature.	Section	3	develops	two	game	models	based	on	the	different	channel	selection	decisions	
of	the	online	retailer.	Section	4	presents	a	comparison	of	the	optimal	equilibrium	strategies	and	
the	 corresponding	profits	under	different	 channel	 selection	decisions.	 Section	5	 concludes	 the	
study	with	managerial	implications	and	future	extensions.	

2. State‐of‐the‐art 

The	research	is	closely	related	to	two	streams	of	literature,	that	is,	channel	decision	for	retailers	
and	the	impact	of	consumer	time	preference	on	supply	chain	decision.	

Different	 from	 the	 traditional	 supply	 chain,	manufacturers	 can	 sell	 products	 to	 consumers	
through	online	direct	channel	besides	traditional	retail	channel	in	the	e‐commerce	environment.	
In	 this	 set‐up,	manufactures	 are	 not	 only	 a	 partner	 but	 also	 a	 competitor	 of	 retailers.	 Facing	
competition	 from	manufacturers,	 retailers	need	 to	consider	 the	 impact	of	dual‐channel	opera‐
tion	on	their	own	profits.	If	retailers	choose	dual	channel,	then	they	need	to	address	the	prob‐
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lems	of	cooperation	and	competition	between	their	offline	channel	and	online	channel	besides	
the	competition	and	cooperation	with	the	manufacturer.	Additionally,	Zhou	et	al.	[13]	found	that	
channel	decisions	can	be	used	by	retailers	to	weaken	the	information	advantage	of	service	pro‐
viders.	Therefore,	the	channel	decision	of	retailers	is	an	important	issue	worthy	of	discussion	in	
dual‐channel	supply	chain.		

Is	the	opening	of	online	retail	channels	necessary	for	offline	retailers?	Should	online	retailers	
open	offline	retail	channels?	Karray	and	Sigue	[14]	believed	that	retailers	should	not	dive	 into	
the	online	market	when	the	online	market	is	not	yet	large	enough.	Otherwise	the	expansion	of	
online	retail	would	erode	the	sales	of	offline	retail	channels.	Shi	et	al.	[15]	explored	online	retail‐
ers	with	an	existing	resale	channel	that	are	introducing	an	additional	market	channel	and	found	
that	the	strategy	of	introducing	a	new	market	does	not	always	improve	the	realization	of	cost–
to‐value	ratio.	Nie	et	al.	[16]	investigated	the	influence	of	cross‐channel	effects	on	the	distribu‐
tion	channel	strategies	of	two	competing	traditional	retailers	and	found	that	retailers	may	aban‐
don	the	online‐and‐offline	channel	strategy	when	the	cross‐channel	effects	are	significantly	neg‐
ative.	Wang	and	Goldfarb	[17]	used	evidence	from	store	openings	by	a	dual‐channel	retailer	to	
examine	 the	 drivers	 of	 substitution	 and	 complementarity	 between	 online	 and	 offline	 retail	
channels.	They	found	that	opening	of	an	offline	store	is	related	to	a	decrease	in	online	sales	in	
the	place	where	the	retailer	has	a	strong	influence,	whereas	opening	offline	store	is	related	to	an	
increase	in	online	sales	in	places	where	the	retailer	is	not	strong.		

A	large	number	of	studies	have	shown	that	dual	retail	channels	are	important	channel	struc‐
tures.	If	retailers	choose	dual	channel,	then	how	can	they	organize	and	coordinate	the	operations	
of	the	two	channels?	Huang	et	al.	[18]	explored	how	a	large	retailer	combined	its	online	and	of‐
fline	department	by	using	Suning	as	a	case	study	and	found	that	an	online–offline	hybrid	organi‐
zation	is	hybridized	through	three	multiple	and	conflicting	boundary	penetration	paths,	namely	
complete,	partial,	and	preventive	penetration	paths.	

The	time	preference	of	consumers	reflects	the	importance	that	consumers	place	on	near‐term	
benefits	over	long‐term	benefits.	At	present,	a	lot	of	literature	on	supply	chain	decision‐making	
considered	the	delivery	lead	time	of	goods.	After	studying	a	duopoly	market	in	which	customers	
are	heterogeneous,	Jayaswal	and	Jewkes	[19]	found	that	the	firm	with	a	larger	market	base	and	
the	firm	with	capacity	cost	advantage	should	always	maintain	a	large	price	and	lead	time	differ‐
entiation	between	different	market	segments.	Considering	two	companies	competing	based	on	
price	and	delivery	decisions	in	the	common	market,	Pekgun	et	al.	[20]	found	that	decentralized	
operations	may	not	lead	to	low	prices	or	long	lead	times	if	the	production	department	chooses	
capacity	along	with	lead	time.		

Fig.	1	Supply	chain	structure	of	Scenario	1	and	Scenario	2
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Other	researchers	transferred	the	research	on	consumer	time	preference	from	manufactur‐
ing	to	retail.	Li	et	al.	[21]	found	that	the	optimal	price	of	a	retailer’s	online/offline	channel	has	a	
linear	relationship	with	the	delivery	lead	time	of	the	online	channel.	In	addition,	the	profit	of	the	
manufacturer	 would	 not	 be	 affected	 by	 retailer	 decisions	 if	 consumers	 in	 online	 and	 offline	
channels	show	consistent	time	preferences	in	a	retailer‐led	dual‐channel	supply	chain.	Zhao	et	
al.	[22]	studied	price	and	promised	delivery	lead	time	competition	between	two	online	retailers	
considering	product	returns	and	found	that	the	retailer	with	lower	basic	return	rates	or	lower	
return	 rate	 sensitivities	 always	quote	higher	prices	and	shorter	promised	delivery	 lead	 times.	
Considering	the	impact	of	promised	delivery	time	into	the	choice	of	sales	channel,	Ye	et	al.	[23]	
found	that	the	logistics	capability	of	the	third‐party	logistics	providers	has	a	significant	impact	
on	the	optimal	sales	channel.	In	addition,	the	introduction	of	an	online	channel	would	hurt	the	
retailer’s	profit	when	the	logistics	capability	coefficient	is	sufficiently	small	or	large	because	lo‐
gistics	capability	has	a	significant	impact	on	the	promised	delivery	time	and	demand.	Aiming	at	
the	inventory	competition	of	perishable	products	in	dual‐channel	supply	chain,	Yang	et	al.	[24]	
explored	the	manufacturer's	optimal	delivery	lead	time	decision	in	the	online	direct	channel	and	
found	that	consumers	in	online	direct	channel	enjoy	shorter	delivery	lead	time	and	the	service	in	
decentralized	scheme	is	better	compared	with	the	centralized	scheme.	

The	 above‐mentioned	 literature	 explored	 the	 channel	 selection	 decisions	 under	 different	
conditions.	 However,	 the	 impacts	 of	 consumer	 preference	 for	 delivery	 lead	 time	 on	 retailer	
channel	selection	decision	under	the	mixed	dual‐channel	structure	of	manufacturers	and	retail‐
ers	are	not	considered.	Moreover,	most	research	on	the	influence	of	preferences	on	supply	chain	
decision‐making	focuses	on	the	preferences	of	decision	makers,	and	research	from	the	perspec‐
tive	of	consumer	preferences	is	still	relatively	limited	[25].	Due	to	the	complexity	of	model	con‐
struction,	 most	 literature	 used	 linear	 functions	 to	 describe	 consumer	 preference	 for	 delivery	
lead	time	 in	 the	dual‐channel	supply	chain,	which	may	affect	 the	accuracy	of	decisions.	There‐
fore,	we	analyze	the	impact	of	consumers’	preference	of	delivery	lead	time	on	retailers’	channel	
decision	in	the	mixed	dual‐channel	supply	chain	under	manufacturer	encroachment.	Game	mod‐
els	under	single	online	retail	channel	supply	chain	and	dual	retail	channels	supply	chain	are	de‐
veloped	 to	 obtain	 the	 optimal	 retail	 channel	 selection	 for	 retailers	 and	 the	 according	 optimal	
pricing	strategy.		

3. Methodology 

3.1 Problem description  

We	consider	 a	 retailer‐led	dual‐channel	 supply	 chain	with	 a	 single	manufacturer	 and	 a	 single	
retailer.	The	manufacturer	wholesales	products	to	the	retailer	at	price	ݓ	and	to	end	consumers	
through	an	online	direct	channel	at	price	.	Facing	competition	from	the	online	direct	channel	
of	the	manufacturer,	the	retailer	can	adopt	two	different	channel	strategies,	namely	single	online	
retail	 channel	 strategy	 or	 dual	 retail	 channel	 strategy.	Accordingly,	 two	 types	 of	 supply	 chain	
structures	are	studied	in	this	paper,	as	shown	in	Fig.	1.	In	Scenario	1,	the	retailer	sells	products	
exclusively	 through	an	online	retail	 channel,	whereas	 in	Scenario	2,	 the	 retailer	 sells	products	
through	an	online	retail	channel	as	well	as	an	offline	retail	channel.	Both	the	manufacturer	and	
the	retailer	are	risk‐neutral	and	maximize	their	profits.	

In	the	retailer‐led	dual‐channel	supply	chain,	the	game	sequence	is	summarized	as	follows.	In	
stage	 1,	 the	 retailer	 determines	 the	 online	 retail	 price	 and	 offline	 retail	 price.	 In	 stage	 2,	 the	
manufacturer	determines	the	wholesale	price	and	online	direct	selling	price.	

Furthermore,	we	use	 ܷ	to	represent	the	utility	that	customers	gain	from	per	unit	product	in	
the	online	retail	channel,	 ௧ܷ	in	the	offline	retail	channel,	and	ܷ	in	the	online	direct	channel.	We	
use	ݍ	to	represent	the	demand	in	the	online	retail	channel,	ݍ௧	in	the	offline	retail	channel,	and	
‐re	the	by	offered	price	retail	offline	and	price	retail	online	The	channel.	direct	online	the	in	ݍ
tailer	to	customers	is	denoted	by		and	௧,	respectively.	Assume	that	consumers	are	heteroge‐
neous	in	the	valuation	of	the	product.	Following	Chiang	et	al.	[26],	we	denote	the	consumption	
value	(alternatively	called	“willingness	to	pay”)	by	ݒ,	where	0  ݒ  1.	In	addition,	assume	that	
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	The	1.	of	density	a	with	1,	to	0	from	population	consumer	the	within	distributed	uniformly	is	ݒ
profits	earned	by	the	retailer	from	selling	per	unit	product	through	the	online	retail	channel	and	
the	offline	retail	channel	are	denoted	by	ߣ	and	ߣ௧,	respectively.	The	profits	earned	by	the	retail‐
er	and	the	manufacturer	are	denoted	by	ߎ	and	ߎ,	respectively.	The	delivery	lead	time	in	the	
online	retail	channel	and	online	direct	channel	is	denoted	by	ݐ	and	ݐ,	respectively.	We	use	ߚ	to	
represent	consumers’	delivery	lead	time	preference	coefficient,	where	ߚ  0.	Table	1	summariz‐
es	the	notations	used	in	this	paper.	

Let	݃ሺݐሻ ൌ ݁ିఉ௧ሺݐ  0, ݅ ൌ ݁,݉ሻ	represent	the	consumer	preference	for	delivery	lead	time.	
Previous	studies	mentioned	that	the	delivery	lead	time	in	the	online	channel	(no	matter	online	
retail	channel	or	online	direct	channel)	affects	the	perceived	value	of	a	product,	thus	influencing	
the	utility	of	customers	[3‐5].	The	utility	that	consumers	obtain	in	the	online	channel	is	not	only	
negatively	related	to	its	delivery	lead	time,	but	positively	related	to	the	delivery	lead	time	of	its	
competing	online	channels.	Hence,	 the	utilities	of	 the	customers	purchasing	products	 from	the	
online	retail	channel	and	online	direct	channel	are	represented	as	follows,	respectively:	
ܷ ൌ ሾ݃ሺݐሻ/݃ሺݐሻሿݒ െ  ൌ ݁ିఉሺ௧ି௧ሻݒ െ ܷ	and	, ൌ ሾ݃ሺݐሻ/݃ሺݐሻሿݒ െ  ൌ ݁ିఉሺ௧ି௧ሻݒ െ 	.
Let	ݐ߂ ൌ ݐ െ 	,ݐ and	we	 obtain	 ܷ ൌ ݁ఉ௱௧ݒ െ ܷ	and	 ൌ ݁ିఉ௱௧ݒ െ 	. In	 general,	 the	 re‐

tailer	is	closer	to	the	consumers	than	the	manufacturer,	we	have	ݐ  ݁ఉ௱௧	that	implies	It	.ݐ  1	
and	0 ൏ ݁ିఉ௱௧ ൏ 1.	

Next,	we	discuss	 the	demand	 functions	of	 the	retailer	and	 the	manufacturer	under	 the	 two	
different	channel	strategies.	
	

Table	1	Summary	of	notations	

Notation	 Description	
ܷ	 The	utility	of	consumers	buying	per	unit	product	from	the	online	direct	channel	

ܷ	 The	utility	of	consumers	buying	per	unit	product	from	the	online	retail	channel	

௧ܷ	 The	utility	of	consumers	buying	per	unit	product	from	the	offline	retail	channel	
ߎ 	 The	profit	of	a	retailer	

	ߎ The	profit	of	a	manufacturer	

mp 	 The	online	direct	selling	price	offered	by	a	manufacturer	to	a	consumer	
	 The	online	retail	price	offered	by	a	retailer	to	a	consumer	
	௧ The	offline	retail	price	offered	by	a	retailer	to	a	consumer	
	ߣ The	profits	earned	by	a	retailer	from	selling	per	unit	product	through	the	online	retail	channel	
	௧ߣ The	profits	earned	by	a	retailer	from	selling	per	unit	product	through	the	offline	retail	channel	
	ݍ The	quantity	demanded	of	a	product	in	the	online	direct	channel	
	ݍ The	quantity	demanded	of	a	product	in	the	online	retail	channel	
	௧ݍ The	quantity	demanded	of	a	product	in	the	offline	retail	channel	
	ݐ The	delivery	lead	time	in	the	online	direct	channel	
	ݐ The	delivery	lead	time	in	the	online	retail	channel	
	ݓ The	wholesale	price	charged	by	a	manufacturer	to	a	retailer	
	ݒ The	consumption	value	of	per	unit	product	
	ߚ Consumers’	delivery	lead	time	preference	coefficient	

3.2 Model formulation 

Scenario	1:	Retailer	adopts	the	single	online	retail	channel	strategy	

We	assume	that	the	utilities	of	the	consumers	purchasing	products	from	the	online	retail	chan‐
nel	 and	 the	online	direct	 channel	are	ܷଵ ൌ ݁ఉ௱௧ݒ െ ܷଵ	and	ଵ ൌ ݁ିఉ௱௧ݒ െ 	,ଵ respectively,	
where	subscript	1	represents	the	Scenario	1.	

When		ܷଵ  0	and	 ܷଵ  ܷଵ,	the	consumers	will	choose	online	retail	channel,	i.e.	ݒ  ݁ିఉ௱௧ଵ	
and	ݒ 

భିభ

ഁ೩ିషഁ೩
.	 Similarly,	 when	ܷଵ  0	and	ܷଵ  ܷଵ,	 the	 consumers	 will	 choose	 online	

direct	 channel,	 i.e.	ݒ  ݁ఉ௱௧ଵ	and	ݒ 
భିభ

ഁ೩ିషഁ೩
.	 Here,	 the	 condition	

భିభ

ഁ೩ିషഁ೩
 ݁ఉ௱௧ଵ	

should	be	satisfied.	In	summary,	the	demand	functions	of	the	online	retail	channel	and	the	online	
direct	channel	can	be	written	as	follow:	
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ଵݍ ൌ 1 െ
ଵ െ ଵ
݁ఉ௱௧ െ ݁ିఉ௱௧

	 (1)
	

ଵݍ ൌ
ଵ െ ଵ
݁ఉ௱௧ െ ݁ିఉ௱௧

െ ݁ఉ௱௧ଵ	 (2)

Scenario	2:	Retailer	adopts	the	dual	retail	channels	strategy	

The	 utilities	 of	 the	 consumers	 purchasing	 products	 from	 the	 offline	 retail	 channel,	 the	 online	
retail	 channel,	 and	 the	 online	 direct	 channel	 are	 denoted	 by	 ௧ܷଶ ൌ ݒ െ 	,௧ଶ ܷଶ ൌ ݁ఉ௱௧ݒ െ 	,ଶ
and	ܷଶ ൌ ݁ିఉ௱௧ݒ െ 	.2	Scenario	the	represents	2	subscript	where	respectively,	ଶ,

When	 ௧ܷଶ  0,	 ௧ܷଶ  ܷଶ,	 and	 ௧ܷଶ  ܷଶ,	 the	 consumers	 will	 choose	 offline	 retail	 channel.	
Here,	we	have	ݒ  ݒ	,௧ଶ 

మିమ
ଵିഁ೩

,	and	ݒ 
మିమ

ଵିషഁ೩
.	Moreover,	the	condition	

మିమ
ଵିഁ೩

 	should	௧ଶ
be	satisfied.		

When	 ܷଶ  ௧ܷଶ,	and	 ܷଶ  ܷଶ,	 the	consumers	will	 choose	online	retail	 channel.	 It	 implies	
that	ݒ  ݁ିఉ௱௧ଶ, ݒ 

మିమ
ଵିഁ೩

,	and	ݒ 
మିమ

ഁ೩ିషഁ೩
.	

When	ܷଶ  0,	ܷଶ  ௧ܷଶ,	and	ܷଶ  ܷଶ,	 the	consumers	will	choose	online	direct	channel.	
Here,	we	have	ݒ  ݁ఉ௱௧ଶ,	ݒ 

మିమ

ଵିషഁ೩
,	and	ݒ 

మିమ

ഁ೩ିషഁ೩
.	In	addition,	the	following	conditions	

should	be	satisfied:	
మିమ

ଵିషഁ೩
 ݁ఉ௱௧ଶ	and	

మିమ

ഁ೩ିషഁ೩
 ݁ఉ௱௧ଶ.  

In	summary,	the	demand	function	of	the	offline	retail	channel,	the	online	retail	channel,	and	
the	online	direct	channel	can	be	written	as	follow:	
	

௧ଶݍ ൌ
௧ଶ െ ଶ
1 െ ݁ఉ௱௧

െ
௧ଶ െ ଶ
1 െ ݁ିఉ௱௧

	 (3)
	

ଶݍ ൌ 1 െ
௧ଶ െ ଶ
1 െ ݁ఉ௱௧

	 (4)
	

ଶݍ ൌ
௧ଶ െ ଶ

1 െ ݁ିఉ௱௧
െ ݁ఉ௱௧ଶ	 (5)

3.3 Equilibrium outcomes 

Scenario	1:	Retailer	adopts	the	single	online	retail	channel	strategy	

In	Scenario	1,	the	profit	of	the	manufacturer	can	be	written	as:	
	

ଵߎ ൌ ଵݓ ൬1 െ
ଵݓ  ଵߣ െ ଵ
݁ఉ௱௧ െ ݁ିఉ௱௧

൰  ଵ ൬
ଵݓ  ଵߣ െ ଵ
݁ఉ௱௧ െ ݁ିఉ௱௧

െ ݁ఉ௱௧ଵ൰	 (6)
	

According	to	Eq.	6,	the	Hesse	matrix	of	ߎଵ	on	ଵ	and	ݓଵ	can	be	obtained	as	

ଵሻߎሺܪ ൌ
ଵ

ഁ೩ିషഁ೩
െ2݁

ଶఉ௱௧ 2
2 െ2

൨.	 Sinceడభ
మ

డభ
మ ൌ െ

ଶమഁ೩

ഁ೩ିషഁ೩
൏ 0	and	|ܪሺߎଵሻ| ,	ܪሺߎଵሻ	

is	a	negative	definite	matrix.	It	implies	that	ߎଵ	has	a	unique	maximum	about	ଵ	and	ݓଵ.	
Let	߲ߎଵ/߲ଵ ൌ 0	and	߲ߎଵ/߲ݓଵ ൌ 0.	 The	 reaction	 function	 of	 the	 manufacturer	 can	 be	

written	as	ଵ ൌ ݁ିఉ௱௧/2	and	ݓଵ ൌ ൫݁ఉ௱௧ െ 		.ଵ൯/2ߣ
In	Scenario	1,	the	profit	of	the	retailer	can	be	written	as:	

	

ଵߎ ൌ ଵሺ1ߣ െ
ଵݓ  ଵߣ െ ଵ
݁ఉ௱௧ െ ݁ିఉ௱௧

ሻ	 (7)
	

After	substituting	the	reaction	function	of	the	manufacturer	into	Eq.	7,	the	second	derivative	
of	ߎଵ	on	ߣଵ	is	given	as	follows	߲ଶߎଵ/߲ߣଵ

ଶ ൌ ݁ିఉ௱௧ െ ݁ఉ௱௧ ൏ 0.	It	means	that	ߎଵ	has	a	unique	
maximum	on	ߣଵ.		

Let	߲ߎଵ/߲ߣଵ ൌ 0.	The	optimal	pricing	decision	for	the	retailer	and	the	manufacturer	can	be	
obtained	as	follows:	
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ଵ
∗ ൌ

3
4
݁ఉ௱௧ െ

1
4
݁ିఉ௱௧ 	 (8)

	

ଵ
∗ ൌ

݁ିఉ௱௧

2
	 (9)

	

The	according	optimal	profits	 for	 the	retailer	and	 the	manufacturer	can	be	obtained	as	 fol‐
lows:	
	

ଵߎ
∗ ൌ

1
8
൫݁ఉ௱௧ െ ݁ିఉ௱௧൯	 (10)

	

ଵߎ
∗ ൌ

1
16

൫݁ఉ௱௧ െ 3݁ିఉ௱௧൯	 (11)

Scenario	2:	Retailer	adopts	the	dual	retail	channel	strategy		

In	Scenario	2,	the	profit	of	the	manufacturer	can	be	written	as:	
	

ଶߎ ൌ ଶݓ ൬1 െ
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

൰  ଶ ൬
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

െ ݁ఉ௱௧ଶ൰	 (12)
	

According	to	Eq.	12,	the	Hesse	matrix	of	ߎଶ	on	ଶ	and	ݓଶ	can	be	obtained	as	
	

ଶሻߎሺܪ ൌ
ଵ

ଵିషഁ೩
െ2݁

ఉ௱௧ 2
2 െ2

൨.		
	

Since	߲ଶߎଶ/߲ଶଶ ൌ െ2݁ఉ௱௧/൫1 െ ݁ିఉ௱௧൯ ൏ 0	and	|ܪሺߎଶሻ|  ‐def	negative	a	is	ଶሻߎሺܪ	,	0
inite	matrix,	which	means	ߎଶ	has	a	unique	maximum	on	ଶ	and	ݓଶ.	

Let	߲ߎଶ/߲ଶ ൌ 0	and	߲ߎଶ/߲ݓଶ ൌ 0;	hence,	the	reaction	function	of	the	manufacturer	can	
be	denoted	as	ଶ ൌ ݁ିఉ௱௧/2	and	ݓଶ ൌ ሺ1 െ 		.௧ଶሻ/2ߣ

In	Scenario	2,	the	profit	of	the	retailer	can	be	written	as:	
	

ଶߎ ൌ ௧ଶߣ ൬
௧ଶߣ െ ଶߣ
1 െ ݁ఉ௱௧

െ
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

൰  ଶߣ ൬1 െ
௧ଶߣ െ ଶߣ
1 െ ݁ఉ௱௧

൰	 (13)
	

After	substituting	the	reaction	function	of	the	manufacturer	into	Eq.	13,	the	Hessian	matrix	of	

ଶሻߎሺܪ	as	obtained	be	can	ଶߣ	and	௧ଶߣ	on	ଶߎ ൌ െ
ଵ

ଵିഁ೩
െ൫݁

ఉ௱௧  2൯ 2
2 െ2

൨.	

Since	߲ଶߎଶ/߲ߣ௧ଶ
ଶ ൌ ൫݁ఉ௱௧  2൯/൫1 െ ݁ఉ௱௧൯ ൏ 0	and	|ܪሺߎଶሻ|  	is	ଶሻߎሺܪ	,0 a	 negative	 defi‐

nite	matrix,	which	means	ߎଶ	has	a	unique	maximum	about	ߣ௧ଶ	and	ߣଶ	.	Let	߲ߎଶ/߲ߣ௧ଶ ൌ 0	and	

ଶߣ߲/ଶߎ߲ ൌ 0,	we	can	get	ߣ௧ଶ
∗ ൌ

షഁ೩൫ିଵାഁ೩൯

ଶ
		and	ߣଶ

∗ ൌ
ିషഁ೩ାഁ೩

ଶ
	.	

Therefore,	the	optimal	pricing	strategies	for	the	retailer	and	the	manufacturer	can	be	repre‐
sented	as	follows,	respectively:	
	

௧ଶ
∗ ൌ

3
4
െ
݁ିఉ௱௧

4
	 (14)

	

ଶ
∗ ൌ

1
4
൫1 െ ݁ିఉ௱௧  2݁ఉ௱௧൯	 (15)

	

ଶ
∗ ൌ

݁ିఉ௱௧

2
	 (16)

	

Accordingly,	the	optimal	profit	for	the	retailer	and	the	manufacturer	can	be	obtained	as	
follows:	
	

ଶߎ
∗ ൌ

1
8
൫2݁ఉ௱௧ െ ݁ିఉ௱௧ െ 1൯	 (17)

ଶߎ
∗ ൌ

1
16

൫1  3݁ିఉ௱௧൯	 (18)
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4. Analysis and discussion of results 

In	 this	section,	we	 firstly	 investigate	 the	 impact	of	consumer	delivery	 time	preferences	on	 the	
profit	and	optimal	pricing	strategies	of	the	retailers	and	manufacturers	under	the	two	channel	
structures.	Then,	we	explore	the	retailer’s	optimal	channel	strategy	and	its	impact	on	the	manu‐
facturer,	and	try	to	coordinate	the	conflict	between	the	retailer	and	the	manufacturer	in	the	re‐
tailer’s	channel	selection.	

Proposition	1:	When	the	retailer	adopts	the	single	online	retail	channel	strategy	(Scenario	1),	we	
have:	

(1)	 The	optimal	pricing	in	the	online	retail	channel	is	positively	related	to	consumer	prefer‐
ence	for	delivery	lead	time;		

(2)	 The	optimal	pricing	in	the	online	direct	channel	is	negatively	related	to	consumer	prefer‐
ence	for	delivery	lead	time;	

(3)	 The	optimal	profit	of	the	retailer	is	positively	related	to	consumer	preference	for	deliv‐
ery	lead	time;	

(4)	 The	optimal	profit	of	the	manufacturer	is	positively	related	to	consumer	preference	for	
delivery	lead	time.	

Proof	of	Proposition	1:	

(1)	 From	Eq.	 8,	we	 can	 get	
డభ

∗

డఉ
ൌ

ଵ

ସ
ሺ3݁ఉ௱௧  ݁ିఉ௱௧ሻݐ߂  0.	Hence,	ଵ

∗ 	is	 the	monotonically	

increasing	function	of	ߚ.		

(2)	 Similarly,	due	to	డభ
∗

డఉ
ൌ െ

షഁ೩௱௧

ଶ
൏ ଵ	,0

∗ 	decreases	monotonically	with	ߚ.	

(3)	 From	Eq.	10,	we	can	get	
డೝభ

∗

డఉ
ൌ

ଵ

଼
ሺ݁ఉ௱௧  ݁ିఉ௱௧ሻݐ߂  0.	Hence,	ߎଵ

∗ 	is	 the	monotonically	

increasing	function	of	ߚ.		

(4)	 Similarly,	due	to	
డభ

∗

డఉ
ൌ

ଵ

ଵ
ሺ݁ఉ௱௧  3݁ିఉ௱௧ሻݐ߂  ଵߎ	,0

∗ increases	monotonically	with	ߚ.		

Proposition	1(1)	indicates	that	the	optimal	pricing	in	the	online	retail	channel	increases	as	ߚ	
increases.	The	higher	the	value	of	ߚ,	the	shorter	the	delivery	lead	time	of	products	required	by	
consumers,	which	leads	to	an	increase	in	deliver	costs.	Therefore,	the	online	retail	price	increas‐
es	accordingly.	Moreover,	Proposition	1(3)	shows	that	with	the	increase	of	online	channel	price,	
the	 profit	 of	 the	 retailer	will	 increase	 correspondingly.	 In	 contrast,	 Proposition	1(2)	 indicates	
that	the	optimal	pricing	of	online	direct	channel	decreases	as	ߚ	increases.	Considering	that	man‐
ufacturers	are	at	a	disadvantage	compared	with	the	retailers	in	terms	of	spatial	distance	to	con‐
sumers,	manufacturers	 need	 to	 lower	 the	 online	 direct	 selling	 price	 to	 improve	 their	market	
competitiveness.	This	price	adjustment	may	lead	to	a	decline	in	the	profit	of	the	manufacturer	as	
shown	in	Proposition	1(4).	

Proposition	2:	When	the	retailer	adopts	the	dual	retail	channels	strategy	(Scenario	2),	we	have:	

(1)	 The	optimal	pricing	in	the	offline	retail	channel	is	positively	related	to	consumer	prefer‐
ence	for	delivery	lead	time.		

(2)	 The	optimal	pricing	in	the	online	retail	channel	is	positively	related	to	consumer	prefer‐
ence	for	delivery	lead	time.		

(3)	 The	optimal	pricing	in	the	online	direct	channel	is	negatively	related	to	consumer	prefer‐
ence	for	delivery	lead	time.		

(4)	 The	optimal	profit	of	the	retailer	is	positively	related	to	consumer	preference	for	deliv‐
ery	lead	time.		

(5)	 The	optimal	profit	of	the	manufacturer	is	negatively	related	to	consumer	preference	for	
delivery	lead	time.	

Proof	of	Proposition	2:		

(1)	 From	Eq.	14,	we	can	get	
డమ

∗

డఉ
ൌ

ଵ

ସ
݁ିఉ௱௧ݐ߂  0.	Hence,	௧ଶ

∗ 	is	the	monotonically	increasing	

function	of	ߚ.		
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(2)	 Similarly,	due	to	
డమ

∗

డఉ
ൌ

ଵ

ସ
ሺ݁ିఉ௱௧  2݁ఉ௱௧ሻݐ߂  ଶ	,0

∗ 	increases	monotonically	with	ߚ.		

(3)	 Due	to	
డమ

∗

డఉ
ൌ െ

ଵ

ଶ
݁ିఉ௱௧ݐ߂ ൏ ଶ	,0

∗ 	decreases	monotonically	with	ߚ.	

(4)	 From	Eq.	17,	we	can	get	
డೝమ

∗

డఉ
ൌ

ଵ

଼
ሺ2݁ఉ௱௧  ݁ିఉ௱௧ሻݐ߂  0.	Hence,	ߎଶ

∗ 	is	the	monotonically	

increasing	function	of	ߚ.		

(5)	 Similarly,	due	to	
డమ

∗

డఉ
ൌ െ

ଷ

ଵ
݁ିఉ௱௧ݐ߂ ൏ ଶߎ	,0

∗ 	decreases	monotonically	with	ߚ.	

Propositions	2(1)	and	2(2)	indicate	that	the	optimal	pricing	in	the	offline	retail	channel	and	
the	 online	 retail	 channel	 increases	 as	ߚ	increases.	 Considering	 that	 retailers	 have	 an	 inherent	
advantage	in	the	delivery	lead	time	of	products	compared	with	manufacturers,	Proposition	2(4)	
shows	that	retailers	can	increase	profits	by	increasing	offline	retail	prices	and	online	retail	pric‐
es	with	 the	 increase	 of	ߚ.	 In	 contrast,	 Proposition	 2(3)	 shows	 that	 the	 optimal	 pricing	 in	 the	
online	 direct	 channel	 decreases	 with	 the	 increase	 of	ߚ.	 Although	 manufacturers	 may	 obtain	
more	profits	from	retailers	as	ߚ	increases,	Proposition	2(5)	shows	that	the	additional	profits	are	
not	enough	to	offset	the	decline	in	profits	from	theirs	online	direct	channel.	

Proposition	3:	The	optimal	pricing	in	the	online	retail	channel	is	higher	than	that	in	the	offline	
retail	 channel	 and	 online	 direct	 channel	 under	 manufacturer	 encroachment	 considering	 con‐
sumer	preference	for	delivery	lead	time.	

Proof	of	Proposition	3:	

When	the	retailer	adopts	the	single	online	retail	channel	strategy,	we	have	ଵ
∗ െ ଵ

∗ ൌ
ଷ

ସ
݁ఉ௱௧ െ

ଵ

ସ
݁ିఉ௱௧ െ

ଵ

ଶ
݁ିఉ௱௧ ൌ

ଷ

ସ
ሺ݁ఉ௱௧ െ ݁ିఉ௱௧ሻ  0.	 When	 the	 retailer	 adopts	 the	 dual	 retail	 channels	

strategy,	 we	 have	 ଶ
∗ െ ௧ଶ

∗ ൌ
ଵ

ସ
൫1 െ ݁ିఉ௱௧  2݁ఉ௱௧൯ െ

ଵ

ସ
൫3 െ ݁ିఉ௱௧൯ ൌ

ଵ

ଶ
ሺ݁ఉ௱௧ െ 1ሻ  0 ,	 and	

ଶ
∗ െ ଶ

∗ ൌ
ଵ

ସ
൫1 െ ݁ିఉ௱௧  2݁ఉ௱௧൯ െ

ଵ

ଶ
݁ିఉ௱௧ ൌ

ଵ

ସ
൫1  2݁ఉ௱௧ െ 3݁ିఉ௱௧൯  0.	To	sum	up,	Proposi‐

tion	3	Q.E.D.	
Proposition	3	shows	that	retailers	can	set	online	retail	price	higher	than	offline	retail	prices	

and	 online	 direct	 selling	 price	 considering	 consumer	 preference	 for	 delivery	 lead	 time	 under	
manufacturer	encroachment.	This	finding	is	contrary	to	previous	findings	that	online	retail	price	
should	be	lower	than	offline	retail	price	to	improve	market	competitiveness.	

Proposition	4:	Considering	consumer	preference	for	delivery	lead	time	under	manufacturer	en‐
croachment,	we	have:	

(1)	 The	profit	of	the	retailer	from	adopting	the	dual	retail	channels	strategy	is	greater	than	
its	profit	from	adopting	the	single	online	retail	channel	strategy.	

(2)	 The	profit	margin	of	the	retailer	from	adopting	the	dual	retail	channels	strategy	and	the	
single	online	retail	channel	strategy	is	positively	related	to	ߚ.	

Proof	of	Proposition	4:	

(1) From	Eq.	10	and	Eq.	17,	we	can	get	
ଶߎ
∗ െ ଵߎ

∗ ൌ
ଵ

଼
ሺ2݁ఉ௱௧ െ ݁ିఉ௱௧ െ 1ሻ െ

ଵ

଼
ሺ݁ఉ௱௧ െ ݁ିఉ௱௧ሻ ൌ

ଵ

଼
ሺ݁ఉ௱௧ െ 1ሻ  0.		

(2)	 From	 Eq.	 10	 and	 Eq.	 17,	 we	 can	 get	
డሺೝమ

∗ ିೝభ
∗ ሻ

డఉ
ൌ

ଵ

଼
݁ఉ௱௧ݐ߂  0.	 Hence,	ߎଶ

∗ െ ଵߎ
∗ 	is	 the	

monotonically	increasing	function	of	ߚ.		

Proposition	5:	Considering	consumer	preference	for	delivery	lead	time	under	manufacturer	en‐
croachment,	we	have:	

(1)	 When	ߚ ∈ ሼ0 ൏ ߚ ൏
 ଷ

௱௧
ሽ,	the	profit	of	the	manufacturer	when	the	retailer	adopts	the	dual	

retail	channels	strategy	is	higher	than	its	profit	when	the	retailer	adopts	the	single	online	
retail	channel	strategy.	
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(2)	 When	ߚ ∈ ሼ
 ଷ

௱௧
൏ ߚ ൏ 1ሽ,	the	profit	of	the	manufacturer	when	the	retailer	adopts	the	dual	

retail	channels	strategy	is	lower	than	its	profit	when	the	retailer	adopts	the	single	online	
retail	channel	strategy.	

Proof	of	Proposition	5:		

(1) From	Eq.	11	and	Eq.	18,	we	can	get	
			 ଶߎ

∗ െ ଵߎ
∗ ൌ

ଵ

ଵ
ሺ3݁ିఉ௱௧  1ሻ െ

ଵ

ଵ
ሺ݁ఉ௱௧ െ 3݁ିఉ௱௧ሻ ൌ

ଵ

ଵ
ሺ1  6݁ିఉ௱௧ െ ݁ఉ௱௧ሻ	

Let	ߎଶ
∗ െ ଵߎ

∗  0,	we	have	0 ൏ ߚ ൏
 ଷ

௱௧
.	

(2) Similarly,	let	ߎଶ
∗ െ ଵߎ

∗ ൏ 0,	we	have	
 ଷ

௱௧
൏ ߚ ൏ 1.	

Proposition	4	shows	that	the	retailer	can	gain	more	profits	from	dual	retail	channels	strategy	
than	the	single	online	retail	channel	strategy	considering	consumer	preference	for	delivery	lead	
time.	 Therefore,	 the	dual	 retail	 channels	 strategy	 is	 the	better	 choice	 for	 the	 retailer	 than	 the	
single	online	retail	channel	strategy.	The	higher	the	value	of	ߚ,	the	larger	the	profit	margin	of	the	
retailer	between	the	two	channel	strategies.	However,	Proposition	5	shows	that	the	optimal	re‐
tail	 channel	 selection	 for	 the	 manufacturer	 is	 uncertain.	 When	 the	 value	 of	ߚ	is	 greater	 than	
some	threshold		

 ଷ

௱௧
,	the	single	online	retail	channel	strategy	is	the	best	choice	for	the	manufac‐

turer.	Conversely,	when	 the	value	of	ߚ	is	 less	 than	some	threshold	
 ଷ

௱௧
,	 the	dual	retail	channels	

strategy	is	the	best	choice	for	the	manufacturer.	

Numerical	simulation	

The	following	numerical	simulations	are	used	to	analyze	the	impact	of	ߚ	on	the	optimal	pricing	
and	profits	of	the	retailer	and	the	manufacturer.	For	the	convenience	of	discussion,	we	assume	
ݐ߂ ൌ 2.	

Firstly,	we	analyze	the	impact	of	ߚ	on	the	optimal	pricing	of	the	retailer	and	the	manufacturer.	
As	shown	in	Fig.	2a,	when	the	retailer	adopts	a	single	online	retail	channel	strategy,	the	optimal	
pricing	in	the	online	retail	channel	supply	chain	is	positively	related	to	ߚ,	whereas	the	optimal	
pricing	in	the	online	direct	channel	supply	chain	is	negatively	related	to	ߚ.	As	shown	in	Fig.	2b,	
when	the	retailer	adopts	the	dual	retail	channels	strategy,	the	optimal	pricing	in	the	offline	retail	
channel	and	online	retail	channel	have	a	positive	correlation	with	ߚ,	whereas	the	optimal	pricing	
in	the	online	direct	channel	shows	a	negative	correlation	with	ߚ.	It	is	worth	noting	that	ߚ	has	a	
significant	impact	on	the	optimal	pricing	in	the	online	retail	channel	when	the	retailer	adopts	the	
dual	retail	channels	strategy.	As	shown	in	Fig.	2b,	the	retailer	can	set	higher	online	retail	prices	
than	offline	retail	prices	and	online	direct	selling	prices	with	the	increase	of	ߚ	in	the	dual	retail	
channels	supply	chain.		
	

	

										a)	Single	online	retail	channel	supply	chain																																				b)	Dual	retail	channels	supply	chain				

Fig.	2	Impact	of	ߚ	on	optimal	pricing	(ݐ߂ ൌ 2)	
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Secondly,	we	analyze	the	impact	of	ߚ	on	the	profit	of	the	retailer	and	the	manufacturer.	It	can	
be	seen	from	Fig.	3a	that	retailer's	profit	in	the	dual	retail	channels	supply	chain	and	the	single	
online	retail	channel	supply	chain	is	positively	related	to	ߚ,	and	that	the	retailer's	profit	 in	the	
dual	 retail	 channels	supply	chain	 is	always	higher	 than	 that	of	 the	single	online	retail	 channel	
supply	chain,	which	means	 that	dual	 retail	 channels	strategy	 is	 the	optimal	channel	choice	 for	
the	retailer.	Meanwhile,	it	can	be	seen	from	Fig.	3b	that	manufacturer's	profit	in	the	single	online	
retail	channel	supply	chain	is	positively	related	to	ߚ,	whereas	manufacturer's	profit	in	the	dual	
retail	channels	supply	chain	is	negatively	related	to	ߚ,	and	that	the	dual	retail	channels	strategy	
is	 the	optimal	 choice	 for	 the	manufacturer	only	when	ߚ	is	 less	 than	

 ଷ

ଶ
.	Additionally,	 it	 can	be	

seen	from	Fig.	3	that	there	is	a	conflict	between	the	retailer	and	the	manufacturer	in	the	optimal	
channel	choice	of	the	retailer	when	ߚ	is	greater	than	

 ଷ

ଶ
.	

	

					a)	Impact	on	the	profit	of	the	retailer																																						b)	Impact	on	the	profit	of	the	manufacturer	

Fig.	3	Impact	of	ߚ	on	profit	(ݐ߂ ൌ 2)	

Supply	chain	coordination	

A	comparative	analysis	of	Proposition	4	and	Proposition	5	reveals	that	a	conflict	exists	between	
the	retailer	and	the	manufacturer	as	regards	to	the	optimal	channel	choice	of	the	retailer	when	ߚ	
is	greater	than	

 ଷ

௱௧
.	A	large	number	of	studies	show	that	supply	chain	members	can	resolve	the	

conflict	 of	 channel	 selection	 through	 coordination	 at	 different	 stages	 of	 supply	 chain	 decision	
[27].	In	this	section,	we	attempt	to	coordinate	the	conflict	by	using	a	compensation‐based	whole	
price	contract	and	examine	whether	the	retailer	and	the	manufacturer	can	reach	an	agreement	
on	the	optimal	channel	choice	of	the	retailer.		

We	assume	that	the	coordination	strategy	is	feasible	if	the	two	conditions	are	satisfied:	1)	the	
retailer’s	profit	from	adopting	the	dual	retail	channels	is	greater	than	the	profit	from	the	single	
offline	retail	channel;	2)	when	the	retailer	adopts	the	dual	retail	channels,	the	profit	of	the	manu‐
facturer	is	not	less	than	its	profit	when	the	retailer	adopts	the	single	online	retail	channel.	

Proposition	6:	In	a	retailer‐led	dual‐channel	supply	chain,	retailers	and	manufacturers	can	use	a	
compensation‐based	whole	price	contract	to	coordinate	the	conflict	regarding	the	optimal	chan‐
nel	choice	of	the	retailer	to	achieve	a	win–win	scenario.	

Proof	of	Proposition	6:	

Assume	 that	 the	 contract	ሺݓ, 	stipulates	ሻߩ that	 the	 retailer	 shares	 the	 proportion	 of	 profit	
ሺ0ߩ ൏ ߩ ൏ 1ሻ	with	 the	manufacturer	 after	 sales.	 The	 decision‐making	 problems	 of	 the	 retailer	
and	the	manufacturer	under	this	contract	can	be	written	as:	
	

ቐ
ଶሻߎሺݔܽ݉

ఒమ,ఒమ
ൌ ሺ1 െ ௧ଶሺߣሻሾߩ

௧ଶߣ െ ଶߣ
1 െ ݁ఉ௱௧

െ
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

ሻ  ଶሺ1ߣ െ
௧ଶߣ െ ଶߣ
1 െ ݁ఉ௱௧

ሻሿ

.ݏ .ݐ ଶߎ
∗  ଵߎ

∗
	 (19)

	

and	
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ە
ۖ
۔

ۖ
ଶሻߎሺݔܽ݉ۓ

మ,௪మ

ൌ ଶሺ1ݓ െ
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

ሻ  ଶሺ
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

െ ݁ఉ௱௧ଶሻ

                                                               ௧ଶሺߣሾߩ
௧ଶߣ െ ଶߣ
1 െ ݁ఉ௱௧

െ
௧ଶߣ  ଶݓ െ ଶ
1 െ ݁ିఉ௱௧

ሻ  ଶሺ1ߣ െ
௧ଶߣ െ ଶߣ
1 െ ݁ఉ௱௧

ሻሿ

.ݏ ଶߎ      .ݐ
∗  ଵߎ

∗

	 (20)

	

The	solution	of	Eq.	19	and	Eq.	20	can	be	obtained	by	using	the	backyard	induction.	
	

௧ଶ
∗ ൌ

3
4
െ

1
4݁ఉ௱௧

	 (21)
	

ଶ
∗ ൌ

1  2݁ఉ௱௧ െ ݁ିఉ௱௧

4
	 (22)

	

ଶ
∗ ൌ

݁ିఉ௱௧

2
	 (23)

	

ଶݓ
∗ ൌ

1  ݁ିఉ௱௧  ൫݁ିఉ௱௧ߩ െ 3൯
4ሺ1 െ ሻߩ

	 (24)

	

ଶߎ
∗ ൌ

2ሺ1 െ ሻ൫1ߩ െ ݁ିఉ௱௧൯  ݁ఉ௱௧ െ 1
8

	 (25)
	

ଶߎ
∗ ൌ

൫݁ఉ௱௧ߩ4 െ 1൯  3݁ିఉ௱௧  1
16

	 (26)
	

We	 can	 obtain	ߩ ∈ ሼ
ଵ

ସ
 ߩ ൏

ଵ

ଶ
ሽ	by	 solving	 the	 inequalities൜

ଶߎ
∗  ଵߎ

∗

ଶߎ
∗  ଵߎ

∗ ,	 i.e.	 the	 inequalities	

have	at	least	one	solution,	which	means	that	in	contract	ሺݓ, 	manufacturer	the	and	retailer	the	ሻ,ߩ
agree	on	the	optimal	channel	choice	of	the	retailer.	Therefore,	the	supply	chain	coordination	can	
be	reached	by	using	a	compensation‐based	whole	price	contract.	

Proposition	6	shows	that	the	retailer	who	chooses	dual	retail	channels	strategy	can	reach	a	
consensus	with	the	manufacturer	by	sharing	part	of	the	profit	with	the	manufacturer	after	sales.	
The	profit	of	 the	retailer	 is	 reduced	after	sharing,	but	 they	remain	higher	 than	 those	 from	the	
single	retail	channel	strategy.	Moreover,	dual	retail	channels	strategy	becomes	the	optimal	retail	
channel	choice	for	the	manufacturer	after	it	obtains	profit	sharing.		

5. Conclusion 

The	 following	 conclusions	 were	 obtained	 considering	 consumer	 preference	 for	 delivery	 lead	
time	under	manufacturer	encroachment	in	the	retailer‐led	dual‐channel	supply	chain:	

 The	dual	 retail	 channels	 strategy	 is	 the	optimal	channel	choice	 for	 the	retailers.	Our	nu‐
merical	 studies	 show	 that	 the	 profit	 margins	 that	 the	 retailer	 obtains	 from	 dual	 retail	
channels	supply	chain	and	single	online	retail	channel	supply	chain	will	 increase	as	con‐
sumers’	delivery	lead	time	preference	coefficient	increases.	

 The	optimal	pricing	of	online	retail	channel	and	offline	retail	channel	are	positively	related	
to	 consumers’	 delivery	 lead	 time	 preference	 coefficient,	 whereas	 the	 optimal	 pricing	 of	
online	direct	channel	is	negatively	related	to	consumers’	delivery	lead	time	preference	co‐
efficient.	Our	numerical	studies	show	that	consumers’	delivery	lead	time	preference	coef‐
ficient	has	 a	particularly	 significant	 impact	on	 the	optimal	pricing	of	 single	online	 retail	
channel.	

 The	 optimal	 pricing	 in	 the	 online	 retail	 channel	 is	 higher	 than	 that	 in	 the	 offline	 retail	
channel	and	online	direct	channel.	Thus,	a	retailer	can	set	online	retail	prices	higher	than	
its	offline	retail	prices	and	the	manufacturer’s	online	direct	selling	price.	
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• Although the optimal channel selection of the retailer may reduce the profit of the manu-
facturer, the retailer and the manufacturer can adopt a compensation-based whole price 
contract to coordinate the conflict brought by the optimal channel choice of the retailer. 

Several interesting topics can be explored for further research. In this study, we assumed that 
consumer preference for delivery lead time is determined. In practice, consumer preference for 
delivery lead time is heterogeneous and varies greatly due to different products purchased. For 
example, consumers may have a stronger delivery lead time preference for fresh and perishable 
products and a weaker preference for durable goods. In the future, studying the pricing and 
channel choice of the retailer in the dual-channel supply chain will be sensible in the case of un-
certain consumer preference for delivery lead time. 
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Manufacturing	products	tailored	to	the	individual	requirements	of	customers	
is	a	must	if	companies	want	to	compete	effectively	on	the	market.	The	produc‐
tion	of	customized	goods	poses	new	challenges	for	all	areas	of	functioning	of	
production	systems.	It	is	necessary	to	adopt	such	rules	and	methods	that	will	
allow	a	flexible	response	to	product	design	changes	and	their	demand	In	the	
organization	of	production	flow	(materials	and	information).	The	article	pre‐
sents	research	carried	out	in	the	SmartFactory	laboratory	of	the	Poznań	Uni‐
versity	of	Technology	regarding	the	impact	of	the	structure	of	products	(cus‐
tomization)	on	the	realization	of	current	production	orders.	The	research	was	
carried	 out	 using	 the	 FlexSim	 simulation	 environment.	 Based	on	 simulation	
experiments	for	three	forms	of	organization	of	production	flow	with	varying	
degrees	 of	 flexibility	 of	 production	 resources,	 an	 analysis	 was	made	 of	 the	
time	of	execution	of	various	sets	of	production	orders	and	the	level	of	use	of	
available	working	time.	The	results	of	research	indicate	that	in	the	production	
of	products	with	low	and	high	planned	labor	consumption,	the	use	of	univer‐
sal	production	station	is	the	most	advantageous.	For	such	a	solution,	the	de‐
gree	of	utilization	of	the	available	working	time	of	production	stations	is	also	
the	 highest.	 It	 was	 also	 found	 that	 the	 principles	 of	 scheduling	 production	
orders	affect	the	effectiveness	of	the	production	system.	The	best	results	were	
obtained	 for	 the	 production	 schedule,	 where	 the	 sequence	 of	 production	
orders	was	established	from	the	lowest	planned	time	of	resource	loading.	
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1. Introduction

Manufacturing	companies	try	to	meet	growing	demands	and	changing	customer	demand	in	var‐
ious	ways.	 Some	 of	 them	 try	 to	 improve	 production	 processes	 by	 implementing	 various	 con‐
cepts,	e.g.	Lean	Manufacturing	or	Six	Sigma,	so	as	to	be	able	to	produce	products	of	the	required	
quality	 in	a	 short	 time	and	at	 relatively	 low	costs	 [1].	Others,	however,	decide	 to	manufacture	
products	 designed	 for	 individual	 customer	 orders,	 i.e.	mass	 customization	 (MC)	 [2].	 The	 term	
mass	 customization	was	 first	used	by	Stan	Davis	 in	Future	Perfect	 [3]	 and	 then	developed	by	
Pine	 II	 [4].	 In	 this	 paradigm	 it	 is	 extremely	 important	 to	 offer	 products	 tailored	 to	 individual	
customer	needs	while	maintaining	mass	production	efficiency	[5‐7].	The	purpose	of	mass	cus‐
tomization,	however,	 is	not	 to	provide	different	product	variants,	but	 to	design	 the	product	 in	
accordance	with	 the	 individual	 requirements	of	 the	recipient	 [8].	The	 implementation	of	mass	
customization	is	very	attractive	 from	the	customer's	point	of	view,	but	for	the	company	it	cre‐
ates	 the	 risk	of	 failure,	 especially	due	 to	 the	 increase	 in	 costs	of	designing	and	manufacturing	
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products.	The	MC	strategy	can	give	a	competitive	advantage	on	the	market	only	if	the	company	
is	able	to	quickly	respond	to	changing	expectations	and	requirements	of	customers,	i.e.	it	is	able	
to	 combine	 the	MC	 strategy	with	 the	Quick	Response	 (QR)	 strategy.	 The	 combination	 of	 both	
strategies	 is	 only	 possible	 if	 the	 company	 has	 a	 flexible	 production	 system	 (including	 flexible	
production	 resources)	 and	 is	 able	 to	 quickly	 design	 and	 implement	 new	 products	 and	 their	
manufacturing	processes	[9‐12].	
	 Mass	customization	is	also	one	of	the	basic	goals	of	industry	4.0	[13,	14].	Industry	4.0	refers	
to	the	Digital	Manufacturing	System	provided	by	the	effective	integration	of	production	process‐
es,	information	technologies	and	equipment	[15,	16].	The	main	goal	of	industry	4.0	is	to	improve	
the	efficiency	and	reactivity	of	the	production	system	[16].	In	industry	4.0,	production	processes	
must	also	be	more	flexible,	combining	high	efficiency	and	diversity	of	the	production	range,	and	
intelligent	 to	be	able	 to	successfully	meet	 the	challenges	of	dynamically	changing	demand	and	
individual	customer	needs	[18‐20].		
	 A	measure	of	the	flexibility	of	the	production	process	is	its	ability	to	perform	operations,	as	
well	as	the	"speed"	at	which	it	can	be	prepared	to	perform	a	new	task.	However,	a	high	degree	of	
production	flexibility	causes	problems	with	organization	and	production	control	[21‐24].	These	
problems	result	primarily	from	the	dynamic	conditions	of	customer	demand,	the	production	of	
various	 products	 and	 the	 failure	 to	 use	 the	 available	 production	 capacity	 of	 production	 re‐
sources.	One	of	the	factors	affecting	the	use	of	the	available	production	capacity	of	machines	and	
technological	 devices	 in	 flexible	 production	 systems	 is	 the	 degree	 of	 specialization	 of	 work‐
stations	[25].	This	means	that	in	the	case	of	flexible	production	processes,	the	use	of	special	and	
specialized	work	stations	(i.e.	having	dedicated	equipment	for	the	production	of	specific	types	of	
products	and	production	operations	on	these	products)	carries	the	risk	of	not	using	the	available	
production	capacity	of	these	stations	[26].	Therefore,	 in	the	case	of	mass	customization	strate‐
gies,	universal	work	stations	that	can	carry	out	different	production	tasks	on	different	products	
are	more	 often	 used.	 These	 universal	work	 stations	 can	 be	 assembled	 into	 a	 production	 line,	
manufacturing	cell	or	take	the	form	of	a	workplace	organization	of	production	[27].	
	 In	 turn,	dynamic	conditions	of	demand	and	the	production	of	various,	customized	products	
force	production	companies	to	look	for	the	best	solutions	in	the	field	of	organization	and	control	
of	production.	To	this	end,	many	of	them	decide	to	use	simulation	methods	that	allow	the	analy‐
sis	and	evaluation	of	different	variants	of	the	organization	of	production	flow	[28,	30,	31].	The	
term	"simulation"	means	imitating	the	real	situation,	real	objects	and	connections	that	exist	be‐
tween	these	objects	[29,	32].	Simulation	is	a	research	method	and	enables	research,	analysis	and	
evaluation	of	introduced	changes	outside	of	real	processes	[33,	34].	In	a	simplified	way,	the	sim‐
ulation	is	carried	out	in	three	steps	[35]:	

 designing	the	simulation	model	of	the	actual	process	or	system, 
 conducting	experiments	using	the	simulation	model, 
 using	the	results	obtained	to	improve	the	actual	system	or	process. 

	 Simulation	models	 of	manufacturing	 processes	 are	 built	 to	 reduce	 the	 risk	 of	 failure	when	
making	significant	changes	to	the	actual	process	or	when	designing	a	new	process	to	be	able	to	
choose	the	best	variant	of	the	organization	of	production.	The	simulation	allows	you	to	gain	in‐
sight	into	complex	process	structures,	test	new	rules	for	the	organization	of	production,	or	flow	
of	 materials	 through	 the	 process,	 analyze	 production	 indicators	 or	 collect	 information	 and	
knowledge	without	violating	the	actual	process	[33,	36].		
	 This	article	presents	the	results	of	research	aimed	at	determining	the	impact	of	the	form	of	
the	organization	of	production	flow	on	the	efficiency	of	the	set	of	production	orders	for	custom‐
ized	products	 (with	different	construction	structure).	Three	groups	of	products	were	adopted,	
different	 in	 terms	of	 labour	 intensity	of	performance.	A	series	of	simulation	experiments	were	
carried	out	for	three	samples	of	production	order	sets	implemented	in	three	variants	of	forms	of	
organization	of	production	flow:	linear,	cell	and	station.	In	addition,	each	set	of	orders	was	sub‐
jected	 to	 experiments	 taking	 into	 account	 different	 rules	 for	 scheduling	 orders:	 in	 any	 order,	
from	the	longest	to	the	shortest	and	from	the	shortest	to	the	longest.	The	obtained	results	were	
analyzed	 in	 terms	of	 the	time	of	order	completion	and	the	degree	of	use	of	 the	available	work	
time	of	the	workstations.		
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2. Problem presentation and a goal of the research 

2.1 SmartFactory laboratory at Poznan University of Technology 

The	production	system	at	the	SmartFactory	laboratory	of	the	Poznan	University	of	Technology	
was	built	 to	 conduct	 research	works	 for	 various	 technical	 and	organizational	 solutions	 in	 line	
with	the	concept	of	Industry	4.0.	The	laboratory	equipment	allows	mapping	of	various	processes	
occurring	in	the	real	production	system.		

Research	work	carried	out	in	the	laboratory	focuses	on:	

 development	of	systems	supporting	the	design	and	configuration	of	customized	products, 
 additive	production	of	parts	and	production	instrumentation,	 
 application	of	virtual	 reality	and	augmented	 reality	 solutions	 in	production	and	 training	

processes, 
 development	 and	 testing	 of	 methods	 and	 information	 systems	 supporting	 production	

planning	and	control, 
 implementing	technical	solutions	to	supervise	and	control	material	flow,	e.g.	RFID,	RTLS. 

The	main	element	is	the	automatic	assembly	line.	It	consists	of	three	transport	loops	at	which	
work	stations	are	located.	The	loops	are	equipped	with	switches	that	enable	the	redirection	of	
the	pallet	being	 the	carrier	 transporting	 the	product	 to	any	 transport	 loop.	Each	pallet	has	an	
RFID	 tag	enabling	 its	 identification	and	directing	 its	movement	by	 the	RFID	head	 reading	and	
switches	 steering.	 The	 line	 is	 controlled	 by	 a	 control	 cabinet	 equipped	with	 power	 elements,	
protection	systems,	power	supply,	PLC	controller,	and	security	system	module.	The	system	uses	
two	industrial	networks	AS‐interface	and	ProfiNet	for	controlling	devices.	

Production	system	management	is	carried	out	by	an	IT	system	called	4Factory.	Communica‐
tion	 between	 system	 elements	 takes	 place	 via	 the	 Internet	 of	 Things.	 The	 4Factory	 system	 is	
built	of	a	number	of	modules	whose	functionalities	enable	production	planning,	supervision	of	
material	flow,	and	control	of	the	production	line	operation	(Fig.	1).	

The	production	process	in	the	SmartFactory	laboratory	involves	the	assembly	of	parts	prod‐
ucts	in	the	form	of	lego	blocks.	They	were	adopted	as	a	basic	element	of	the	construction	of	fin‐
ished	products	so	that	the	flexibility	was	provided	in	the	field	of	product	construction	in	accord‐
ance	with	the	idea	of	customization	of	production.	The	flow	of	products	on	the	production	line	is	
carried	out	according	to	the	principle	of	one	piece	flow,	where	a	transport	pallet	is	the	carrier.	
Work	stations	are	equipped	with	flow	racks	that	allow	storage	of	containers	with	parts	and	as‐
semblies	for	assembly	of	finished	products.	The	shelves	were	also	equipped	with	RFID	reading	
heads	enabling	their	identification.	The	basis	for	starting	the	production	process	is	the	schedule	
developed	 in	 the	 4Factory	 program.	 It	 provides	 information	 about	 the	 order	 of	 production	 of	
products	and	their	assembly	sequence	at	 individual	positions.	The	assembly	process	 is	carried	
out	manually	by	operators	who	carry	out	 tasks	 in	accordance	with	 the	schedule	and	assembly	
instructions.		

	

 
Fig.	1	View	and	visualization	of	the	SmartFactory	laboratory	
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2.2 The aim of the test 

The	technical	equipment	and	possibilities	in	the	scope	of	product	construction	influence	the	high	
flexibility	of	the	production	system.	Therefore,	one	of	the	research	directions	is	the	development	
of	a	dynamic	method	of	scheduling	and	controlling	production	flow	for	high	variability	of	prod‐
uct	variants	(customized	products).	The	presented	research	is	one	of	their	stages.	
	 The	aim	of	the	research	was	to	determine	the	impact	of	the	form	of	the	organization	of	pro‐
duction	flow	on	the	efficiency	of	the	realization	of	a	set	of	production	orders	for	products	with	
different	constructional	structures.		

The	study	assumed	three	variants	of	the	production	flow	form	(Fig.	2):	

 Variant	1	(variant	1‐6):	 linear	 form	–	 the	production	process	 for	each	product	 is	carried	
out	at	all	six	subsequent	workstations.	

 Variant	2	(variant	1‐2‐2‐1	):	nest	form	–	the	production	process	of	a	given	product	is	car‐
ried	out	at	station	1,	manufacturing	cell	1	or	2	containing	two	stations	and	station	6.	

 Variant	3	 (variant	1‐4‐1):	workplace	 form	–	 the	process	of	producing	a	given	product	 is	
carried	out	at	station	1,	then	at	one	of	the	universal	stations	from	2	to	5	and	station	6.	

18	different	parts	with	different	numbers	and	assembly	configuration	were	the	basis	for	the	
construction	of	product	variants.	 In	this	way,	products	with	different	constructional	structures	
and	thus	different	planned	load	times	for	work	stations	are	created.	The	standard	assembly	time	
for	one	part	 is	4	[s],	and	the	same	time	to	manufacture	1	piece	of	product	 is	a	multiple	of	 this	
time	and	the	number	of	pieces	of	product	components.	

Variants	1‐6	 include	 the	assumption	 that	each	product	with	any	constructional	 structure	 is	
implemented	at	all	six	subsequent	work	stations.	At	the	given	work	station,	3	types	of	parts	that	
are	assembled	are	strictly	defined.	

Variants	1‐2‐2‐1	assume	the	occurrence	of	2	mutually	replaceable	manufacturing	cells	con‐
sisting	of	 two	stations.	 In	this	variant,	stations	1	and	6	provide	for	the	assembly	of	parts	as	 in	
option	1,	while	the	assembly	of	other	parts	is	possible	in	manufacturing	cells.	
Finally	in	variant	1‐4‐1,	at	stations	1	and	6,	the	assembly	of	parts	is	carried	out	as	in	the	previous	
variants.	Stations	2	to	5	are	replaceable/universal,	where	it	is	possible	to	install	other	parts.	

The	presented	scope	of	tests	was	conducted	in	the	FlexSim	simulation	environment	and	the	
obtained	results	were	the	basis	for	developing	the	production	schedule	in	the	4Factory	program,	
controlling	the	assembly	line	in	real	conditions.	

	
Fig.	2	Schemes	of	variants	of	forms	of	organization	of	production	flow	
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3. A simulation‐based approach 

The	research	involved	conducting	a	number	of	simulation	experiments	in	the	FlexSim	environ‐
ment	and	included	the	implementation	of	production	order	sets	for	the	assumed	three	variants	
of	the	organizational	form	of	production	flow.	They	were	carried	out	according	to	the	following	
stages:	 execution	 and	 verification	 of	 simulation	models	 of	 variants	 of	 production	 flow	 forms,	
design	of	products	and	their	technological	processes,	development	of	sets	of	production	orders,	
conducting	simulation	experiments,	and	analysis	of	results.	

3.1 Simulation models of different forms of production flow 

Simulation	 models	 for	 the	 SmartFactory	 laboratory	 reflected	 all	 the	 necessary	 technical	 and	
functional	 elements	 of	 the	production	 system.	Objects	 representing	 the	necessary	 elements	 of	
the	production	process	(e.g.	order	 list)	but	also	technical	elements	ensuring	the	proper	opera‐
tion	of	 the	models	have	been	 implemented.	These	elements	 include	 tables	containing	parame‐
ters	and	results	of	the	model's	operation	as	well	as	objects	visualizing	its	operation.	An	example	
of	the	visualization	of	the	simulation	model	for	one	of	the	variants	of	the	form	of	organization	of	
the	flow	is	shown	in	Fig.	3.	

The	operation	of	the	simulation	model	is	determined	by	the	parameters	contained	in	the	"pa‐
rameters"	table.	This	table	contains	both	general	parameters	for	the	model	and	detailed	parame‐
ters	 for	each	of	 the	products.	The	 list	of	production	orders	 is	 represented	 in	 the	model	 in	 the	
form	of	an	appropriate	 table	of	 the	 "orders"	object	 ‐	 a	 single	 row	 in	 this	 table	 represents	one	
order	and	contains	the	following	parameters:	product	name,	order	size,	and	sequence	of	its	exe‐
cution.	 The	 results	 of	 the	model	 operation	 are	 represented	 by	 output	 tables,	messages	 in	 the	
simulator	console	window,	and	graphs	updated	during	the	model	operation.	
	

	
Fig.	3	Schemes	of	variants	of	forms	of	organization	of	the	flow	of	production	

3.2. The aim of the research 

The	study	assumed	the	existence	of	three	groups	of	products	with	different	numbers	of	compo‐
nents	forming	the	constructional	structure	and	thus	with	different	planned	load	times	for	work	
stations.	 This	 time	 is	 understood	 as	 the	 required	 standard	 lead	 time	 for	 assembly	 tasks	 at	 all	
work	stations.	Product	groups	were	defined	as:	

 products	with	a	small	planned	load	time	–	products	containing	10	to	20	parts,	
 products	with	an	average	planned	load	time	–	products	with	20	to	40	parts,	
 products	with	a	high	planned	load	time	–	products	containing	from	40	to	70	parts.	

For	each	product	group,	30	structurally	different	products	were	designed	and	technological	pro‐
cesses	were	developed	for	them,	taking	into	account	the	assumed	variants	of	production	flow.	

Product	 groups	were	 then	 the	 basis	 for	 generating	 sets	 of	 production	 orders	 to	 be	 imple‐
mented	in	simulation	models.	Three	sets	of	production	orders	were	generated	for	each	group	of	
products:	
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 for	products	with	low	labor	intensity	(designations	L	1‐3),	
 for	products	with	low	average	labor	consumption	(designations	M	1‐3),	
 for	products	with	low	high	labor	consumption	(designations	H	1‐3	),	

which	differed	in	the	occurrence	of	product	variants,	 in	their	share	in	the	collection	and	in	the	
number	of	pieces.		

Sets	of	production	orders	included	restrictions:		

 the	maximum	number	of	items	in	the	set	of	production	orders:	100	items,		
 the	number	of	items	in	the	production	order:	5‐20	items,		
 the	number	of	production	orders	in	the	set:	30,	
 production	orders	in	the	set	may	refer	to	a	given	product	many	times.	

Table	1	presents	the	general	characteristics	of	production	order	sets.	
	

Table	1	Characteristics	of	production	order	set	
Set	of	orders		 Total	planned	time	

load	workstation	
Minimum	planned	
duration	of	load	
workstation	

Maximum	estimated	
time	of	load	work‐
station	

Minimum	number	
of	pieces	

Maximum	number	
of	pieces	

L1	 246,67 3.33 17.33 5 20	
L2	 248.93 3.33 17.07 5 20	
L3	 238.13 3.33 15.20 5 19	
M1	 682.07 12.00 47.50 5 20	
M2	 682.80 13.53 48.00 5 19	
M3	 674.53 12.00 40.53 5 19	
H1	 1293.73 41.33 84.00 5 20	
H2	 1294.93 44.80 88.00 6 20	
H3	 1290.93 41.67 79.80 5 19	

3.3. Simulation experiments 

Simulation	experiments	were	carried	out	for	three	samples	of	each	of	the	production	order	sets	
with	the	characteristics	described	above	for	each	variant	of	the	organization	of	production	flow.	
Each	set	of	orders	was	also	subjected	to	experiments	taking	into	account	different	rules	for	their	
ordering	(establishing	the	order	of	implementation	in	the	production	schedule),	namely:	in	ran‐
dom	order,	 from	 the	 largest	 to	 the	 smallest	 and	 from	 the	 smallest	 to	 the	 largest	planned	 load	
time	of	work	stations.	In	total,	81	simulation	experiments	were	carried	out.	
	 In	 the	 research,	 the	 production	 execution	 time	was	 assumed	 as	 the	main	 indicator	 for	 the	
assessment	of	production	flow	variants.	However,	the	degree	of	utilization	of	the	available	work‐
ing	time	of	work	stations	was	also	introduced	as	an	additional	indicator.		

4. Results and discussion 

4.1. Production order processing time 

The	results	of	the	research	were	the	result	of	simulation	tests.	The	analysis	of	these	results	in‐
cluded	the	time	of	execution	of	production	orders	and	the	degree	of	use	of	the	available	working	
time	at	work	stations.	
	 The	production	order	group	execution	time	covers	the	period	from	the	beginning	of	the	first	
operation	of	the	first	order	to	the	end	of	the	last	operation	of	the	last	order	included	in	the	pro‐
duction	schedule.	
Based	on	the	analysis	of	the	results,	it	can	be	concluded	that	for	products	with	a	small	planned	
load	 time,	 the	 shortest	 order	 fulfillment	 times	were	 obtained	 for	 variant	 1‐4‐1	 of	 the	 form	of	
production	 flow	 for	 three	 samples	 and	 for	 three	 rules	 for	 order	 scheduling	 in	 the	 production	
schedule.	The	 linear	 form	(variants	1‐6)	turned	out	to	be	the	worst	 for	all	 three	sets	of	orders	
and	each	of	the	three	variants	of	the	production	schedule.	Data	analysis	also	showed	no	signifi‐
cant	impact	of	scheduling	on	order	processing	time	(Fig.	4).	
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Fig.	4	Comparison	of	production	order	fulfillment	times	for	products	with	low	planned	resource	load	

For	products	with	an	average	planned	load	of	workstation,	the	time	of	order	sets	are	comparable	
for	all	three	variants	of	organization	of	production	flow.	The	analysis	did	not	show	in	this	case	a	
significant	correlation	of	the	analyzed	factors.	Only	a	comparison	within	a	given	set	of	produc‐
tion	orders	allows	to	indicate	the	best	variant.	For	the	set	of	orders	1,	the	results	are	comparable	
with	 the	 indication	 for	option	1‐4‐1.	Variant	1‐2‐2‐1	allows	the	shortest	order	 fulfillment	 time	
for	the	set	of	orders	2	and	3	(Fig.	5).	
	

	

Fig.	5	Comparison	of	delivery	times	for	production	orders	for	products	with	average	planned	resource	load	

For	products	with	high	planned	load	of	stations,	the	shortest	times	were	obtained	in	option	1‐4‐
1	forms	of	production	flow	for	three	samples	and	three	rules	for	order	scheduling	in	the	produc‐
tion	schedule.	The	linear	form	(variants	1‐6)	turned	out	to	be	the	worst	for	all	three	samples	and	
for	each	of	the	three	variants	of	the	production	schedule.	Analysis	of	the	results	indicates	that	for	
variant	 1‐6	 the	 shortest	 times	were	 achieved	 in	 the	 case	 of	 order	 scheduling	 from	 the	 lowest	
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load	time	for	work	stations.	However,	in	the	case	of	variants	1‐2‐2‐1	and	1‐4‐1,	the	shortest	or‐
der	 fulfillment	 times	were	 obtained	 for	 scheduling	with	 the	 largest	 planned	 load	 of	 positions	
(Fig.	6).	
	

	
	

Fig.	6	Comparison	of	delivery	times	for	production	orders	for	products	with	high	planned	resource	load	

4.2 Use of available working time  

The	reference	value	for	analyzing	the	degree	of	use	of	 the	available	working	time	of	work	sta‐
tions	was	the	time	of	implementation	of	a	given	set	of	production	orders.		
	

	
	

Fig.	7	Comparison	of	the	use	of	available	working	time	for	products	with	low	planned	resource	load	
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For	orders	with	a	low	planned	load	on	work	stations,	the	largest	use	of	available	working	time	
was	obtained	for	the	variant	1‐4‐1	of	organization	of	production	flow.	Similar	values	were	ob‐
tained	for	variant	1‐2‐2‐1,	while	variant	1‐6	has	the	lowest	level	of	use	of	available	working	time.	
These	results	apply	to	all	rules	for	scheduling	the	implementation	of	production	orders	(Fig.	7).	
	

	
	

Fig.	8	Comparison	of	use	of	available	working	time	for	products	with	average	planned	resource	load	

Simulation	experiments	 for	sets	of	orders	with	an	average	planned	 load	time	of	production	
positions	did	not	 indicate	clear	correlations	between	 the	examined	 factors.	 In	 the	case	of	 ran‐
dom	orders,	the	results	are	comparable	for	each	variant	of	the	organization	of	production	flow.	
Variants	1‐2‐2‐1	and	1‐4‐1	allow	 to	obtain	 slightly	better	 results	 for	production	 schedules	 set	
according	to	the	rules	from	the	smallest	and	the	longest	planned	load	time	of	work	stations,	Fig.	8.	
	

	
	

Fig.	9	Comparison	of	the	use	of	available	working	time	for	products	with	high	planned	resource	load	
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Analysis	of	results	for	order	sets	with	high	planned	load	of	stations,	the	largest	use	of	availa‐
ble	working	 time	occurs	 for	 variants	1‐4‐1	of	 organization	of	 production	 flow.	 Similar	 values	
were	 obtained	 for	 variant	 1‐2‐2‐1,	 while	 variant	 1‐6	 has	 the	 lowest	 level	 of	 use	 of	 available	
working	time.	These	results	apply	to	all	rules	for	scheduling	the	implementation	of	production	
orders	(Fig.	9).	

	

	
	

Fig.	10	Production	system	blockade	for	products	with	low	planned	resource	load	

	
	

Fig.	11	Production	system	blockade	for	products	with	average	planned	resource	load	
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The	basic	factor	affecting	the	degree	of	use	of	the	available	working	time	of	work	stations	was	
the	so‐called	"blockade".	It	refers	to	the	situation	in	which	it	is	not	possible	to	continue	with	the	
production	 orders	 for	 a	 given	 position	 due	 to	 the	 occurrence	 of	 the	maximum	 level	 of	 inter‐
operational	stock.	This	is	due	to	the	technical	limitations	of	the	assembly	line,	as	mentioned	ear‐
lier,	where	a	maximum	of	10	transport	pallets	(product	carrier)	can	be	on	a	given	transport	loop	
between	stands.	

The	results	of	the	simulation	experiments	carried	out	indicate	that:	

 in	the	case	of	production	orders	for	products	with	a	 low	resource	load	time,	station	1	of	
variants	1‐6	most	often	had	downtime	caused	by	blockade	for	all	three	types	of	production	
schedules	(Fig.	10),	

 for	orders	for	products	with	medium	load	time	the	longest	downtime	occurred	at	stations	
4	and	5	for	all	variants	of	the	organization	of	production	flow	(Fig.	11),		

 the	execution	of	orders	for	products	with	a	high	resource	load	time	in	variants	1‐6	and	for	
all	variants	of	their	scheduling	resulted	in	stops	of	positions	2	and	3	(Fig.	12).		

The	reason	for	such	states	of	operating	of	the	production	system	is	the	lack	of	load	balancing	of	
work	stations	and	synchronization	of	product	flow	for	the	production	line.	

	
	

Fig.	12	Production	system	blockade	for	products	with	a	high	planned	resource	load	

4.3 Comparison of the results 

A	summary	of	the	results	of	the	tests	is	presented	in	Table	2.	It	contains	a	summary	of	average	
parameter	values	of	assessment	for	three	sets	of	production	orders.	

Based	on	these	values	it	can	be	concluded	that	the	use	of	universal	positions	in	the	produc‐
tion	system	(variants	1‐4‐1	form	of	organization	of	production	flow)	allows	to	shorten	the	time	
of	implementation	of	production	orders	for	products	with	small	and	large	planned	resource	load	
time.	For	such	solution,	the	degree	of	utilization	of	the	available	working	time	is	also	the	highest.	
The	obtained	results	of	the	effectiveness	of	functioning	of	the	production	system	are	influenced	
by	the	rules	for	scheduling	production	orders.	The	best	results	can	be	obtained	for	the	produc‐
tion	 schedule,	 where	 the	 schedule	 of	 work	 is	 set	 starting	 with	 the	 orders	 with	 the	 lowest	
planned	resource	load	time.		
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Table	2	Summary	of	test	results	
Orders	with	low	planned	resource	load	time

Assessment	
parameters	

Random	order	scheduling	
Ordering	from	the	shortest	

resource	load	time	
Ordering	from	the	longest	

resource	load	time	
1‐6	 1‐2‐2‐1	 1‐4‐1	 1‐6	 1‐2‐2‐1	 1‐4‐1	 1‐6	 1‐2‐2‐1	 1‐4‐1	

Order	processing	time	
[min]	

53.60	 48.26	 47.66	 54.05	 48.47	 46.84	 52.68	 48.69	 48.08	

Utilization	of	available	
working	time	

[%]	
76.1	 86.6	 87.7	 75.4	 86.3	 89.3	 77.4	 85.8	 86.9	

Orders	with	average	planned	resource	load
Order	processing	time	

[min]	
135.79	 134.74	 134.47	 133.82	 132.48	 132.30	 134.15	 131.17	 134.88	

Utilization	of	available	
working	time	

[%]	
85.2	 85.3	 85.5	 84.7	 87.0	 87.1	 84.4	 86.3	 85.1	

Orders	with	high	planned	resource	load
Order	processing	time	

[min]	
236.68	 226.11	 223.31	 238.02	 226.91	 223.17	 236.33	 227.07	 224.06	

Utilization	of	available	
working	time	

[%]	
91.1	 95.3	 96.5	 90.6	 95.0	 96.6	 91.8	 94.9	 96.2	

	
The	variant	of	organization	of	production	flow	based	on	universal	manufacturing	cells	(vari‐

ant	1‐2‐2‐1)	allows	to	obtain	the	best	results	of	order	processing	time	and	the	degree	of	use	of	
work	 stations	 in	 the	manufacturing	of	products	with	medium	 load	 time.	 In	 this	 case,	 it	 is	 also	
beneficial	to	set	the	order	of	execution	of	orders	from	those	with	the	largest	planned	load	time.	
This	variant	also	gives	 results	 slightly	worse	 than	variant	1‐4‐1	 in	 the	production	of	products	
with	different	characteristics.	

The	use	of	a	linear	form	turns	out	to	be	the	worst	solution	in	the	production	of	this	type	of	
products	with	constructional	and	quantitative	characteristics	as	adopted	in	the	research.	How‐
ever,	 for	products	with	an	average	 resource	 load	 time,	 the	 simulation	 results	obtained	do	not	
differ	significantly	from	the	other	variants	of	the	form	of	organization	of	the	production	flow.	
	

5. Conclusion 

Production	flexibility	is	a	basic	feature	of	production	systems	that	allows	meeting	customer	re‐
quirements	in	the	manufacturing	of	customized	products.	The	article	presents	the	results	of	re‐
search	on	determining	how	the	form	of	organization	of	production	flow	affects	the	implementa‐
tion	of	production	orders.		

The	research	were	carried	out	in	the	FlexSim	simulation	environment	and	constitute	the	be‐
ginning	of	research	works	related	to	the	use	of	simulation	methods	 in	production	control.	The	
results	of	 the	simulation	experiments	 for	the	set	of	production	orders,	 technological	processes	
and	evaluation	parameters	for	the	analyzed	variants	of	the	production	system	were	obtained	in	
a	very	short	time.	Nevertheless,	it	should	be	borne	in	mind	that	the	amount	of	input	data	and	the	
complexity	of	the	production	system	will	increase	the	time	it	takes	to	obtain	simulation	results.	
This	is	also	indicated	by	the	authors'	research	in	research	projects	commissioned	by	companies,	
where	the	results	of	simulation	experiments	were	obtained	after	a	few	hours.	This	is	undoubted‐
ly	a	critical	factor	to	consider	when	applying	simulation	methods	to	operational	production	con‐
trol.	

The	indicated	results	indicate	a	direct	correlation	between	the	flexibility	of	used	production	
resources	and	the	time	of	order	processing.	According	to	the	concept	of	the	Intelligent	Factory,	
production	resources	constituting	a	key	factor	in	the	manufacturing	of	products	should	be	based	
on	modularity	in	order	to	obtain	the	possibility	of	flexible	configuration	depending	on	the	needs	
determined	by	design	and	technological	changes	in	the	manufacturing	of	products.	

Undoubtedly,	this	flexibility	of	resources	will	contribute	to	increasing	the	use	of	their	availa‐
ble	 working	 time	 and	 thus	 affect	 their	 efficiency.	 Finally,	 flexible	 and	 replaceable	 production	
resources	will	allow	for	faster	and	comprehensive	execution	of	customer	orders,	especially	for	



A simulation-based approach to study the influence of different production flows on manufacturing of customized products 
 

customized products. And this will have an impact on the increase in the competitiveness of en-
terprises. 

The SmartFactory laboratory is a research facility that allows for testing various technical, IT, 
and organizational solutions and analyze their impact on the efficiency of the production system. 
The presented subject and scope of research is related to ongoing works in the field of dynamic 
production control methods. Research results also indicated directions for further work that will 
be related to the implementation of production for products with even greater assortment and 
quantity.  
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A B S T R A C T	   A R T I C L E   I N F O	

The	manuscript	 presents	 the	 importance	 of	 integrating	mathematical	meth‐
ods	 for	 the	 determination	 of	 due	 date	 optimization	 parameter	 for	maturity	
optimization	 in	 evolutionary	 computation	 (EC)	 methods	 in	 multi‐objective	
flexible	job	shop	scheduling	problem	(FJSSP).	The	use	of	mathematical	model‐
ling	methods	of	due	date	optimization	with	slack	(SLK)	for	low	and	total	work	
content	 (TWK)	 for	medium	 and	 high	 dimensional	 problems	 was	 presented	
with	 the	 integration	 into	 the	 multi‐objective	 heuristic	 Kalman	 algorithm	
(MOHKA).	 The	 multi‐objective	 optimization	 results	 of	 makespan,	 machine
utilization	 and	 due	 date	 scheduling	 with	 the	 MOHKA	 algorithm	 were	 com‐
pared	with	 two	 comparative	multi‐objective	 algorithms.	 The	 high	 capability	
and	dominance	of	the	EC	method	results	in	scheduling	jobs	for	FJSSP	produc‐
tion	was	demonstrated	by	comparing	the	optimization	results	with	the	results	
of	scheduling	according	to	conventional	priority	rules.	The	obtained	results	of	
randomly	 generated	 datasets	 proved	 the	 high	 level	 of	 job	 scheduling	 im‐
portance	with	respect	to	the	interdependence	of	the	optimization	parameters.	
The	ability	to	apply	the	presented	method	to	the	real‐world	environment	was	
demonstrated	by	using	a	real‐world	manufacturing	system	dataset	applied	in	
Simio	simulation	and	scheduling	software.	The	optimization	results	prove	the	
importance	of	 the	due	date	optimization	parameter	 in	highly	dynamic	FJSSP	
when	it	comes	to	achieving	low	numbers	of	tardy	jobs,	short	job	tardiness	and	
potentially	lower	tardy	jobs	costs	in	relation	to	short	makespan	of	orders	with	
highly	 utilized	 production	 capacities.	 The	 main	 findings	 prove	 that	 multi‐
objective	optimization	of	FJSSP	planning	and	scheduling,	 taking	into	account	
the	optimization	parameter	due	date,	is	the	key	to	achieving	a	financially	and	
timely	sustainable	production	system	that	is	competitive	in	the	global	market.
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1. Introduction  

The	 production	 planning	 and	 scheduling	 of	 flexible	 job	 shop	 production	 (FJSSP)	 is	 extremely	
important	 if	 a	 company	wants	 to	 ensure	 global	 competitiveness	 and	 sustainable	 business	 [1].	
Optimization	 parameters	 that	 define	 short	makespan	 of	 orders	 and	 enable	 high	 utilization	 of	
production	capacities	are	meaningless	if	the	expected	order	due	dates	are	not	guaranteed.	Ade‐
quate	planning	and	scheduling	of	due	dates,	which	are	usually	very	tight,	expresses	the	need	for	
a	detailed	discussion	of	the	scheduling	orders	 importance	from	the	point	of	due	dates.	The	re‐
search	question	presented	in	the	research	work	refers	to	the	importance	of	mathematical	mod‐
elling	of	the	due	dates	optimization	objective	in	the	multi‐objective	FJSSP	optimization	problem.	
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The	importance	of	scheduling	FJSSP	from	the	point	of	the	due	dates	has	a	significant	impact	on	
other	optimization	parameters	that	FJSSP	deals	with.	

According	to	the	literature,	the	problem	of	scheduling	orders	in	job	shop	production	has	long	
been	known,	defined	and	discussed	in	detail.	The	initially	used	scheduling	priority	rules	[2]	only	
allowed	the	theoretical	solution	of	single‐objective	optimization	problems,	which	the	developers	
transferred	 to	 dynamic	 job	 shop	 production	 environments	 by	means	 of	 simulation	modelling	
approaches	[3].	The	set	of	mathematical	methods	for	modelling	due	date	parameter	is	extensive	
[4].	 Their	 suitability	 for	 individual	 use	 is	 demonstrated	 by	 the	 specificity	 of	 the	 optimization	
problem	and	its	complexity	[5].	The	complexity	of	scheduling	is	reflected	in	several	supporting	
parameters	 that	 influence	 the	correct	assessment	of	 the	due	date	parameter	 from	the	average	
job	tardiness,	the	number	of	tardy	jobs	and	the	total	tardy	jobs	costs	leading	to	time	and	finan‐
cial	losses	of	the	company	[6].	Given	the	complexity	presented,	which	is	defined	in	FJSSP	as	NP	‐
hard,	the	use	of	evolutionary	computation	methods	(EC)	is	one	of	the	effective	ways	of	achieving	
optimal	optimization	results	[7,	8].	The	optimization	problem	of	scheduling	due	dates	in	flexible	
manufactured	systems	[9]	has	encountered	many	limitations	in	the	research	due	to	conflicting	
optimization	goals	and	the	use	of	different	mathematical	modelling	methods	[10].	The	research‐
ers	have	 limited	 it	 to	optimization	parameters	 that	define	 the	due	date	of	 jobs	 [11],	 assuming	
independence	 from	 other	 optimization	 parameters	 [12],	which	 significantly	 influence	 produc‐
tion	flexibility	[13].	The	dynamic	change	in	FJSSP	production	due	to	dynamic	customer	demand	
and	 high‐mix	 low‐volume	 production	 [14,	 15]	 cites	 Pareto‐based	 optimization	 approaches	 as	
suitable	 optimization	 approaches	 [16].	 The	 use	 of	 fuzzy	 approaches	 [17],	 which	 satisfactorily	
solve	the	optimization	problem	of	FJSSP	production,	usually	treats	the	problem	only	on	a	single‐
level	of	primary	optimization	criteria	and	limits	the	multi‐level	structure	of	the	FJSSP	problem	
[18].	 Heuristic	 methods	 [19,	 20],	 which	 allow	 a	 detailed	 devaluation	 of	 the	 optimization	 ap‐
proach	and	the	satisfactory	optimization	method,	are	usually	limited	by	the	transfer	of	the	opti‐
mization	 results	 to	 a	 real‐world	or	 simulation	environment	 [21,	22].	The	need	 for	 an	efficient	
optimization	method	that	allows	the	planning	and	scheduling	of	the	FJSSP	problem	with	the	op‐
timization	 parameter	 of	 due	 dates	 is	 the	 key	 to	 achieving	 a	 comprehensive	 optimization	 ap‐
proach	[23].	However,	the	research	results	must	allow	for	the	devaluation	of	both	test	and	real‐
istic	datasets	 for	appropriate	 integration	of	 the	proposed	methods	 into	the	real‐world	produc‐
tion	environment	[24].	

In	the	presented	research	work,	we	want	to	present	the	importance	of	integrating	mathemat‐
ical	methods	for	determining	due	dates	into	the	existing	EC	method.	The	research	work	tries	to	
overcome	the	existing	limitations	of	 the	FJSSP	research	problem,	which	does	not	deal	with	the	
optimization	 parameter	 of	 planning	 and	 scheduling	 orders	with	 the	 due	 date	 parameter.	 The	
mathematical	modelling	with	 known	 total	work	 content	 (TWK)	 and	 slack	 (SLK)	methods	 and	
their	 integration	 into	the	proposed	EC	algorithm	MOHKA	allows	to	evaluate	the	 importance	of	
the	FJSSP	multi‐objective	optimization	with	parameters	that	ensure	short	makespan,	high	utili‐
zation	of	production	capacities	and	the	achievement	of	tight	due	dates.	

2. Problem description  

In	 the	 optimization	 problem	 of	 planning	 and	 scheduling	 of	 the	 flexible	 job	 shop	 production	
(FJSSP),	the	three	most	frequent	optimization	parameters	are	shown	in	Eq.	1,	Eq.	2	and	Eq.	3:	

 Makespan	

ܥሼݔܽ݉	=	ܥܯ | ݆ ൌ 1,… , ݊ሽ,	 (1)

 Total	workload	of	all	machine	

	ܹܶ ൌݔ, ݇ ൌ 1, 2, … ,݉



ୀଵ



ୀଵ



ୀଵ

	 (2)
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 The	workload	of	the	most	loaded	machine	
	

ܹܯ ൌ ,ݔݔܽ݉ ݇ ൌ 1, 2, … ,݉



ୀଵ



ୀଵ

	 (3)

	

	
Fig.	1	Jobs	arrival	sequence	with	different	due	dates	

Where	the	Cj	 is	completion	time	of	 job	 j,	n	 represents	number	of	 jobs	and	m	 the	number	of	
machines.	 These	 three	 optimization	 parameters	 relate	 to	 the	 time	 of	 jobs	 completion	 and	 the	
achievement	of	the	highest	possible	utilization	of	the	machines.	In	the	highly	dynamic	job	shop	
production,	a	very	important	parameter	is	the	due	date	of	jobs	dj,	which	in	most	cases	are	very	
tight.	Fig.	1	shows	the	job	arrival	sequence	of	five	jobs,	where	each	job	must	be	executed	with	a	
different	due	date	in	the	production	system	defined	as	FJSSP.	The	optimization	of	the	jobs	pro‐
cess	sequence	must	be	carried	out	with	regard	to	the	multi‐objective	nature	of	FJSSP,	whereby	
three	parameters	must	be	minimized	(MC,	MW,	dj)	and	one	parameter	must	be	maximized	(TW).	

In	this	case,	each	job	j	has	a	certain	number	of	operations	Oi,	which	must	be	performed	on	the	
available	machine	m	from	the	given	set	of	machines	capable	of	performing	an	individual	opera‐
tion.	The	process	time	of	the	operation	pjk	varies	in	relation	to	the	assigned	machine	capable	of	
performing	the	individual	operation	Oi.	The	optimization	algorithm	must	arrange	the	job	process	
sequence	in	such	a	way	that	it	handles	all	four	optimization	parameters	accordingly.	Example:	If	
the	 conventional	 priority	 rule	 Earliest	 Due	 Date	 (EDD)	 was	 used,	 the	 job	 process	 sequence	
would	be	J2,	J5,	J1,	J4	and	J3.	This	job	process	execution	sequence	deals	only	with	one	optimization	
parameter	dj,	which	is	defined	as	follows:	The	due	date	of	job	j	represents	the	estimated	dispatch	
date	of	 job	 j	 (dispatch	date	promised	 to	 the	 customer).	Completion	of	 job	 j	 after	 the	due	date	
(promised	 to	 the	 customer)	 is	 allowed,	 but	 represents	 an	 additional	 financial	 penalty	 for	 the	
company.	 When	 considering	 the	 optimization	 parameter	 dj,	 important	 related	 goals	 must	 be	
specified.	The	priority	objective	is	to	reduce	the	maximum	lateness,	which	is	defined	as	in	Eq.	4:	
	

௫ܮ ൌ ,ܮሺݔܽ݉ … , 	,ሻܮ (4)

where	the	lateness	of	an	individual	job	j	defined	by	the	Eq.	5	

ܮ ൌ ܥ – ݀ 	 (5)

depends	on	the	completion	time	of	the	job	j	and	the	assumed	delivery	time	of	the	job	dj. 
The	timed	Lmax	can	be	more	easily	defined	with	the	parameter	number	of	tardy	jobs.	This	op‐

timization	 parameter	 only	 defines	whether	 the	 individual	 job	 j	missed	 the	 estimated	 delivery	
time	or	not.	Tardiness	of	job	j	is	defined	as	presented	by	Eq.	6:	

ܶ ൌ ܥሺݔܽ݉ – ݀, 0ሻ,	 (6)

and	the	corresponding	target	function	defined	by	Eq.	7.	
	

 ܶ



ୀଵ

	 (7)

Due	to	the	shortcomings	of	the	above	optimization	function,	which	refers	to	some	very	tardy	
jobs,	it	is	useful	to	determine	the	importance	weights	of	jobs	j	by	wj.	The	higher	the	weight,	the	
more	important	the	job	is.		
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The	assumption	in	the	present	research	work	refers	to:	the	given	weight	wj	refers	only	to	the	
importance	of	 an	 individual	 job	 j,	which	can	be	weighted	directly	by	 the	planning	 team	of	 the	
manufacturing	 system.	 However,	 the	 importance	 of	 the	 multi‐objective	 decision	 making	 be‐
tween	 the	 four	 optimization	 parameters	 (MC,	 TW,	MW	 and	 dj)	 does	 not	 determine	 the	 im‐
portance	of	the	correlation	between	them,	since	this	is	performed	with	the	evolutionary	compu‐
tation	method	MOHKA,	which	presents	solutions	of	the	optimization	problem	with	Pareto	opti‐
mal	solutions.	

3. Due date modelling 

To	model	due	dates	of	jobs,	a	random	dataset	is	generated	(according	to	the	FJSSP	characteris‐
tics)	and	divided	into	three	groups	with	regard	to	their	complexity	dimensions:	

 Low	dimensional	optimization	problem,	in	the	present	manuscript	the	dataset	J5,	M11,	O66	
has	been	configured	to	evaluate	MOHKA	capabilities	in	relation	to	the	optimization	results	
of	conventional	priority	rules.	

 Middle	dimensional	optimization	problems	are	represented	by	two	datasets,	a	theoretical	
dataset	J10,	M11,	O122	and	a	real‐world	dataset	J15,	M10,	O84,	which	was	used	in	the	FJSSP	case	
study	section.	

 High	dimensional	optimization	problems	are	represented	by	datasets	J15,	M11,	O176	and	J20,	
M11,	O240,	respectively.	

Due	 date	 optimization	 parameter	modelling	 is	 performed	with	 TWK	 (Total	WorK	 content)	
method	by	the	Eq.	8.	

݀ ൌ ݐܽ  ௫ܭ  ,,
∈ೕ

	 (8)

The	tightness	coefficient	of	the	order	due	date	Kx	(allowance	factor)	determines	the	tightness	
of	the	delivery	times.	In	the	current	literature	[7]	for	the	TWK	method	and	determination	of	the	
tightness	coefficient	of	the	permissible	deviation	of	the	delivery	time	for	the	EC	method,	values	
in	the	range	of	3	≤	Kx	≤	5	are	given.	The	smaller	the	value	of	 the	tightness	coefficient,	 the	nar‐
rower	the	due	date	of	the	order	j	is.	The	experiments	in	the	manuscript	use	the	value	of	the	coef‐
ficient	Kx	=	3.	The	due	date	modelled	according	to	the	TWK	method	depends	on	the	arrival	time	
of	 the	order	 j	 (atj),	 total	 time	of	processing	of	 all	 operations	 (pijk)	 and	 the	described	 tightness	
coefficient.	The	MOHKA	algorithm	schedules	the	job	orders	according	to	four	optimization	crite‐
ria,	including	the	due	date	dj.	The	adequacy	comparison	of	the	proposed	MOHKA	method	is	per‐
formed	with	two	comparison	algorithms:	Multi‐objective	particle	swarm	optimization	(MOPSO)	
[25]	and	Bare‐bones	multi‐objective	particle	 swarm	optimization	 (BBMOPSO)	 [26].	These	 two	
algorithms	do	not	use	an	integrated	mathematical	decision	model	to	terminate	orders	according	
to	the	due	date	criterion,	this	criterion	is	calculated	numerically	in	the	experiment	at	the	end	of	
the	optimization	results.	As	stated	in	the	initial	research	question,	the	due	date	parameter	in	the	
FJSSP	 optimization	 problem	 is	 not	well	 researched,	 especially	when	 it	 comes	 to	 using	 the	 EC	
method	to	obtain	optimal	solutions.	All	algorithms	in	the	experiment	use	the	same	initialization	
parameter:	population	size	 (Ns	=	300),	maximum	number	of	archived	nondominated	solutions	
(Na	=	100),	and	maximum	number	of	algorithm	iterations	(MaxIter	=	300).	

The	optimization	parameter	for	scheduling	jobs	by	due	date	is	analysed	using	three	criteria:	
number	of	tardy	jobs,	average	job	tardiness	and	tardy	jobs	cost.	The	tardy	jobs	costs	is	modelled	
as	shown	in	Eq.	9,	where	the	initial	job	cost	(Jcost)	are	multiplied	by	the	constant	value	of	three,	
divided	by	the	value	constant	Ks,	and	multiplied	by	subtracting	the	completion	time	Cj	 and	the	
due	date	dj.		
	

௦௧ܮ ൌ
3  ௦௧ܬ
ௌܭ

 ൫ܥ െ ݀൯	 (9)
	

A	constant	value	of	three	determines	three	times	the	cost	of	tardy	jobs	compared	to	the	cost	
of	 in‐time	 completed	 jobs.	 The	 value	 constant	 KS	 is	 automatically	 determined	 by	 the	 orders	



Due date optimization in multi‐objective scheduling of flexible job shop production
 

Advances in Production Engineering & Management 15(4) 2020  485
 

makespan.	The	parameter	Jcost	 is	determined	numerically	according	to	the	characteristics	of	the	
machines	performing	an	individual	job	operation.	

The	modelling	of	the	due	dates	and	the	achievement	of	the	other	three	optimization	parame‐
ters	were	carried	out	using	conventional	methods	(priority	rules)	and	the	heuristic	GSBR	meth‐
od,	with	the	aim	of	evaluating	the	efficiency	of	the	conventional	scheduling	methods	compared	
to	the	proposed	MOHKA	EC	method.	The	comparison	is	performed	in	the	software	environment	
Lekin.	As	the	Lekin	software	environment	only	allows	the	optimization	of	datasets	of	up	to	one	
hundred	operations	in	the	FJSSP	optimization	problem,	the	evaluation	is	performed	with	a	ran‐
domly	determined	dataset	classified	as	low	dimensional	optimization	problem	J5,	M11,	O66.	A	ran‐
domly	generated	dataset	does	not	contain	data	where	two	or	more	operations	are	performed	on	
the	same	machine	within	a	single	order,	limitation	of	Lekin.	

In	contrast	to	larger	datasets,	where	in	the	TWK	method	is	used	to	model	due	dates,	the	SLK	
(slack)	method	[4]	is	recommended	for	smaller	datasets,	which	can	model	due	dates	by	the	Eq.	10.	
	

	 ݀ ൌ ݐܽ  ,,  ௬ܭ
∈ೕ

	 (10)

The	 time	 reserve	 constant	Ky	 determines	 the	 looseness‐tightness	 of	 due	 dates,	 in	 the	 SLK	
method	the	determination	of	the	time	reserve	constant	of	the	due	date	is	given	by	the	literature	
values	4	≤	Ky	≤	16.	In	the	presented	research	work	the	value	Ky	=	8	is	used.	The	Ky	must	be	calcu‐
lated	individually	for	the	specific	optimization	problem.	

3.1 Performance testing 

To	 test	 the	 performance	 of	 the	MOHKA	algorithm	 for	 due	date	 job	 scheduling,	 four	 randomly	
generated	 benchmark	 datasets	 and	 one	 real‐world	 dataset	 all	 of	 which	 describe	 a	 multi‐
objective	FJSSP	optimization	problem	were	used.	The	datasets	were	created	using	the	interde‐
pendency	 function	between	different	parameters	describing	 the	optimization	problem.	We	di‐
vided	these	benchmark	datasets	into	three	groups	according	to	the	complexity	of	the	optimiza‐
tion	problem. 

3.2 Using TWK and SLK methods 

The	division	of	the	datasets	used	in	different	groups	according	to	their	complexity	provided	the	
basis	 for	 testing	 two	different	due	date	modelling	methods.	TWK	method	 for	middle	and	high	
dimensional	 optimization	 problems	 and	 SLK	method	 for	 low	 dimensional	 optimization	 prob‐
lems.	The	use	of	TWK	and	SLK	methods	for	different	datasets	is	supported	by	the	mathematical	
formulation	of	the	individual	methods.	With	the	presented	classification	approach,	the	complexi‐
ty	of	the	optimization	problems	can	be	evaluated	more	precisely	in	order	to	determine	the	ad‐
vantages	and	limitations	of	the	due	date	methods	capabilities.	The	proposed	MOHKA	algorithm	
performed	 the	 optimization	 of	 datasets	with	 four	 parameters	 of	 a	 flexible	 production	 system:	
makespan	(MC),	total	workload	of	all	machines	(TW),	maximum	workload	of	an	individual	ma‐
chine	 (MW)	 and	added	due	date	 (dj)	 parameter.	The	obtained	optimization	 results	were	 com‐
pared	 with	 two	 multi‐objective	 particle	 swarm	 based	 optimization	 algorithms	 MOPSO	 and	
BBMOPSO.	 The	 experiments	were	 performed	 on	 a	 personal	 computer	with	 Intel	 i7	 processor	
and	16	GB	internal	memory.	

3.3 Results for the TWK method 

The	results	in	Table	1	show	the	high	reliability	of	scheduling	jobs	with	the	TWK	method,	taking	
into	account	due	dates	with	 the	MOHKA	optimization	algorithm.	 Its	success	 in	scheduling	 jobs	
with	tight	due	dates,	low	average	job	tardiness	potentially	low	tardy	jobs	cost	and	short	orders	
makespan.		

The	middle	dimensional	dataset	 J10,	M11,	O122	caused	no	problems	 for	all	 three	evolutionary	
computation	algorithms	 in	 scheduling	orders	 for	 tight	due	dates	of	 the	TWK	method	with	 the	
tightness	coefficient	of	Kx	=	3.	No	job	has	missed	the	scheduled	due	date,	which	in	turn	did	not	
result	 in	 additional	 tardy	 jobs	 costs	 in	 the	 manufacturing	 system.	 Since	 only	 the	 referential	
MOHKA	 optimization	 algorithm	 takes	 into	 account	 the	mathematical	 architecture	 of	 the	 TWK	
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method,	we	see	that	the	results	of	the	multi‐objective	optimization	have	a	positive	effect	on	the	
achievement	of	 the	minimum	orders	makespan.	Makespan	 is	 the	shortest	 in	 the	MOHKA	algo‐
rithm	with	up	to	188	h,	in	contrast	to	MOPSO	and	BBMOPSO,	where	the	makespan	is	227	h	and	
206	h,	respectively.	

When	the	dimension	of	datasets	increases	from	middle	dimensional	to	high	dimensional	op‐
timization	problems,	 the	difference	between	the	optimization	results	of	comparison	and	refer‐
ence	algorithms	 is	more	pronounced,	presented	on	Fig.	2.	 In	dataset	 J15,	M11,	O176,	 the	MOHKA	
algorithm	terminates	orders	in	such	a	way	that	three	orders	are	late	for	the	expected	due	date	
with	an	average	job	tardiness	of	19	h,	resulting	in	a	tardy	jobs	costs	of	2272.2	EUR.	The	MOPSO	
algorithm	terminates	orders	so	that	only	two	orders	miss	the	expected	due	date,	but	with	higher	
average	 job	 tardiness	 of	 45.5	 h,	 which	means	 a	 139%	 higher	 average	 job	 tardiness	 than	 the	
MOHKA	algorithm.	A	longer	average	job	tardiness	leads	to	higher	tardy	jobs	costs,	which	amount	
to	 EUR	2966.5	 in	 the	MOPSO	 algorithm.	 The	BBMOPSO	 algorithm	had	 the	most	 difficulties	 in	
scheduling	the	J15,	M11,	O176	dataset	because	up	to	one‐third	of	the	orders	have	missed	the	sched‐
uled	due	date,	with	an	average	job	tardiness	of	20.6	h	and	high	tardy	jobs	costs	of	3558.5	EUR.	
This	corresponds	to	an	increase	of	56.6%	in	the	costs	of	tardy	jobs	compared	to	the	MOHKA	al‐
gorithm.	 The	 results	 show	 that	 the	MOHKA	 algorithm	 is	 also	most	 successful	 with	 the	 order	
makespan	parameter	 of	 289	h,	which	 is	 2.8%	shorter	 than	 the	BBMOPSO	algorithm	and	17%	
shorter	than	the	MOPSO	algorithm.	Based	on	the	optimization	results	described	above,	we	can	
assume	how	important	the	scheduling	of	the	dynamic	FJSSP	with	the	parameter	of	due	date	is,	
especially	if	the	complexity	of	the	optimization	problem	increases.	

The	hypothesis	is	confirmed	for	the	high‐dimensional	dataset	J20,	M11,	O240,	in	which	the	refer‐
ence	MOHKA	algorithm	dominates	over	the	results	of	the	two	comparison	algorithms	presented	
of	Fig.	3.	The	lowest	number	of	tardy	jobs	with	an	average	job	tardiness	of	31.1	h	compared	to	
44.4	h	and	46.8	h	for	MOPSO	and	BBMOPSO,	corresponding	to	42.8%	and	50.5%	higher	number	
of	 tardy	 jobs.	Given	 the	higher	number	of	 tardy	 jobs	and	 the	 longer	average	 job	 tardiness,	 the	
costs	of	tardy	jobs	is	also	higher	for	the	two	comparison	algorithms	than	for	the	reference	MOH‐
KA	algorithm,	which	amounts	 to	7,318.1	EUR.	With	the	MOPSO	algorithm,	 the	 tardy	 jobs	costs	
amount	to	13,585.6	EUR,	while	with	BBMOPSO	they	amount	to	33,070.1	EUR,	which	represents	
an	 increase	 of	 85.6%	 and	 351.9%,	 respectively,	 in	 the	 costs	 of	 tardy	 jobs	 that	 have	 exceeded	
their	 scheduled	 due	 date.	 The	 presented	 results	 prove	 the	 high	 importance	 of	 mathematical	
modelling	with	the	parameter	of	due	date	optimization,	as	they	have	a	decisive	influence	on	the	
makespan	and	financial	justification	of	a	highly	dynamic	manufacturing.	A	suitable	mathematical	
model	of	the	multi‐objective	optimization	problem	is	also	reflected	in	the	achievement	of	short	
order	makespan.	For	the	high	dimensional	dataset	J20,	M11,	O240	the	reference	MOHKA	algorithm	
achieved	a	makespan	of	341	h	and	the	two	comparison	algorithms	389	h	and	397	h.	Appropriate	
multi‐objective	decision	making	allows	 for	an	evenly	balanced	operation	of	 the	manufacturing	
system	 regarding	 to	 the	 makespan,	 machine	 utilization	 and	 achievement	 of	 tight	 order	 due	
dates.	

 
Fig.	2	Optimization	results	J15,	M11,	O176:	(a)	average	job	tardiness,	(b)	tardy	jobs	costs	and	(c)	orders	makespan	
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Table	1	Algorithms	optimization	results	

Algorithm	 Dataset	
Number	of	
tardy	job	

Average	job	tardiness	
(h)	

Tardy	jobs	costs	
(EUR)	

Orders	makespan
(h)	

	
MOHKA	

J10,	M11,	O122	 0	 0 0 188
J15,	M11,	O176	 3	 19 2,272.2 289
J20,	M11,	O240	 7	 31.1 7,318.1 341

	
MOPSO	

J10,	M11,	O122	 0	 0 0 227
J15,	M11,	O176	 2	 45.5 2,966.5 339
J20,	M11,	O240	 10	 44.4 13,585.6 389

	
BBMOPSO	

J10,	M11,	O122	 0	 0 0 206
J15,	M11,	O176	 5	 20.6 3,558.5 297
J20,	M11,	O240	 18	 46.8 33,070.1 397

 
Fig.	3	Optimization	results	J20,	M11,	O240:	(a)	average	job	tardiness,	(b)	tardy	jobs	costs,	and	(c)	orders	makespan	

3.4 Results for the SLK method 

With	the	aim	to	compare	the	solutions	of	the	MOHKA	algorithm	and	the	solutions	of	convention‐
al	priority	rules,	a	comparison	of	the	results	of	the	MOHKA	optimization	with	the	results	of	job	
scheduling	in	the	Lekin	software	environment	was	performed	for	the	low	dimensional	optimiza‐
tion	problem	of	J5,	M11,	O66.	

Table	2	shows	the	optimization	results	of	a	randomly	generated	J5,	M11,	O66	dataset	of	five	jobs	
with	 a	 total	 of	 sixty‐six	 operations	performed	on	 eleven	machines.	The	optimization	was	per‐
formed	with	the	MOHKA	optimization	algorithm	in	the	software	environment	MATLAB	and	sev‐
en	optimization	approaches	 in	 the	software	environment	Lekin.	Of	 the	seven	optimization	ap‐
proaches,	 six	 are	 conventional	 priority	 rules	 and	 one	 is	 a	 heuristic	 algorithm	 named	 General	
Shifting	Bottleneck	Routine	 (GSBR).	 For	 the	optimization	of	 due	dates	 the	 SLK	method	with	 a	
time	reserve	constant	of	Ky	=	8	was	used.	

The	 results	 show	a	 high	 reliability	 of	 production	 jobs	 scheduling	 by	 the	 optimization	 algo‐
rithm	MOHKA.	 In	 the	 considered	dataset	MOHKA	 terminates	 jobs	 so	 that	 two	orders	miss	 the	
scheduled	due	dates	with	an	average	job	tardiness	of	9.5	h	and	a	tardy	jobs	costs	of	2,651	EUR.	
With	the	six	priority	rules	we	see	that	the	five	priority	rules,	with	the	exception	of	the	SPT	prior‐
ity	rule,	 terminate	orders	 in	such	a	way	 that	all	 five	orders	miss	 the	scheduled	 tight	due	date.	
The	average	job	tardiness	is	higher	than	309.5%	for	the	CR	priority	rule	to	505.3%	for	the	LPT	
priority	rule	than	for	the	MOHKA	algorithm.	There	are	also	significantly	higher	tardy	jobs	costs.	
The	only	algorithm	that	has	partially	approximated	the	results	of	 the	MOHKA	algorithm	is	 the	
heuristic	GSBR	algorithm,	where	 four	orders	are	 tardy	with	an	average	 job	 tardiness	of	9.4	h.	
Due	to	two	additional	delayed	jobs,	the	tardy	job	cost	are	39.8%	higher	than	in	the	MOHKA	algo‐
rithm.	There	is	also	a	significant	difference	in	achieving	a	short	makespan	of	orders,	where	the	
MOHKA	algorithm	terminates	work	jobs	so	that	they	are	completed	in	a	makespan	of	99	h,	and	
all	other	algorithms	terminate	orders	with	makespan	between	208	h	(GSBR)	and	256	h	(CR).	

	The	 presented	 optimization	 results	 prove	 the	 high	 ability	 to	 terminate	 production	 orders	
with	 the	MOHKA	algorithm	and	 to	achieve	 tight	due	dates	 from	 low	dimensional	optimization	
cases	(with	SLK	method)	to	middle	and	high	dimensional	optimization	cases	(with	TWK	meth‐
od)	compared	to	optimization	solutions	according	to	MOSPO,	BBMOPSO	and	priority	rules.	
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Table	2	MOHKA	vs.	priority	rules	optimization	results	
Algorithm	 MOHKA	 EDD MS FCFS LPT SPT	 CR	 GSBR

Number	of	tardy	job	 2	 5 5 5 5 4	 5	 4
Average	job	tardiness	(h)	 9.5	 34.8 47.6 41.6 48 32.4	 29.4	 9.4
Tardy	jobs	costs	(EUR)	 2,651	 11,325.1 14,682.2 13,320 14,436.1 10,570.1	 8,905	 3,706.2
Orders	makespan	(h)	 99	 211 211 215 217 233	 256	 208

3.5 Real‐world case study 

With	the	proposed	method	for	modelling	the	due	date	for	FJSSP,	which	was	tested	on	randomly	
generated	benchmark	datasets,	we	proved	the	high	ability	to	solve	multi‐objective	optimization	
problems.	 The	 initial	 experiment,	which	was	 conducted	 on	 randomly	 generated	 datasets,	was	
extended	 to	 a	 real‐world	 case	 study	 for	 the	 FJSSP	manufacturing	 system	 to	 evaluate	MOHKA	
efficiency	in	determining	due	dates.	

The	 fourth	section	presents	 the	ability	 to	solve	a	multi‐objective	optimization	problem	of	a	
real‐world	manufacturing	system	(the	dataset	from	a	real‐world	environment	is	called	RW_PS).	
The	first	part	of	the	section	presents	the	input	data	of	the	manufacturing	system	that	has	been	
prepared	to	describe	FJSSP.	Working	with	the	company	to	prepare	relevant	and	credible	 input	
data	offers	the	opportunity	to	achieve	reliable	optimization	results	by	testing	the	proposed	EC	
scheduling	methods.	The	RW_PS	dataset	consists	of	 fifteen	job	orders	that	are	executed	on	ten	
machines	with	eighty‐four	operations.	The	optimization	results	obtained	with	the	MOHKA	algo‐
rithm	were	 compared	with	 the	 optimization	 results	 of	 the	MOPSO	 and	 BBMOPSO	 algorithms.	
The	proposed	integration	approach	of	transferring	the	optimization	results	to	the	conventional	
simulation	environment	was	used	to	transfer	the	optimization	results,	the	order	of	the	due	dates	
of	the	job	sequence,	to	the	simulation	model	of	the	real‐world	manufacturing	system.		

Manufacturing	system	input	data	

Selected	 data	 were	 obtained	 from	 a	 Central	 European	medium‐sized	 company	 that	 manufac‐
tures	individual	orders	for	different	customers.	Orders	received	in	the	company	by	the	customer	
must	be	performed	on	specific,	available	machine	within	the	manufacturing	system	concerning	
four	 optimization	parameters	MC,	TW,	MW	 and	dj	 (FJSSP	problem).	 The	 orders	 consist	 of	 two	
types	of	products	with	different	process	times,	machine	operating	costs	(Oc),	machine	idle	costs	
(Ic)	 and	 fix	 location	of	machine	 is	 known	by	x	 and	y	 location.	 Input	data	 are	 given	 in	Table	3.	
Compared	to	the	test	random	generated	datasets	described	in	section	3,	the	additional	complexi‐
ty	of	the	RW_PS	optimization	problem	is	added	by	two	different	product	types,	which	add	one	
dimensional	complexity	to	the	optimization	problem.	

In	a	real‐world	manufacturing	system,	machines	marked	M1	to	M10	perform	the	following	op‐
erations:	

• M1	and	M2	for	raw	material	cutting,	
• M3	to	M5	CNC	machining,	
• M6	and	M7	welding,	
• M8	and	M9	assembling	and	
• M10	final	control	operation.	

The	main	 task	of	 the	optimization	 algorithm	 is	 to	 optimally	 determine	 the	 job	 sequence	of	
operations	on	 the	 available	machine.	The	algorithm	must	determine	which	of	 the	machines	 is	
capable	of	performing	the	individual	operations	according	to	the	four	optimization	criteria.	The	
simulation	model	was	built	 in	the	Simio	software	environment,	 in	which	a	transfer	method	for	
integrating	optimization	 results	 from	 the	MOHKA	method	 to	 conventional	 simulation	decision	
logic	was	used	[18].	Using	the	MOHKA	algorithm,	we	solved	the	FJSSP	optimization	problem,	so	
we	decided	to	extend	our	existing	optimization	results	with	a	suitable	simulation	model.	Fig.	4	
shows	 a	 simulation	model	 of	 a	 real‐wold	manufacturing	 system	 running	 on	 an	 order	 job	 se‐
quence	determined	by	the	MOHKA	optimization	algorithm.	
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Table	3	Real‐world	manufacturing	system	characteristics	
Machine	 M1	 M2	 M3 M4 M5 M6 M7 M8	 M9	 M10

xloc	(m)	 8	 8	 12.5 18.5 24.5 30.5 36 36	 24.5	 19.5
yloc	(m)	 9.5	 4.5	 0 0 0 0 5.5 10.5	 16.5	 12

	

Product	1	

Processing	
time	(min)	

20	 24	 40	 45	 38	 47	 20	 25	 11	 22	

Oc	(EUR/h)	 45	 45	 35 35 35 35 52 52	 59	 43
Ic	[EUR/h]	 22.5	 22.5	 14 14 14 14 31.2 31.2	 35.4	 21.5

	

Product	2	

Processing	
time	(min)	

22	 22	 43	 43	 43	 43	 23	 23	 12	 25	

Oc	(EUR/h)	 43	 43	 36 36 36 36 53 53	 59	 45
Ic	[EUR/h]	 21.5	 21.5	 14.4 14.4 14.4 14.4 31.8 31.8	 35.4	 22.5

Fig.	4	Simulation	model	in	Simio	

Due	date	scheduling	results	

Table	4	and	Fig.	5	show	the	results	of	optimizing	the	RW_PS	dataset	according	to	the	order	due	
date	parameter.	As	shown	in	section	3,	the	TWK	method	with	a	tightness	coefficient	Kx	=	3	was	
used	when	evaluating	RW_PS	dataset.	The	optimization	results	show	that	with	the	MOHKA	op‐
timization	algorithm	only	one	 job	missed	a	 tight	due	date	with	an	average	 job	 tardiness	of	46	
min.	With	 the	BBMOPSO	optimization	 algorithm	 also,	 one	 job	missed	 the	 due	 date,	 but	 job	 is	
tardy	by	an	average	job	tardiness	of	154	min,	which	corresponds	to	a	234%	longer	tardy	time	of	
the	missed	job	than	the	tardy	job	with	the	MOHKA	algorithm.	In	the	MOPSO	algorithm,	two	jobs	
are	tardy	with	an	average	job	tardiness	of	58	minutes,	which	is	26.1%	longer	tardy	time	than	the	
delay	with	the	MOHKA	algorithm.	Since	the	value	of	tardy	jobs	costs	is	low,	the	percentage	dif‐
ference	between	 them	 is	significant.	 In	 this	case,	 the	MOHKA	algorithm	proves	 to	be	 the	most	
efficient,	since	it	is	the	only	algorithm	able	to	take	due	dates	into	account	as	a	decision	criterion	
when	determining	the	job	sequence.	

The	tardy	jobs	costs	in	the	MOPSO	algorithm	are	130.2%	higher	in	the	MOPSO	algorithm	than	
in	the	MOHKA	algorithm.	Even	if	only	one	job	with	the	BBMOPSO	algorithm	missed	the	sched‐
uled	due	date,	this	was	delayed	by	a	much	longer	time	than	the	tardy	job	with	the	MOHKA	algo‐
rithm.	 This	 is	 reflected	 in	 230.7%	higher	 tardy	 job	 costs.	 The	makespan	 of	 orders	 is	 shortest	
with	the	MOHKA	algorithm	at	392.45	min,	while	the	makespan	of	orders	is	longer	by	2.1%	long‐
er	with	MOPSO	 and	 7.6%	 longer	with	BBMOPSO.	 From	 the	 perspective	 of	 the	multi‐objective	
decision	making	process,	we	can	conclude	that	the	MOHKA	algorithm	provides	a	high	degree	of	
FJSSP	 scheduling	 capabilities	 even	 in	 real‐world	 datasets,	 considering	 the	 ability	 to	 achieve	 a	
tight	job	due	date.	
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Table	4	Optimization	results	of	real‐world	manufacturing	system	
Algorithm	 MOHKA MOPSO BBMOPSO

Number	of	tardy	job	 1 2 1	
Average	job	tardiness	(min)	 46 58 154	
Tardy	jobs	costs	(EUR) 14.9 34.3 46.3	
Orders	makespan	(min) 392.45 400.48 422.21	

 
Fig.	5	Optimization	results:	(a)	average	job	tardiness,	(b)	tardy	jobs	costs,	and	(c)	orders	makespan		

4. Discussion and conclusions 

Scheduling	 multi‐objective	 FJSSP	 optimization	 problem	 is	 defined	 as	 a	 NP‐hard	 optimization	
problem.	 The	 initial	 research	 question	 of	 scheduling	 FJSSP	 production	 with	 the	 optimization	
parameter	of	 the	due	dates	 importance	and	 taking	 into	account	 the	standard	optimization	pa‐
rameters	related	to	the	makespan	of	orders	and	machine	utilization,	was	evaluated	in	the	pre‐
sented	research	with	the	MOHKA	optimization	method	and	the	SLK	and	TWK	methods	to	model	
due	dates.	With	increasing	number	of	optimization	parameters,	the	computational	complexity	of	
the	optimization	algorithm	increases.	The	presented	research	work	presents	the	integration	of	
the	mathematical	 structure	of	 the	SLK	 (for	 low	dimensional	optimization	problems)	and	TWK	
methods	 (for	 medium	 and	 high	 dimensional	 optimization	 problems)	 into	 the	 optimization	
MOHKA	algorithm,	which	is	capable	of	scheduling	FJSSP	production.	The	proposed	MOHKA	algo‐
rithm	was	used	to	schedule	test	datasets	with	emphasis	on	achieving	a	tight	due	date	of	the	or‐
ders.	The	optimization	 results	were	 compared	with	 the	 results	of	 the	optimization	algorithms	
MOPSO	and	BBMOPSO,	which	terminate	orders	only	at	ordinary	optimization	parameters:	MC,	
TW	 and	MW.	 The	 disadvantage	 of	 the	 comparative	 optimization	 methods	 becomes	 apparent	
when	we	talk	about	medium	and	high	dimensional	optimization	problems	in	the	scheduling	of	
FJSSP.	The	limited	scheduling	capabilities	of	the	MOPSO	and	BBMOPSO	algorithms	are	reflected	
in	the	limited	mathematical	structure	of	the	algorithms,	which	do	not	consider	the	SLK	and	TWK	
methods	as	decision	parameters	in	achieving	optimally	scheduled	orders	from	the	point	of	due	
dates.	The	optimization	results	of	the	reference	MOHKA	algorithm	prove	the	high	importance	of	
the	 due	 date	 optimization	 parameter,	 since	 the	 proposed	method	 optimizes	 order	 scheduling	
with	regard	to	the	two	comparative	algorithms	for	low,	medium	and	high	dimensional	optimiza‐
tion	problems.	Since	we	are	talking	about	multi‐objective	decision	making	and	finding	compro‐
mises	between	different	(even	contradictory)	optimization	parameters,	the	results	of	the	MOH‐
KA	algorithm	prove	the	high	ability	to	reach	all	 four	optimization	parameters	equally	and	effi‐
ciently	(MC,	TW,	MW	and	dj).	As	evidenced	the	short	order	makespan,	tight	due	dates,	low	aver‐
age	order	tardiness	and	the	associated	low	associated	job	tardiness	costs	are	achieved.	The	an‐
swer	 to	 the	 question	 about	 the	 efficiency	 of	 evolutionary	methods	 in	multi‐objective	 decision	
making	compared	to	the	conventional	optimization	approach	of	priority	rules	was	given	by	the	
presented	study,	in	which	the	optimization	results	of	the	MOHKA	algorithm	are	compared	with	
the	 optimization	 results	 of	 six	 priority	 rules	 and	 an	 integrated	 heuristic	method	 in	 the	 Lekin	
software	environment.	The	obtained	results	prove	 the	high	dominance	of	 the	optimization	re‐
sults	of	 the	evolutionary	method	MOHKA,	which	terminates	the	FJSSP	production	according	to	
the	 used	 low‐dimensional	 dataset	 for	 all	 optimization	 parameters	most	 efficiently.	 Randomly	
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generated datasets were the basis for carrying out the validation of the applicability of the pro-
posed method in real-world manufacturing systems, whereby the satisfactory optimization re-
sults were demonstrated in the experiment. The scheduling of the FJSSP production to achieve 
tight due dates was carried out using the example of a dataset of a real-world manufacturing 
system. In this case, the TWK method, which is integrated into the decision logic of the MOHKA 
algorithm, proved the high ability to terminate the significance of real-world datasets im-
portance in relation to the parameter of due date optimization. 

Since the presented research work deals only with FJSSP, which is the main part of the re-
search problem of multi-objective optimization job shop production, it is necessary to further 
investigate the importance of scheduling due dates in dynamic job shop production (DJSSP). 
Where the main features are dynamic order changes during the execution of the algorithm (at 
initialization stage the whole order dataset is unknown), machine failures during the execution 
of operations and the determination of the importance of orders need to be studied. Further 
research on the research problem of DJSSP would remove the limitations of current research, 
where the FJSSP optimization problem is based on the assumption of an initially known order 
dataset, an initially empty production system, a uniform meaning of orders, and known produc-
tion capacities that do not change during operation. 
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