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A B S T R A C T	   A R T I C L E   I N F O	

Facility	layout	problem	(FLP)	is	one	of	well‐known	NP‐hard	problems	and	has	
been	demonstrated	to	be	useful	in	enhancing	the	productivity	of	manufactur‐
ing	systems	in	practice.	This	paper	focuses	on	the	unequal‐area	FLP	(UA‐FLP)	
whose	goal	is	to	locate	departments	with	different	areas	within	a	given	facility	
so	as	to	minimize	the	total	material	handling	cost.	A	novel	approach,	which	we	
call	a	combined	zone‐linear	programming	(zone‐LP)	and	simulated	annealing	
algorithm,	 is	 developed	 for	 solving	 the	 UA‐FLP.	 The	 zone‐LP	 approach	 is	 a	
layout	construction	technique	for	the	unequal‐area	departments	and	consists	
of	two	phases.	In	the	first	phase,	a	zoning	algorithm	is	implemented	to	deter‐
mine	 the	 relative	 positions	 between	 the	 departments.	 In	 this	 algorithm,	 for	
the	 sake	 of	 problem	 simplification	 and	 computational	 efficiency,	 each	 de‐
partment	is	treated	as	a	rectangle	with	an	allowable	aspect	ratio	and	the	area	
of	the	facility	is	assumed	to	be	unbounded.	In	the	second	phase,	by	using	the	
relative	positions	obtained	 in	the	 first	phase	as	 input,	a	 linear	programming	
(LP)	 model	 is	 developed	 to	 identify	 the	 exact	 locations	 and	 dimensions	 of	
departments	 within	 the	 facility	 with	 specified	 sizes	 while	 satisfying	 their	
maximum	aspect	ratio	requirement	and	the	shape	constraints.	We	also	design	
a	simulated	annealing	algorithm	to	improve	the	placing	sequence.	Finally,	our	
computational	 results	 suggest	 that	 our	proposed	 algorithm	 is	 efficient	 com‐
pared	with	the	best	existing	approach	in	the	literature.		

©	2016	PEI,	University	of	Maribor.	All	rights	reserved.	
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1. Introduction  
As	 the	 competition	 among	 the	 global	 marketplaces	 increases	 rapidly,	 the	 provision	 of	 high‐
quality	products	or	services	at	low	cost	to	customers	becomes	more	and	more	crucial	for	com‐
panies	 to	 capture	 the	mass	market.	 Facilities	 planning	 “determines	 how	 an	 activity’s	 tangible	
fixed	assets	best	support	achieving	the	activity	objectives”	[1]	and	thus	plays	an	important	role	
in	the	cost	reduction	and	productivity	gain	in	industrial	firms.	

Facility	 planning	 consists	 of	 facilities	 location,	 facility	 system	 design,	 facility	 layout	 design	
and	handling	 system	design.	As	 a	 crucial	 part	 of	 facilities	planning,	 facility	 layout	design	 is	 to	
arrange	 departments	 interacting	with	 each	 other	within	 a	 facility	 so	 as	 to	minimize	 the	 total	
material	handling	cost.	The	 layout	design	of	a	 facility	significantly	 impacts	manufacturing	cost	
and	 the	productivity	 and	efficiency	of	 the	 system.	According	 to	 [1],	material	handling	 cost	 ac‐
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counts	 for	20	%	to	50	%	of	 the	total	manufacturing	cost;	an	effective	planning	of	 facilities	can	
reduce	 such	 cost	 by	 at	 least	 10	%	 to	 30	%.	 It	 is	 essential	 to	 design	 an	 efficient	 layout	 before	
manufacturing	system	design	since	future	rearrangement	of	departments	can	result	in	a	consid‐
erable	expense.	For	these	reasons,	facility	layout	problem	(FLP)	has	been	studied	extensively	for	
over	three	decades	[2‐10].	

There	have	been	numerous	studies	adopting	mathematical	programming	approaches	to	ob‐
tain	 optimal	 solutions	 for	 FLP.	Montreuil	 [11]	 proposed	 the	 first	mixed	 integer	 programming	
(MIP)	model	for	solving	the	UA‐FLP.	However,	their	proposed	MIP	model	can	be	solved	for	the	
problems	with	no	more	than	six	departments.	Meller	et	al.	[12]	improved	the	formulation	of	the	
MIP	model	of	Montreuil	[11]	by	introducing	a	tightened	department	area	constraint	and	several	
classes	of	valid	 inequalities.	By	their	enhancement,	 the	number	of	departments	of	 the	solvable	
problems	increased	to	eight.	Motivated	by	Meller	et	al.	[12],	Sherali	et	al.	[13]	further	improved	
the	accuracy	for	approximating	the	department	areas	by	using	a	polyhedral	outer	approximation	
scheme.	Moreover,	 Sherali	 et	 al.	 [13]	 investigated	 the	 effectiveness	of	 the	 classes	 of	 valid	 ine‐
qualities	proposed	by	Meller	et	al.	[12]	and	reported	that	the	MIP	model	was	solved	most	effi‐
ciently	by	incorporating	only	two	inequalities	among	them	into	the	formulation.	With	this	find‐
ing,	the	problems	with	up	to	nine	departments	could	be	optimally	solved.	Recently,	Meller	et	al.	
[14]	developed	a	new	mathematical	formulation	for	UA‐FLP	based	on	a	sequence‐pair	represen‐
tation.	In	this	formulation,	the	feasible	region	of	the	problem	was	tightened	such	that	the	num‐
ber	of	departments	of	the	solvable	problems	has	become	eleven.	

Exact	solution	methods	such	as	mathematical	programming	approaches	are	not	applicable	to	
obtain	optimal	solutions	for	large‐scale	problems	since	FLP	is	NP‐hard	[2].	Hence,	heuristic	ap‐
proaches	based	on	MIP	models	have	been	designed	to	construct	layout	solutions	of	high	quality	
efficiently	 [15‐17].	One	of	 the	well‐known	algorithms	 for	 solving	FLP	 is	based	on	 the	use	of	 a	
slicing	tree	[18,	19],	which	is	a	binary	tree	used	to	form	a	subdivision	of	a	rectangle	by	recursive	
computations.	In	the	slicing	tree,	each	inner	node	contains	a	guillotine	cut	operator	(which	cuts	
the	area	horizontally	or	vertically),	and	each	leaf	node	represents	a	department.	A	layout	can	be	
generated	according	to	a	slicing	tree	by	applying	a	set	of	guillotine	cuts.	Liu	and	Meller	[20]	de‐
veloped	a	sequence‐pair	approach,	where	a	pair	of	sequences	is	used	to	determine	the	relative	
locations	between	departments.	By	employing	those	relative	locations,	a	reduced	MIP	model	is	
utilized	to	construct	 the	 layout	solutions.	Both	of	above	method	are	primarily	proposed	 in	 the	
VLSI	 (very	 large	Scale	 Integration)	design.	 Similarly,	Bozer	and	Wang	 [21]	presented	a	graph‐
pair	technique	to	fix	the	relative	locations	between	departments	and	then	a	linear	program	(LP)	
is	solved	to	obtain	the	layout	solutions.	

This	paper	proposes	a	novel	approach,	which	we	call	a	combined	zone‐LP	and	simulated	an‐
nealing	(SA)	algorithm,	to	solve	the	problem	efficiently.	The	zone‐LP	approach	is	a	 layout	con‐
struction	technique	for	the	UA‐FLP	and	consists	of	two	phases.	In	the	first	phase,	the	zone	algo‐
rithm	 is	 implemented	 to	 determine	 the	 relative	 positions	 between	 departments.	 In	 this	 algo‐
rithm,	 for	 the	sake	of	problem	simplification	and	computational	efficiency,	each	department	 is	
considered	to	be	a	rectangle	with	an	allowable	aspect	ratio	and	the	area	of	the	facility	is	assumed	
to	be	unbounded.	In	the	second	phase,	by	using	the	relative	positions	obtained	in	the	first	phase	
as	input,	an	LP	is	solved	to	determine	the	exact	locations	and	dimensions	of	departments	within	
the	facility	with	specified	sizes	while	satisfying	their	maximum	aspect	ratio	requirement	and	the	
shape	constraints.	Furthermore,	we	also	develop	an	SA	algorithm	to	improve	the	solution	quali‐
ty.	Finally,	we	conduct	a	computational	study	to	examine	the	performance	of	our	proposed	algo‐
rithm	and	compare	it	with	other	existing	solution	approaches	in	the	literature.	

Our	paper	 is	organized	as	 follows.	 In	 the	next	section,	we	will	describe	 the	problem	of	UA‐
FLP.	Section	3	will	present	our	proposed	solution	methodology.	In	Section	4,	we	conduct	compu‐
tational	experiments	to	study	the	performance	of	our	proposed	algorithm.	Section	5	concludes	
our	paper.		

2. Problem description  

In	UA‐FLP,	the	areas	of	the	departments	are	given	and	their	dimensions	are	limited	by	a	maxi‐
mum	aspect	ratio	(MAR),	which	is	defined	as	the	largest	allowable	ratio	of	the	longest	side	to	the	
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shortest	side	of	the	department.	The	aspect	ratio	of	a	department	ranges	from	1/MAR	to	MAR.	
Furthermore,	material	flow	quantities	and	the	location	of	input/output	(I/O)	points	are	given.	In	
the	problem,	the	I/O	points	are	assumed	to	be	located	at	the	centroids	of	departments.	During	
the	manufacturing	 process,	materials	 are	 transferred	 between	 I/O	 points	 for	 each	 pair	 of	 de‐
partments.	The	objective	is	to	minimize	the	total	travel	distance	(TTD),	which	is	the	sum	product	
of	the	distances	between	departments	and	their	material	flow	quantities.	For	simplicity,	the	dis‐
tance	between	departments	 is	defined	as	 the	rectilinear	distance	between	 the	 input	point	and	
the	output	point.		

Table	1	provides	an	example	of	a	setting	of	six	departments	with	their	required	areas	(ܽ)	
and	maximum	aspect	ratio	 	and	(ܴܣܯ) the	material	 flow	quantities	between	each	pair	of	 the	
departments.	

	
Table	1	An	example	of	a	setting	of	six	departments	with	their	required	areas	(ܽ)	and	maximum	aspect	ratio	(ܴܣܯ)	

and	the	material	flow	quantities	between	each	pair	of	the	departments	

݉	
Material	flow	quantities

ܽ݉	 	1	ܴܣܯ 2	 3 4 5 6
1	 —	 4	 2 5 7 1 16	 4
2	 —	 —	 4 3 3 4 16	 4
3	 —	 —	 — 2 2 6 25	 4
4	 —	 —	 — — 7 4 36	 4
5	 —	 —	 — — — 3 36	 4
6	 —	 —	 — — — — 9	 4

3. Solution methodology 

It	 is	well‐known	 that	UA‐FLP	 is	NP‐hard.	For	 this	 reason,	we	develop	a	heuristic	 algorithm	 to	
solve	UA‐FLP	of	large	size.	One	complicating	factor	of	UA‐FLP	is	to	determine	the	relative	posi‐
tions	between	the	departments	subject	to	the	condition	that	their	areas	do	not	overlap.	To	cir‐
cumvent	 this	 difficulty,	 we	 propose	 a	 solution	 methodology	 that	 integrates	 the	 zone‐LP	 ap‐
proach	and	an	SA	algorithm	to	obtain	good‐quality	solutions.	The	zone‐LP	approach	is	a	newly	
proposed	layout	construction	technique	based	on	an	improved	zone	algorithm	and	the	solution	
for	an	LP.	When	an	initial	solution	is	obtained	from	the	previous	stage,	SA	is	employed	to	search	
within	the	solution	space	and	acts	to	avoid	the	search	procedure	being	trapped	at	a	local	opti‐
mum.	

3.1 Zone‐LP approach 

The	 zone‐LP	 approach	 consists	 of	 two	 phases.	 In	 the	 first	 phase,	 for	 the	 simplification	 of	 the	
problem	and	more	efficient	computations,	we	consider	the	shape	of	each	department	as	a	rec‐
tangle	with	an	allowable	aspect	ratio.	As	an	example,	as	shown	in	Fig.	1,	the	six	departments	in	
Table	1	are	treated	as	squares.	Given	the	allowable	aspect	ratios	of	the	departments,	we	develop	
an	improved	zone	algorithm	to	determine	their	relative	positions.	The	zone	concept	for	UA‐FLP	
is	first	introduced	by	Xiao	et	al.	[22]	to	reduce	its	computational	complexity	and	has	been	shown	
to	be	computationally	efficient.	In	the	second	phase,	by	using	the	relative	positions	obtained	in	
the	first	phase	as	input,	we	solve	an	LP	to	obtain	the	exact	locations	of	the	departments	within	
the	facility,	and	their	dimensions	subject	to	their	shape	constraints	are	satisfied.	

	
Fig.	1	Six	departments	to	be	located	within	the	facility	where	each	of	them	is	of	a	fixed	aspect	ratio	
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3.2 Improved zone algorithm  

The	improved	zone	algorithm	locates	departments	one	by	one	according	to	a	sequence	such	that	
a	unique	layout	is	generated.	Given	an	initial	sequence	for	locating	the	departments	within	the	
facility,	 say	 [1‐4‐2‐5‐3‐6],	 we	 begin	 the	 algorithm	 by	 placing	 the	 first	 department	 in	 the	 se‐
quence	(i.e.	Department	1)	at	the	center	of	the	facility.	Then,	four	zones	that	are	respectively	on	
the	left,	above,	on	the	right,	and	below	this	department	can	be	identified.	As	an	example,	the	four	
zones	are	shaded	in	the	graphs	of	Fig.	2.	The	next	step	is	to	determine	the	zone	that	the	following	
department	 in	 the	 sequence	 (i.e.	Department	4)	 to	be	 located.	We	 first	determine	 the	optimal	
locations	of	 this	department	within	 the	 four	zones	by	using	a	median	point	(MP)	method.	The	
department	will	then	be	located	at	the	best	zone	that	results	in	the	minimum	total	distance.	Once	
the	department	is	located	within	the	facility,	the	set	of	zones	will	be	updated	for	the	determina‐
tion	of	the	location	of	the	next	department	in	the	sequence.	That	procedure	is	repeated	until	all	
departments	are	located.	For	more	detail	about	zone	updating	procedure,	we	refer	the	reader	to	
Xiao	et	al.	[22].	

	
Fig	2	The	four	zones	(shaded	in	grey)	for	the	possible	location	of	the	department	in	our	example	

To	 generalize	 the	 expressions	of	 the	 zones,	 for	݅	 ൌ 	1, … , ܰ,	 let	ܨ	be	 the	݅‐th	department	 in	
the	sequence	and	let	ܼሺ݅ሻ 	ൌ 	 ሼݖଵ, … , ,ݖ … , 	j	where	located,	be	can	ܨ	that	zones	of	set	the	be	ሽݖ
is	the	index	of	zone.	Note	that	ܼሺଵሻ	consists	of	only	one	zone	that	is	the	entire	rectangle	facility.	
For	each	zone	of	ܨ,	ݖ	is	represented	by	ቄቀݔଵ, ଵቁݕ , ቀݔ


ଶ, ݔwhereሺ	ଶቁቅ,ݕ


ଵ, ݔሺ	and	ଵሻݕ


ଶ, 	ଶሻݕ

are	the	coordinates	of	the	bottom	left	corner	and	the	top	right	corner	of	the	zone,	respectively.	
For	step	of	determining	the	location	of	the	department,	the	MP	method	is	applied	to	obtain	the	
optimal	position	of	ܨ	within	each	zone	 in	ܼሺሻ.	 In	this	MP	method,	an	 ideal	 location	of	 the	cen‐
troid	of	ܨ	is	first	identified	in	such	a	way	that	the	sum	of	rectilinear	distances	weighted	by	the	
flow	quantities	between	ܨ	and	the	departments	that	have	previously	been	located,	denoted	by	
the	set	ܤ,	is	minimized.	The	objective	function	is	formulated	as	follows:	

Minimize	 ܶܶD୧ ൌ ݂ሺ|ݔ െ |ݔ  ݕ| െ |ሻݕ


	 (1)

To	 determine	 the	 optimal	 location,	ሺݔ
∗, y୧

∗ሻ,	 the	 objective	 function	 Eq.	 1	 is	 reformulated	 as	
Equations	 Eq.	 2	 and	 Eq.	 3.	 Therefore,	 the	 values	 of	ݔ

∗	and	ݕ
∗	can	 be	 calculated	 separately.	 In	

Equations	 Eq.	 2	 and	 Eq.	 	are	ሻݕሺܦܶܶ	and	ሻݔሺܦܶܶ	,3 piecewise	 linear	 and	 convex	 functions,	
where	all	ݔ	(ݕ),	for	݊߳ܤ,	are	arranged	in	increasing	order,	i.e.	ݔଵ’  ’௧ݔ  ⋯  ’ଵݕ൫	|’|ݔ  ’௧ݕ 
⋯  	.|’൯|ݕ The	 flow	 quantities	 ݂	associated	 with	ݔ	(ݕ),	 for	݊	߳	ܤ,	 are	 also	 sorted	 by	
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ଵݓൣ
௫, ௧ݓ

௫, … , ||ݓ
௫ ൧	(ሾݓଵ

௬, ௧ݓ
௬, … ||ݓ,

௬ ሿ).	To	determine	the	values	of	ݔ
∗	and	ݕ

∗,	we	make	use	of	Prop‐
erty	1.		

	

Minimize	 ሻݔሺܦܶܶ ൌ ݂|ݔ െ |ݔ ൌ ଵݓ
௫|ݔ െ |′ଵݔ െ ଶݓ

௫|ݔ െ |′ଶݔ  ⋯ݓ||
௫ หݔ െ |′ห|ݔ



	 (2)

	

Minimize	 ሻݕሺܦܶܶ ൌ ݂|ݕ െ |ݕ ൌ ଵݓ
௬|ݕ െ |′ଵݕ െ ଶݓ

௬|ݕ െ |′ଶݕ  ⋯ ||ݓ
௬ หݕ െ |′ห|ݕ



	 (3)

Property	 1.	 Suppose	 that	ݔ
∗	is	 the	 MP	 and	ݔ’	satisfies	 the	 median	 condition,	 i.e.	∑ ௧ݓ

௫ିଵ
௧ୀଵ 

∑ ௧ݓ
௫||

௧ୀଵ /2	and	∑ ௧ݓ
௫||

௧ୀାଵ  ∑ ௧ݓ
௫||

௧ୀଵ /2.	 Then	ݔ
	.’ݔ	=	∗ Similarly,	 if	ݕ

∗	MP	 and	ݕ’,	 satisfies	 the	

MP	condition	∑ ௧ݓ
௬ିଵ

௧ୀଵ  ∑ ௧ݓ
௬||

௧ୀଵ /2	and	∑ ௧ݓ
௬||

௧ୀାଵ  ∑ ௧ݓ
௬||

௧ୀଵ /2	then,	ݕ
	.’ݕ	=	∗

By	Property	1,	the	optimal	location	of	ܨ	(i.e.	the	optimal	solution	for	formulation	Eq.	1)	can	
be	determined	by	searching	the	MP	such	that	both	of	the	total	weights	summing	over	those	be‐
fore	the	MP	in	the	sequence	and	summering	over	those	after	the	MP	in	the	sequence	is	no	more	
than	the	total	weight	summing	over	all	the	departments.	In	other	words,	the	MP	is	the	first	point	
where	the	partial	sum	of	weights	 from	the	 first	department	 in	the	sequence	to	 itself	 is	no	 less	
than	 half	 of	 the	 total	 weights	 of	 all	 departments.	 Let	 ௫ܹሺݐሻ,	 ௬ܹሺݐሻ	be	 the	 partial	 sums	 of	 the	
weights	at	point	summing	from	the	first	department	to	the	ݐ‐th	department	in	the	sequence	in	ݔ‐
direction	 and	ݕ‐direction	 respectively,	 and	ܹ	be	 the	 total	 weights	 summing	 over	 all	 depart‐
ments.	With	 the	 sequence	 [1‐4‐2‐5‐3‐6]	 for	 locating	 the	departments	within	 the	 facility	 in	 the	
previous	example,	we	illustrate	in	Fig.	3	for	how	the	aforementioned	procedure	can	determine	
the	MP.	In	Fig.	3,	the	locations	of	four	departments	have	previously	been	determined.	The	ܶܶܦ	
between	ܨହ,	i.e.	Department	3	and	the	four	departments	that	have	been	located	in	ݔ‐direction	is:	
ሻݔହሺܦܶܶ ൌ 2หݔହ–	ሺെ5ሻห  2หݔହ– 0ห  –ହݔ	|4 0|  –ହݔ|2 7|.	 In	 this	 example,	ܹ ൌ 11,	 ௫ܹሺ1ሻ ൌ 2,	

௫ܹሺ2ሻ 	ൌ 	2	  	2 ൌ 4,	 ௫ܹሺ3ሻ ൌ 	2	  2	  4 ൌ 8  ܹ/2.	Hence,	 the	MP	 is	ݔଷ’ ൌ 0	and	ݔହ
∗ ൌ 	 ’ଷݔ ൌ

0 .	 Similarly,	 ሻݕହሺܦܶܶ 	ൌ 	2หݕହ– 0ห  –ହݕ|2 0|  2หݕହ– 0ห  4หݕହ– 4ห .	 And	 ௬ܹሺ1ሻ 	ൌ 	2 ,	 ௬ܹሺ2ሻ 	ൌ
2	  	2	 ൌ 	4 ,	 ௬ܹሺ3ሻ ൌ 2  2  	2 ൌ 6  ܹ/2 .	 Hence,	 the	 MP	 in	 ݕ ‐direction	 is	 	’ଷݕ ൌ 	0 	and	
ହݕ
∗ ൌ ’ଷݕ ൌ 0.	Therefore,	the	optimal	location	of	Department	3	is	(0,	0),	which	is	marked	by	the	
dashed	rectangle	in	Fig.	3.	

	

Nevertheless,	this	optimal	location	determined	for	Department	3,	in	fact,	is	infeasible	because	
it	overlaps	with	the	other	departments	as	shown	in	in	Fig.	3.	In	this	case,	we	have	to	determine	a	
new	location	for	Department	3	to	continue	our	UA‐FLP	procedure.	To	this	end,	we	determine	the	
location	in	each	zone	for	Department	3	such	that	the	location	is	closest	to	the	previously	deter‐
mined	optimal	 location	 in	both	x‐direction	and	y‐direction.	The	rationale	 is	 that	 such	position	
can	minimize	TTD	for	each	zone.	For	example,	the	best	positions	for	Department	3	in	those	con‐
sidered	zones	are	shown	in	Fig.	4(a)‐4(f),	which	are	respectively	the	closest	locations	to	the	op‐
timal	location	that	was	previously	determined.	The	department	is	to	be	located	at	the	best	posi‐
tion	that	attains	the	minimum	ܶܶܦ	among	those	zones.	In	this	example,	Department	3	has	the	
same	ܶܶܦ	at	the	positions	as	shown	in	Fig.	4(b)	and	Fig.	4(d).	Thus,	this	tie	is	broken	by	ran‐
domly	picking	one	of	 the	 two	positions	 for	 locating	Department	3.	The	 location	of	 the	 last	de‐
partment	in	the	sequence	of	this	example	is	also	determined	in	the	same	way.	Fig.	5	shows	the	
final	layout	of	the	facility.		

Fig.	3	Optimal	location	of	Department	3	(represented	by	a	dotted	square)	
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Fig.	4	Closest	location	in	each	zone	to	the	optimal	location	

	
Fig.	5	Layout	of	the	six	departments	of	fixed	shapes	

To	determine	if	 the	department	can	be	located	at	the	intended	position,	we	also	have	to	consid‐
er	the	dimension	of	each	zone	ݖ

	 	which	can	be	measured	by	ݓ
	 ൌ ଶ	ݔ

 െ ଵ	ݔ
 	and	 ݄

	 ൌ ଶ	ݕ
 െ ଵ	ݕ

 ,	
where	ݓ

		and	 ݄
		are	respectively	the	width	and	the	height	of	the	zone.	Let	݀௪	and	݀	be	the	

width	and	the	height	of	the	department	to	be	located,	respectively.	If	a	zone	satisfies	the	condi‐
tions	that	ݓ

	  ݀௪	and	 ݄
	  ݀,	it	is	feasible	to	locate	Department	݉	in	this	zone;	otherwise,	

check	 if	 the	subsequent	zone	can	accommodate	Department	݉.	The	procedure	of	 the	modified	
zone	algorithm	is	summarized	as	follows:	
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Step	1. Set	݅ ൌ 1.	The	centroid	of	ܨ	is	placed	at	(0,	0)	in	the	coordinate	system.	
Step	2. Set	݅ ൌ ݅  1.	Create	the	zone	set,	ܼሺሻ ൌ ൛ݖ

	ห݆	 ൌ 1,… , ‐pro	updating	zone	the	using	by	ൟ,ܬ
cedure.	Determine	the	optimal	location,	ሺݔ

∗, ݕ
∗ሻ,	for	ܨ.	Let	ܶܶܦ

∗	be	the	minimum	ܶܶܦ	
among	the	zones	contained	in	the	zone	set.	Set	݆	 ൌ ܦܶܶ	,1	

∗ ൌ 	∞.	
Step	3. If	ݔ	ଵ

  ݀௪/2  ݔ
∗ 	 ଶ	ݔ

 – ݀௪/2	and	ݕ	ଵ
 	 	݀/2  ݕ

∗ 	 ଶ	ݕ
 െ ݀/2	(i.e.	ܨ 	with	

its	centroid	located	at	the	optimal	location	can	fit	entirely	within	zone	ݖ	
 ),	go	to	Step	3.1;	

otherwise,	go	to	Step	3.2.	
Step	3.1 ܨ	is	optimally	located	at	ሺx

∗, y
∗ሻ.	Go	to	Step	5.	

Step	3.2 If	ݓ	
≥݀௪	and	ݓ	

≥	݀,	locate	ܦ	at	the	closest	possible	position	in	ݖ
		to	the	

optimal	 location.	 Calculate	ܶܶܦ.	 If	ܶܶܦ  ܦܶܶ
∗,	 then	TTD୧

∗ 	ൌ 	TTD୧୨;	 else,	
ܦܶܶ

∗	keeps	unchanged.	
Step	3.3 Set	݆ ൌ ݆  1.	If	݆  	.4	Step	to	go	otherwise,	3;	Step	to	go	,ܬ

Step	4. ܨ	is	placed	in	the	zone	whose	ܶܶܦ	attains	ܶܶܦ
∗,	go	to	Step	5.	

Step	5. If	݅  ܰ,	go	to	Step	2;	otherwise,	all	the	departments	have	already	been	located	within	the	
facility.	Terminate	the	procedure.	

3.3 Linear programming (LP) 

With	facility	layout	determined	by	the	improved	zoning	algorithm	in	the	first	phase,	the	relative	
positions	of	each	pair	of	departments	can	be	obtained.	By	using	this	information,	an	LP	model	is	
formulated	to	optimize	the	dimensions	of	departments	within	a	specified	facility	while	satisfying	
the	physical	constraints	imposed	on	their	dimensions.	The	additional	notations	used	in	this	for‐
mulation	are	listed	as	follows:	

ܹ	 Width	of	the	facility	on	the floor	plan
		ܪ Height	of	the	facility	on	the	floor	plan
ܰ	 Total	number	of	departments	to	be	located
݉,	݊	 Indices	used	to	represent	the	departments, ݉ ൌ 1,… , ܰ and	݊	 ൌ 	1, … , ܰ.
݂	 Material	flow	quantity	from	Department	݉ to	Department	݊	(݉	 ് 	݊).	
ܽ	 Area	requirement	of	department	݉
	ߙ Maximum	aspect	ratio	of	department	݉
௫ܾݑ 	, ݈ܾ௫ 	 Upper	and	lower	bound	of	the	length	of	Department	m in	the	x‐direction
ܾݑ

௬ 	, ݈ܾ
௬ 	 Upper	and	lower	bound	of	the	length	of	Department	m in	the	y‐direction

,ݎ 	ݏ Indicators	 to	 denote	 if	 Department	m is	 on	 the	 right/below	 Department	 n
respectively.	More	 specifically,	rmn	 =	1	 if	Department	m	 is	on	 the	 left	of	De‐
partment	n,	and	0	otherwise;	smn	=	1	if	Department	m	is	to	below	Department	
n,	and	0	otherwise	

	ݔ The	value	of	the	tangential	support	point	for	the	polyhedral	outer	approxima‐
tion	to	the	area	constraints, ݈ܾ௫݉ /2  ݔ  	௫݉/2ܾݑ

∆	 Number	of	tangential	support	points,	∆  2
	ܥ penalty	for	the	violation	of	the	floor	boundary	condition,

ܥ ൌ 	  ݂ሺܹ  ሻܪ
வ

	

,ݓ ݄  Half	of	width	and	height	of	Department	݉
,௫݉ݒ  ௬݉ݒ Amount	of	violation	of	the	floor	boundary	condition	for	Department	݉	in	the	

	respectively	,	direction‐ݕ	the	and	direction‐ݔ

Our	LP	model	to	determine	the	dimensions	of	the	departments	is	derived	from	the	MIP	for‐
mulated	by	Sherali	et	al.	[13]	and	presented	below:	
	

Minimize	 ܦܶܶ ൌ  ݂൫݀௫  ݀
௬ ൯  ௫ݒሺܥ



ݒ
௬



ሻ
வ

	 (4)

subject	to	
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݀௫  ݔ െ ݔ ∀݉ ൏ ݊	 (5)

݀௫  ݔ െ ݔ ∀݉ ൏ ݊	 (6)

݀
௬  ݕ െ ݕ ∀݉ ൏ ݊	 (7)

݀
௬  ݕ െ ݕ ∀݉ ൏ ݊	 (8)

ݓ  ݔ  ܹ െݓ  ௫ݒ ∀݉  (9)

݄  ݕ  ܪ െ ݄  ݒ
௬ ∀݉  (10)

݈ܾ௫  ݓ2  ௫ܾݑ ∀݉  (11)

݈ܾ
௬  2݄  ܾݑ

௬ ∀݉  (12)

ݔ  ݓ  ݔ െ ݓ ∀݉, ݊,݉ ് ݊: ݎ ൌ 1  (13)

ݕ  ݄  ݕ െ ݄ ∀݉, ݊,݉ ് ݊: ݏ ൌ 1  (14)

ܽݓ  ݔ4
ଶ݄  2ܽݔ ∀݉,   (15)

x ൌ ݈ܾ௫ 2⁄ 


Δ െ 1
ሺܾݑ௫ 2⁄ െ ݈ܾ௫ 2⁄ ሻ ∀݉,  ൌ 0,… , Δ െ 1  (16)

,ݔ ,ݓ,ݕ ݄, ௫ݒ , ݒ
௬  0 ∀݉  (17)

݀௫ , ݀
௬  0 ∀݉ ൏ ݊  (18)

Objective	function	Eq.	4	consists	of	two	terms:	ܶܶܦ	between	departments	and	the	penalty	for	
violation	of	the	floor	boundary	condition.	Constraints	Eq.	5	to	Eq.	8	determine	the	ܶܶܦ	between	
departments.	Constraints	Eq.	9	and	Eq.	10	measure	the	violation	of	the	floor	boundary	condition	
(in	ݔ‐direction	and	ݕ‐direction,	respectively),	if	it	is	infeasible	to	locate	all	the	departments	with‐
in	the	facility.	Constraints	Eq.	11	and	Eq.	12	impose	the	bounds	on	the	width	and	height	for	each	
department,	 where	 the	 upper	 bounds	ܾݑ௫ ൌ minሼܹ,ඥߙܽሽ,	ܾݑ

௬ ൌ minሼܪ,ඥߙܽሽ,	 and	
lower	 bounds	݈ܾ௫ ൌ ܾݑ/݉ܽ

௬ ,	݈ܾ
௬ ൌ ܾ݉ݑ/݉ܽ

ݔ .	 Constraints	 Eq.	 13	 and	 Eq.	 14	 ensure	 that	 the	
departments	do	not	overlap	with	each	other.	Constraints	Eq.	15	is	the	polyhedral	outer	approx‐
imation	for	the	area	function,	ܽ ൌ 	equal	points	support	tangential	of	number	the	with	݄,ݓ4
to	∆.	The	value	of	the	tangential	support	points	ݔ	is	given	in	Eq.	(16).	

As	an	example,	with	the	relative	positions	of	the	departments	obtained	by	the	improved	zone	
algorithm	(as	shown	in	Fig.	5),	the	final	facility	layout	for	locating	the	six	departments	with	the	
exact	dimensions	can	now	be	obtained	by	the	LP.	Their	positions	and	dimensions	are	shown	in	
Fig.	6.	

	
Fig.	6	Layout	solution	of	the	six	departments	with	their	dimensions	determined	
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3.4 SA algorithm 

With	 the	 facility	 layout	solution	obtained	by	 the	zone‐LP	approach,	we	 implement	an	SA	algo‐
rithm	to	improve	the	quality	of	the	solution.	The	SA	algorithm	that	we	adopt	is	the	same	as	the	
procedure	proposed	in	Xiao	et	al.	[22].	For	the	detail	of	the	algorithm,	we	refer	the	reader	to	Xiao	
et	al.	[22].	

4. Computational experiments 

In	this	section,	we	conduct	computational	experiments	to	evaluate	the	performance	of	our	pro‐
posed	 solution	methodology	 for	UA‐FLP	 –	 an	 integrated	method	 of	 zone‐LP	 approach	 and	 SA	
algorithm.	We	use	a	set	of	widely	tested	instances	in	the	literature	to	examine	the	efficiency	of	
the	 solution	methodology.	 There	 are	 five	 instances	 of	 different	 problem	 sizes	 included	 in	 the	
computational	experiments:	Problems	O7	(with	7	departments),	O8	(with	8	departments)	and	
O9	 (with	9	departments)	 from	Meller	et	 al.	 [12]	 and	Two	 largest	 instances	SC30	 (with	30	de‐
partments)	and	SC35	(with	35	departments)	from	Liu	and	Meller	[20].	

The	combined	zone‐LP	and	SA	algorithm	is	run	ten	times	for	each	computational	instance.	In	
the	first	phase	of	zone‐LP	algorithm,	the	dimensions	of	departments	are	fixed	with	the	MAR	be‐
cause	all	departments	 tend	 to	have	a	narrower	rectangular	shape	 to	get	a	 lower	ܶܶܦ.	The	pa‐
rameter	combination	used	 in	SA	was	ܶ	 ൌ 	200	°,	ܴ	 ൌ 	0.8,	and	ܮ	 ൌ 	1000	from	Xiao	et	al.	 [21].	
The	results	on	the	computational	performance	of	our	proposed	approach	are	shown	in	Table	2.	
We	present	the	averages	and	the	standard	deviations	of	the	costs	to	examine	the	robustness	of	
our	proposed	method.	The	computational	results	suggest	that	the	proposed	algorithm	appears	
to	be	quite	 robust.	For	 the	 three	 small‐sized	problems	 (O7,	O8,	O9),	 the	 standard	deviation	 is	
quite	small,	ranging	from	0	to	0.57	(less	than	0.5	%	of	the	average).	Although	the	magnitude	of	
the	standard	deviation	becomes	large	for	the	large‐sized	problems	(SC30,	SC35),	its	relative	val‐
ue	 is	still	 small	 (less	 than	3	%	of	 the	average).	For	 the	computational	efficiency,	our	proposed	
solution	methodology	can	obtain	the	final	solution	within	a	reasonable	time	frame	(less	than	1	
minute	for	the	small‐sized	problems	and	less	than	4	minutes	for	the	large‐sized	problems).	Giv‐
en	that	facility	layout	planning	is	not	a	daily	practice	(is	usually	determined	for	several	years),	
this	computational	time	is	negligible,	and	our	method	is	suitable	for	the	application	in	practice.	

Table	2	Objective	values	and	the	computing	time	obtained	by	the	proposed	algorithm	
Problem		 Best		 Mean Worst Standard	deviation	 Average	time	(s)
O7	 89.25	 89.25 89.25 0	 33.13
O8	 185.00	 185.30 186.00 0.46	 36.93
O9	 185.00	 185.45 186.5 0.57	 41.80
SC30	 3441.57	 3663.21 3792.71 103.50	 180.27
SC35	 3347.94	 3423.70 3555.89 69.06	 225.94

Table	3	Objective	values,	dimensions	of	the	facilities,	space	utilizations	resulting	from	the	best	solutions	found	by	
GRAPH	[21]	and	our	proposed	algorithm	

Problem	
GRAPH[21]	 The	proposed	algorithm	

Diff.	in	TTD	
(%)TTD

Layout	dimen‐
sion	(WH)	

Space	utiliza‐
tion	(%)	

	 TTD	
Layout	dimension	

(WH)
Space	utilization	

(%)	
O7	 115.93 96.00	 89.25 1213.5 68.52	 23.01
O8	 239.00 96.00	 185.00 1216.5 74.24	 22.59
O9	 227.10 	 96.00	 185.00 1516.5 63.03	 18.54
SC30	 3601.20 1512	 90.56	 3441.57 12.7521.59 59.21	 4.43
SC35	 3351.12 1615	 80.00	 3347.94 15.1424.7 51.34	 0.09

We	also	compare	our	proposed	solution	methodology	with	other	existing	algorithms	 in	 the	
literature	and	use	them	as	benchmarks.	We	first	compare	the	solution	qualities	obtained	by	our	
approach	and	the	GRAPH	algorithm	[21],	which	attains	the	best	known	solutions	for	the	compu‐
tational	instances.	As	shown	in	Table	3,	our	proposed	outperforms	GRAPH	[21]	in	terms	of	TTD	
for	all	computational	instances,	but	the	space	utilizations	resulting	from	our	algorithm	are	less	
than	 those	 from	GRAPH.	 In	our	UA‐FLPs,	departments	are	arranged	within	an	open‐field	 floor	
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(as	shown	in	Fig.	4	and	Fig.	5)	and	the	loss	of	consideration	on	space	utilization	in	the	objective	
function	of	the	proposed	model	mainly	causes	the	poor	performance	on	space	utilization.	There‐
fore,	a	multi‐objective	optimization	considering	minimization	of	TTD	and	maximization	of	space	
utilization	may	be	our	future	research	topic.	For	reference,	the	best	layouts	solutions	obtained	
by	our	proposed	approach	are	 shown	 in	Appendix	1.	The	proposed	algorithm	also	has	 an	 ad‐
vantage	of	a	shorter	computing	time	due	to	its	capability	of	searching	in	the	restricted	solution	
spaced.	We	 conduct	another	 study	 to	examine	 the	efficiency	of	our	proposed	methodology.	 In	
addition	to	GRAPH	[21],	we	also	 include	SEQUENCE	[20]	 for	 the	comparison	of	computational	
efficiencies	of	the	different	approaches.	Computational	results	in	Table	4	suggest	that	our	algo‐
rithm	takes	a	significantly	shorter	 time	 to	solve	 the	UA‐FLP.	More	 importantly,	 the	computing	
time	appears	to	grow	almost	 linearly	as	the	number	of	departments	 increases.	Compared	with	
the	 approaches	 that	 appear	 to	 have	 an	 exponential	 computing	 time	 in	 the	 number	 of	 depart‐
ments,	 our	 approach	 is	 apparently	more	 suitable	 for	 problems	 of	 a	 larger	 size.	 The	 linear	 in‐
crease	of	computing	time	may	be	attributed	to	the	proposed	zone‐LP	algorithm	which	can	con‐
struct	the	layout	solution	effectively.	In	each	iteration	of	SA,	the	number	of	zones	produced	for	
putting	departments	by	MP	method	is	O	(N)	according	to	the	zone	algorithm.	The	proposed	LP	
model	is	just	used	to	determine	the	dimensions	of	departments.	In	general,	the	computing	time	
is	approximately	proportional	 to	the	number	of	generated	zones	 in	each	SA	iteration	and	thus	
grows	almost	 linearly	as	 the	number	of	departments	 increases.	This	 further	demonstrates	 the	
value	 of	 our	 proposed	 approach	 in	 advancing	 the	 computational	 performance	 for	 solving	UA‐
FLP.		

Table	4	Average	computing	times	of	the	SEQUENCE	[20],	GRAPH	[21],	and	our	proposed	algorithm	

Instance	
Computing	time	(s)

SEQUENCE [20] GRAPH [21] Our	proposed	algorithm
O7	 1644.0 228.0 33.13	
O8	 3056.0 390.0 36.93	
O9	 3879.0 222.0 41.80	
SC30	 7282.8 2442.0 180.27	
SC35	 9590.4 4728.0 225.94	

5. Conclusion and future research 

This	paper	deals	with	UA‐FLP	and	proposes	a	novel	approach,	which	we	call	a	combined	zone‐LP	
and	SA	algorithm,	 for	 solving	 large‐sized	UA‐FLP.	The	zone‐LP	algorithm	 is	a	new	 layout	 con‐
struction	method	and	consists	of	two	phases.	 In	the	first	phase,	the	shapes	of	departments	are	
fixed	to	a	rectangle	with	an	allowable	aspect	ratio.	Those	departments	of	fixed	shapes	are	then	
placed	sequentially	by	using	an	improved	zone	algorithm,	where	an	MP	method	is	proposed	to	
locating	departments.	By	using	relative	positions	of	the	departments	obtained	in	this	first	phase,	
an	LP	 is	 formulated	 to	determine	 the	exact	 locations	and	dimensions	of	departments.	We	also	
implement	an	SA	algorithm	to	search	the	sequences	of	locating	the	departments	within	the	facili‐
ty	and	to	prevent	the	search	procedure	from	getting	trapped	at	a	local	optimum.	Computational	
experiments	 indicate	 that	our	proposed	combined	zone‐LP	and	SA	has	a	reasonably	good	per‐
formance,	 compared	with	existing	algorithms	 in	 the	 literature	on	widely	 tested	computational	
instances.	

We	also	note	that	there	can	be	future	directions	extended	from	this	research.	In	reality,	de‐
partments	of	irregular	shapes	are	commonplace;	a	future	study	may	consider	the	facility	layout	
problem	with	the	consideration	of	departments	with	irregular	shapes.	Moreover,	the	results	of	
computing	 experiments	 suggest	 that	 our	 proposed	 solution	 methodology	 may	 generate	 solu‐
tions	leading	to	a	low	space	utilization.	For	this	case,	we	may	adopt	a	multi‐objective	optimiza‐
tion	approach	whose	goals	are	 to	minimize	 the	material	handling	 cost	 and	 to	maximize	 space	
utilization.	The	trade‐off	between	these	two	performance	measures	would	also	be	an	interesting	
research	topic	for	investigation	in	the	future.	
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Appendix 1 
The best layouts obtained by our proposed algorithm for the experimental instances from Meller 
et al. [10] and Liu and Meller [19]. 

 

Layout with seven departments Layout with eight departments Layout with nine departments 

Layout with 30 departments Layout with 35 departments 
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A B S T R A C T	   A R T I C L E   I N F O	

In	 this	work,	 the	multi‐objective	optimization	aspects	of	plasma	arc	machin‐
ing	 (PAM),	 electro‐discharge	machining	 (EDM),	 and	micro	 electro‐discharge	
machining	 (μ‐EDM)	 processes	 are	 considered.	 Experiments	 are	 performed	
and	 actual	 experimental	 data	 is	 used	 to	 develop	 regression	 models	 for	 the	
considered	machining	processes.	A	posteriori	version	of	Jaya	algorithm	(MO‐
Jaya	algorithm)	is	proposed	to	solve	the	multi‐objective	optimization	models
in	a	single	simulation	run.	The	PAM,	EDM	and	µ‐EDM	processes	are	optimized	
using	MO‐Jaya	algorithm	and	a	set	of	Pareto‐efficient	solutions	is	obtained	for	
each	of	the	considered	machining	processes	and	the	same	is	reported	in	this	
work.	This	Pareto	optimal	set	of	solutions	will	provide	 flexibility	to	 the	pro‐
cess	planner	to	choose	the	best	setting	of	parameters	depending	on	the	appli‐
cation.	 The	 aim	of	 this	work	 is	 to	 demonstrate	 the	performance	of	MO‐Jaya	
algorithm	and	to	show	its	effectiveness	in	solving	the	multi‐objective	optimi‐
zation	problems	of	machining	processes.	
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1. Introduction 
In	order	to	survive	in	a	 fierce	market	scenario	manufacturing	industries	are	required	to	main‐
tain	high	quality	standards,	produce	at	lowest	cost,	increase	production	rate,	conserve	resources	
and	 at	 the	 same	 time	minimize	 the	 environmental	 impact	 of	 the	 processes	 they	 use.	Machine	
tools	are	major	pillars	of	any	manufacturing	system	and	are	used	on	a	large	scale	for	processing	
of	materials.	However,	machining	processes	are	characterized	by	high	energy	consumption,	high	
tool	wear	rate,	poor	surface	quality	and	generation	of	large	scale	waste	products	in	the	form	of	
used	lubricants,	coolants,	dielectric	or	electrolytic	 fluids,	chips	and	debris	of	tool	or	workpiece	
materials,	etc.	Thus,	for	success	of	any	manufacturing	system	in	terms	of	economy	and	to	reduce	
its	impact	on	the	ecology	it	is	crucial	to	improve	the	efficiency	of	these	machine	tools.	Further‐
more,	in	order	to	improve	the	sustainability	of	the	process	it	is	imminent	that	the	machines	are	
operated	as	efficiently	as	possible.		

The	performance	of	any	machining	process	extensively	depends	upon	the	choice	of	process	
parameters.	Therefore,	for	best	performance	from	any	machining	process	it	is	important	to	set	
the	process	parameters	optimally.	In	order	to	determine	the	optimal	setting	of	process	parame‐
ters	it	is	important	to	map	the	relationship	between	input	and	output	parameters.	De	Wolf	et	al.	
[1]	investigated	the	effect	of	process	parameters	on	material	removal	rate,	electrode	wear	rate	
and	surface	finish	in	EDM	process.	Aich	and	Banerjee	[2]	applied	teaching	learning	based	opti‐
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mization	procedure	for	the	development	of	support	vector	machine	learned	EDM	process	and	its	
pseudo	 Pareto	 optimization.	 Zhang	 et	 al.	 [3]	 enumerated	 and	 characterized	 128	 scenarios	 in	
sustainable	machining	operation	involving	7	objectives	including	energy,	cost,	time,	power,	cut‐
ting	 force,	 tool	 life	 and	 surface	 finish.	Gupta	et	 al.	 [4]	presented	 the	 results	of	 optimization	of	
machining	parameters	and	cutting	fluids	during	nano‐fluid	based	minimum	quantity	lubrication	
turning	of	titanium	alloy	by	using	particle	swarm	optimization	and	bacteria	foraging	optimiza‐
tion	techniques.		

Researchers	have	also	applied	a	number	of	numerical	and	metaheuristic	optimization	algo‐
rithms	for	optimal	setting	of	machining	process	parameters	[5‐13].	The	metaheuristic	optimiza‐
tion	algorithms	are	mostly	inspired	by	the	theory	of	evolution	or	of	behavior	of	a	swarm.	All	evo‐
lutionary	algorithms	or	 swarm	based	algorithms	 require	 tuning	of	parameters	 like	population	
size,	number	of	iterations,	elite	size,	etc.	In	addition,	different	algorithms	require	their	own	algo‐
rithm‐specific	parameters.	The	 improper	tuning	of	algorithm‐specific	parameters	adversely	af‐
fects	the	performance	of	these	algorithms.	In	addition,	the	tuning	of	population	size	and	number	
of	iterations	is	also	required.		

Rao	[14]	proposed	the	Jaya	algorithm	which	algorithm‐specific	parameter‐less	algorithm.	The	
performance	of	Jaya	algorithm	has	already	been	tested	on	a	number	of	unconstrained	and	con‐
strained	benchmark	 functions	and	engineering	optimization	problems.	For	more	details	 about	
the	 algorithm,	 the	 readers	may	 refer	 to	 https://sites.google.com/site/jayaalgorithm.	 The	 Jaya	
algorithm	 is	 simple	 in	 implementation	 as	 a	 solution	 is	 updated	 only	 in	 a	 single	 phase	 using	 a	
single	equation.	However,	the	multi‐objective	version	of	Jaya	algorithm	is	not	yet	developed.		

In	the	case	of	machining	processes	due	to	co‐existence	of	multiple	performance	criteria	there	
is	 a	 need	 to	 formulate	 and	 solve	multi‐objective	 optimization	 problems	 (MOOP).	 A	 priori	 ap‐
proach	such	as	normalized	weighted	sum	approach,	epsilon	constraint	method,	etc.	require	as‐
signing	the	weights	of	importance	to	the	objectives	before	simulation	run	of	the	algorithm.	Fur‐
ther,	it	is	required	to	run	the	algorithm	independently	for	each	set	of	weights	to	obtain	distinct	
solutions.	A	posteriori	approach	does	not	require	assigning	weights	of	importance	to	the	objec‐
tives	in	advance.	This	approach	provides	a	set	of	Pareto‐efficient	solutions	for	a	MOOP	in	a	single	
run	of	simulation.	The	process	planner	can	then	select	one	out	of	the	set	of	Pareto‐efficient	solu‐
tions	based	on	the	order	of	importance	of	objectives.		

Thus,	 in	 this	work	 a	 parameter‐less	 posteriori	multi‐objective	 version	 of	 Jaya	 algorithm	 is	
named	as	multi‐objective	Jaya	(MO‐Jaya)	algorithm	is	proposed	and	the	MOOPs	of	three	modern	
machining	processes	namely	plasma	arc	machining	(PAM),	electro‐discharge	machining	(EDM),	
and	micro	electro‐discharge	machining	(µ‐EDM)	are	solved	using	MO‐Jaya	algorithm.	The	 Jaya	
and	MO‐Jaya	algorithms	are	described	in	following	sections.		

2. The Jaya algorithm 

In	 the	 Jaya	algorithm	P	 initial	 solutions	are	 randomly	generated	obeying	 the	upper	and	 lower	
bounds	of	the	process	variables.	Thereafter,	each	variable	of	every	solution	is	stochastically	up‐
dated	using	Eq.	1.	The	best	solution	is	the	one	with	maximum	fitness	(i.e.	best	value	of	objective	
function)	and	the	worst	solution	is	the	one	with	lowest	fitness	(i.e.	worst	value	of	objective	func‐
tion).	
	

ܱାଵ,, ൌ 	 ܱ,,  ,,ଵߙ 	ቀܱ,,௦௧ െ abs൫ ܱ,,൯ቁ െ ,,ଶߙ ቀܱ,,௪௦௧ െ abs൫ ܱ,,൯ቁ	 (1)
	

Here	best	and	worst	represent	the	index	of	the	best	and	worst	solutions	among	the	population.	p,	
q,	r	are	the	index	of	iteration,	variable,	and	candidate	solution.	Op,	q,	r	means	the	q‐th	variable	of	r‐
th	 candidate	 solution	 in	p‐th	 iteration.	αp,q,1	 and	αp,q,2	 are	 numbers	 generated	 randomly	 in	 the	
range	of	[0,	1].	The	random	numbers	αp,q,1	and	αp,q,2	act	as	scaling	factors	and	ensure	exploration.	
The	 absolute	 value	 of	 the	 variable	 (instead	 of	 a	 signed	 value)	 also	 ensures	 exploration.	 Fig.	 1	
gives	the	flowchart	for	Jaya	algorithm.	
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Fig.	1	Flowchart	of	Jaya	algorithm	

3. The multi‐objective Jaya algorithm 

The	MO‐Jaya	algorithm	is	a	posteriori	version	of	Jaya	algorithm	for	solving	MOOPs.	The	solutions	
in	the	MO‐Jaya	algorithm	are	updated	 in	the	similar	manner	as	 in	the	Jaya	algorithm	based	on	
Eq.	1.	 In	 the	 interest	of	handling	problems	 in	which	more	 than	one	objective	co‐exist	 the	MO‐
Jaya	algorithm	 is	embedded	with	dominance	ranking	approach	and	crowding	distance	evalua‐
tion	approach. 

The	MO‐Jaya	algorithm	is	a	posteriori	version	of	Jaya	algorithm	for	solving	MOOPs.	The	solu‐
tions	in	the	MO‐Jaya	algorithm	are	updated	in	the	similar	manner	as	in	the	Jaya	algorithm	based	
on	Eq.	1.	In	the	interest	of	handling	problems	in	which	more	than	one	objective	co‐exist	the	MO‐
Jaya	algorithm	 is	embedded	with	dominance	ranking	approach	and	crowding	distance	evalua‐
tion	approach	[12].  

In	 the	MO‐Jaya	 algorithm,	 the	 superiority	 among	 the	 solutions	 is	 decided	 according	 to	 the	
non‐dominance	rank	and	value	of	 the	density	estimation	parameter	 i.e.	 crowding	distance	 (ξ).	
The	solution	with	highest	rank	(rank	=	1)	and	largest	value	of	ξ	is	chosen	as	the	best	solution.	On	
the	other	hand	the	solution	with	the	lowest	rank	and	lowest	value	of	ξ	 is	selected	as	the	worst	
solution.	Such	a	selection	scheme	is	adopted	so	that	solution	in	less	populous	region	of	the	objec‐
tive	space	may	guide	the	search	process.	Once	the	best	and	worst	solutions	are	selected,	the	solu‐
tions	are	updated	based	on	the	Eq.	1.	

After	all	the	solutions	are	updated,	the	updated	solutions	are	combined	with	the	initial	popu‐
lation	to	so	that	a	set	of	2P	solutions	(where	P	is	the	size	of	initial	population)	is	formed.	These	
solutions	 are	 again	 ranked	 and	 the	 ξ	 value	 for	 every	 solution	 is	 computed.	Based	 on	 the	new	
ranking	and	ξ	value	P	good	solutions	are	chosen.		

The	flowchart	of	MO‐Jaya	algorithm	is	given	in	Fig.	2.	For	every	candidate	solution	the	MO‐
Jaya	algorithm	evaluates	the	objective	function	only	once	in	each	iteration.	Therefore,	the	total	
no.	of	function	evaluations	required	by	MO‐Jaya	algorithm	=	population	size	×	no.	of	iterations.	
However,	when	the	algorithm	is	run	more	than	once,	then	the	number	of	function	evaluations	is	
to	be	calculated	as:	no.	of	function	evaluations	=	no.	of	runs	×	population	size	×	number	of	itera‐
tions.	 The	 methodology	 used	 for	 ranking	 of	 solutions,	 computing	 the	 crowding	 distance	 and	
crowding	comparison	operator	are	described	in	the	following	sub‐sections.	
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Fig.	2	Flowchart	of	MO‐Jaya	algorithm 

 

3.1 Ranking methodology 

The	 approach	 used	 for	 ranking	 of	 solutions	 is	 based	 on	 the	 non‐dominance	 relation	 between	
solutions	and	is	described	as	follows.	In	an	M	objective	optimization	problem,	P	is	the	set	of	solu‐
tions	to	be	sorted	and	n	=	|P|.		

Domination:	A	solution	x1	is	said	to	dominate	another	solution	x2	if	and	only	if	fi	(x1)	≤	fi	(x2)	for	
all	1	≤	i	≤	M	and	fi	(x1)	<	fi	(x2)	for	at	least	one	i,	where	i	ϵ {1,...,M}	(when	all	objectives	are	to	be	
minimized).	

Non‐domination:	A	solution	x*	in	P	is	non‐dominated	if	there	does	not	exist	any	solution	xj	in	P	 ‐
which	dominates	x*.	

Similarly,	every	solution	in	P	competes	with	every	other	solution	and	the	non‐dominated	solu‐
tions	are	removed	from	P	and	assigned	rank	one.	The	remaining	solutions	in	P	are	again	sorted	
in	the	same	way	and	the	non‐dominated	solutions	are	removed	and	assigned	rank	two.	Unless	
all	the	solutions	in	P	receive	a	rank	this	procedure	is	continued.	A	group	of	solutions	with	same	
rank	is	known	as	front	(F).	

3.2 Computing the crowding distance 

The	crowding	distance	(ξj)	is	an	estimate	of	the	density	of	the	solutions	in	the	vicinity	of	a	par‐
ticular	solution	j.	For	a	particular	front	F,	let	l	=	|F|	then	for	each	member	in	F,	ξ	is	calculated	as	
follows.		

Step	1:	Initialize	ξj	=	0	
Step	2:	Sort	all	solutions	in	F	the	set	in	the	worst	order	of	objective	function	value	fm.	
Step	3:	In	the	sorted	list	of	mth	objective	assign	infinite	crowding	distance	to	solutions	at	the	ex‐
tremes	of	the	sorted	list	(i.e.	ξ1	=	ξl	=	∞),	for	j	=	2	to	(l	–	1),	calculate	ξj	as	follows:	
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୫୧୬	 (2)

Where	j	represents	a	solution	in	the	sorted	list,	fm	is	the	objective	function	value	of	m‐th	objec‐
tive	of	 j‐th	solution,	and	are	the	highest	and	the	lowest	values	of	the	m‐th	objective	function	in	
the	current	population.	Likewise,	ξ	is	computed	for	all	the	solutions	in	all	Fs.	

In	the	case	of	MOOPs	there	exist	more	than	one	optimal	solution.	Therefore,	the	aim	is	to	find	
a	set	of	Pareto‐efficient	solutions.	In	MO‐Jaya	algorithm	in	order	to	avoid	clustering	of	solutions	
about	a	single	good	(higher	rank)	solution,	the	good	solutions	in	the	isolated	region	of	the	search	
space	are	identified	based	on	the	ξ	value,	and	a	solution	with	a	higher	rank	and	higher	ξ	value	is	
considered	as	the	best	solution	in	the	next	generation.	Thus,	the	other	solutions	in	the	popula‐
tion	will	be	directed	towards	the	good	solution	which	lies	in	the	less	populous	(isolated)	region	
of	 the	search	space	 in	 the	next	generation.	This	will	prevent	 the	algorithm	from	converging	to	
single	optimum	solution	and	ensure	diversity	among	the	solutions.	For	this	purpose	a	solution	
from	the	more	isolated	region	of	search	space	is	given	more	preference	than	the	solution	in	the	
crowded	region	of	the	search	space.	In	the	MO‐Jaya	algorithm,	among	the	two	competing	solu‐
tions	 i	 and	 j,	 primarily,	 the	 solution	with	a	higher	 rank	 is	preferred.	 If	 the	 two	 solutions	have	
equal	rank	then	the	solution	with	a	higher	ξ	value	is	preferred.	

The	next	section	describes	the	experiments	performed	on	the	PAM,	EDM	and	µ‐EDM	process‐
es.	The	experiments	are	performed	at	the	Manufacturing	Science	Laboratory	of	IIT	Kanpur,	India	
by	the	team	of	Professor	J.	Ramkumar	(co‐author	of	this	paper)	and	validation	tests	are	also	per‐
formed	for	the	considered	machining	processes.	

4. Case studies 

The	MOOPs	of	PAM,	EDM	and	µ‐EDM	processes	are	described	in	the	following	sub‐sections	and	
the	same	are	solved	using	MO‐Jaya	algorithm.	 In	order	 to	get	a	set	of	50	Pareto‐efficient	solu‐
tions	a	population	size	of	50	is	chosen	for	MO‐Jaya	algorithm.	In	order	to	provide	enough	chance	
for	the	search	process	to	evolve	and	converge	at	the	Pareto‐efficient	set	of	solutions,	allowable	
iterations	are	set	to	100.	All	the	simulations	are	performed	on	a	computer	with	2.93	GHz	proces‐
sor	and	4	GB	RAM.	The	code	for	MO‐Jaya	algorithm	is	developed	in	MATLAB	R2009a. 

4.1 Optimization of plasma arc machining process 

This	work	 aims	 to	 improve	 the	 performance	 of	 PAM	process	 by	means	 of	 process	 parameter	
optimization.	The	regression	models	for	material	removal	rate	‘MRR’	(g/s)	and	dross	formation	
rate	‘DFR’	(g/s)	are	developed	using	the	data	collected	by	means	of	actual	experimentation,	and	
the	same	are	used	as	fitness	functions	for	MO‐Jaya	algorithm	in	order	to	obtain	multiple	trade‐
off	solutions.	

The	 experimental	 setup	 consisted	 of	mainly	 four	 components	 i.e.	 power	 supply	 unit,	 steel	
trailer,	plasma	torch,	a	work‐table	and	a	vibration	setup.	The	power	supply	unit	is	used	to	con‐
trol	 the	current	and	pressure	of	gas.	The	steel	 trailer	 is	used	 to	move	 the	plasma	 torch	on	2D	
surface.	The	plasma	torch	 is	used	 to	convert	 the	gas	 into	plasma	and	 the	worktable	 is	used	 to	
hold	the	workpiece	a	vibration	setup	is	also	mounted	on	the	worktable.	The	vibration	setup	con‐
sists	of	two	RM	slider	assembly,	a	moving	plate	and	a	fixed	plate,	an	induction	motor,	a	variable	
frequency	drive	to	control	the	speed	of	the	motor	and	a	cam	and	spring	assembly.	

The	 experiments	 are	 performed	 at	Manufacturing	 Science	 Laboratory	 of	 IIT	 Kanpur,	 India	
and	AISI	4340	steel	(0.16‐0.18	%	of	C)	 is	used	as	work	material.	The	experiments	are	planned	
according	to	the	central	composite	design	(CCD)	and	4	process	parameters	such	as	thickness	of	
workpiece	‘T’	(mm),	current	‘I’	(Amp),	arc	gap	voltage	‘Vg’	(V)	and	speed	‘S’	(mm/min)	are	con‐
sidered	each	at	5	levels.	Table	1	gives	the	plan	of	experiments	based	on	CCD.	
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Table	1	Design	of	experiments	and	values	of	MRR	and	DFR	measured	after	experimentation	
S.	No.	 T	(mm)	 I	(A)	 Vg	(V)	 S	(mm/min)	 MRR	(g/s)	 DFR	(g/s)	
1	 2	 40	 135	 500	 0.1514	 0.1164	
2	 1.5	 35	 145	 600	 0.1269	 0.1623	
3	 1.5	 45	 145	 600	 0.3088	 0.0058	
4	 2	 30	 135	 700	 0.2476	 0.02	
5	 2	 40	 155	 700	 0.3529	 0.0217	
6	 1	 40	 135	 700	 0.1495	 0.0428	
7	 1.5	 25	 145	 600	 0.1367	 0.0894	
8	 1.5	 35	 145	 600	 0.2537	 0.0204	
9	 2	 40	 135	 700	 0.3206	 0.0065	
10	 2.5	 35	 145	 600	 0.2939	 0.0643	
11	 1	 40	 155	 500	 0.0696	 0.1120	
12	 1	 40	 155	 700	 0.1958	 0.0427	
13	 1	 30	 155	 700	 0.1571	 0.0495	
14	 1.5	 35	 145	 400	 0.1230	 0.0799	
15	 2	 40	 155	 500	 0.2530	 0.0484	
16	 2	 30	 135	 500	 0.1791	 0.0330	
17	 1	 40	 135	 500	 0.0447	 0.0804	
18	 0.5	 35	 145	 600	 0.0023	 0.0858	
19	 1.5	 35	 145	 600	 0.15	 0.1260	
20	 2	 30	 155	 500	 0.1516	 0.1095	
21	 1.5	 35	 145	 800	 0.3106	 0.0235	
22	 1.5	 35	 125	 600	 0.1389	 0.0899	
23	 2	 30	 155	 700	 0.1351	 0.1921	
24	 1.5	 35	 145	 600	 0.1693	 0.1144	
25	 1	 30	 135	 700	 0.1330	 0.0218	
26	 1.5	 3555	 145	 600	 0.1440	 0.1274	
27	 1.5	 35	 165	 600	 0.1308	 0.1885	
28	 1	 30	 135	 500	 0.0580	 0.0679	
29	 1.5	 35	 145	 600	 0.1711	 0.1084	
30	 1	 30	 155	 500	 0.0236	 0.1363	

	
Thirty	experimental	runs	are	performed	and	MRR	and	DFR	are	measured	and	recorded.	The	

weight	of	each	test	specimen	is	measured	before	and	after	performing	an	experimental	run,	with	
dross	and	without	dross	and	the	MRR	and	DFR	are	determined	according	to	Eq.	3	to	Eq.	5.	

ܴܴܯ ൌ ሺݓଵ െ 	ݐ/ଶሻݓ (3)
ܴܨܦ ൌ ሺݓଶ െ 	ݐ/ଷሻݓ (4)

ݐ ൌ ܮ  60/ܵ	 (5)

Where	w1	is	the	weight	of	the	workpiece	in	grams	before	cutting;	w2	is	the	weight	of	the	work‐
piece	in	grams	after	cutting	with	dross;	w3	is	the	weight	of	the	workpiece	after	cutting	in	grams	
without	dross;	t	 is	the	cutting	time	in	s	and	L	 is	the	length	of	cut	on	each	workpiece	(125	mm)	
and	S	is	the	cutting	speed	(mm/min).	Thereafter,	regression	models	for	MRR	and	DFR	are	devel‐
oped	using	a	logarithmic	scale	and	are	expressed	by	Eq.	6	and	Eq.	7.	
	
ܴܴܯ					 ൌ exp 	ሼ202.0963939  26.97654873 ሺlog ܶሻ െ 115.7823 ሺlog ሻܫ  
                            36.5388	ሺlog ܸሻ െ 32.2698 ሺlog ܵሻ െ 2.3015 ሺlog ܶሻଶ  3.07499	ሺlog  ሻଶܫ
                            െ10.03049	ሺlog 	 ܸሻଶ  2.5766	ሺlog ܵሻଶ  0.70759	ሺlog	ܶ  log  ሻܫ
                            െ0.25221	ሺlog	ܶ  log 	 ܸሻ െ 3.92965	ሺlog ܶ  log ܵሻ  17.92577	൫log ܫ  log	 ܸ൯ 
                            0.91766	ሺlog	ܫ  log ܵሻ െ 0.07549 ሺlog ܸ  log ܵሻሽ 
 

ሺܴଶ ൌ 0.95ሻ

(6)

 

ܴܨܦ					 ൌ exp 	ሼെ310.030243 െ 7.0437	ሺlog ܶሻ  311.642 ሺlog ሻܫ െ 169.3030 ሺlog 	 ܸሻ 
                           56.3056	ሺlog ܵሻଶ െ 0.5839 ሺlog ܶሻଶ െ 16.1736 ሺlog ሻଶܫ  17.4766	ሺlog 	 ܸሻଶ 
                           െ8.15487	ሺlog ܵሻଶ െ 4.90491	ሺlogܶ  log ሻܫ  4.68153	ሺlog	ܶ  log 	 ܸሻ 
                           0.17082	ሺlog	ܶ  log ܵሻ െ 28.2996	ሺlog ܫ  log ܸሻ െ 8.91918	ሺlog ܫ  log ܵሻ 
                           15.42233	ሺlog ܸ  log ܵሻሽ 

ሺܴଶ ൌ 0.7ሻ

(7)

Now	MO‐Jaya	algorithm	is	applied	to	maximize	the	MRR	and	minimize	the	DFR,	simultaneously.	
The	regression	models	for	MRR	and	DFR	expressed	by	Eq.	6	and	Eq.	7	are	used	as	fitness	func‐
tion	for	MO‐Jaya	algorithm.	The	process	parameters	limits	are	expressed	by	Eqs.	8	to	11.	
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0.5 ≤ T ≤ 2.5 (8)
25 ≤ I≤ 45 (9)

125 ≤ Vg ≤ 165 (10)
400 ≤ S ≤ 800 (11)

The	set	of	Pareto‐efficient	solutions	provided	by	MO‐Jaya	algorithm	is	reported	Table	2	and	
the	Pareto‐front	 is	 shown	 in	 Fig.	 3.	 The	MO‐Jaya	 algorithm	 required	8	 iterations	 to	 obtain	 50	
Pareto‐efficient	 solutions.	The	CPU	 time	 required	by	MO‐Jaya	algorithm	 to	perform	100	 itera‐
tions	is	7.2	s.	

The	results	of	MO‐Jaya	algorithm	have	revealed	that,	the	optimal	value	for	current	and	speed	
are	45	(A)	and	800	(mm/min)	to	achieve	a	trade‐off	between	MRR	and	DFR.	The	MRR	increases	
continuously	 from	a	minimum	value	of	0.2342	(g/s)	 to	1.0769	(g/s)	as	 the	arc	gap	voltage	 in‐
creases	from	128.2032	(V)	to	165	(V).	However,	the	increase	in	MRR	is	achieved	on	the	expense	
of	 increase	 in	DFR.	Therefore,	 the	best	compromised	values	 for	DFR	 lie	 in	 the	range	of	0.0004	
(g/s)	to	0.0026	(g/s).	The	DFR	shows	an	inverse	trend	with	respect	to	thickness	of	workpiece.	
However,	as	the	arc	gap	voltage	increases	the	DFR	also	increases	(refer	to	Table	2).	

Table	2	Pareto	optimal	solution	set	provided	by	MO‐Jaya	algorithm	in	a	single	simulation	run	for	PAM	process	
S.	No.	 x1	(mm)	 x2	(A)	 x3	(V)	 x4	(mm/min)	 MRR	(g/s)	 DFR	(g/s)	
1	 2.5	 45	 128.2032	 800	 0.2342	 0.0004	
2	 2.5	 45	 130.0663	 800	 0.2573	 0.0004	
3	 2.5	 45	 134.3141	 800	 0.3127	 0.0004	
4	 2.5	 45	 137.139	 800	 0.3508	 0.0005	
5	 2.5	 45	 140.1553	 800	 0.392	 0.0005	
6	 2.5	 45	 141.3426	 800	 0.4082	 0.0005	
7	 2.5	 45	 142.5303	 800	 0.4243	 0.0005	
8	 2.4048	 45	 142.5775	 800	 0.4589	 0.0006	
9	 2.4115	 45	 144.2314	 800	 0.4804	 0.0006	
10	 2.3928	 45	 144.823	 800	 0.4961	 0.0006	
11	 2.3038	 45	 143.0715	 800	 0.5033	 0.0006	
12	 2.4004	 45	 147.4697	 800	 0.5308	 0.0007	
13	 2.3995	 45	 148.7112	 800	 0.5483	 0.0007	
14	 2.3583	 45	 148.559	 800	 0.564	 0.0007	
15	 2.2949	 45	 148.3905	 800	 0.5889	 0.0008	
16	 2.3668	 45	 150.6993	 800	 0.5898	 0.0008	
17	 2.3144	 45	 151.253	 800	 0.6215	 0.0008	
18	 2.268	 45	 150.9664	 800	 0.6388	 0.0008	
19	 2.0579	 45	 146.8665	 800	 0.6613	 0.0009	
20	 2.1508	 45	 150.1631	 800	 0.6794	 0.0009	
21	 2.1876	 45	 152.6231	 800	 0.7005	 0.001	
22	 2.1182	 45	 151.5029	 800	 0.7152	 0.001	
23	 2.0995	 45	 152.0345	 800	 0.7319	 0.001	
24	 2.0861	 45	 153.623	 800	 0.7628	 0.0011	
25	 2.0661	 45	 153.5103	 800	 0.7701	 0.0011	
26	 2.0207	 45	 153.3698	 800	 0.788	 0.0011	
27	 1.985	 45	 153.4289	 800	 0.804	 0.0012	
28	 1.9782	 45	 154.6089	 800	 0.8259	 0.0012	
29	 1.8797	 45	 153.3452	 800	 0.8429	 0.0013	
30	 1.9448	 45	 155.8998	 800	 0.8601	 0.0013	
31	 2.0101	 45	 158.4338	 800	 0.8681	 0.0014	
32	 1.8571	 45	 155.9489	 800	 0.8943	 0.0014	
33	 1.8422	 45	 156.0147	 800	 0.9005	 0.0015	
34	 1.7788	 45	 155.7694	 800	 0.9156	 0.0015	
35	 1.8493	 45	 157.9314	 800	 0.928	 0.0016	
36	 1.8344	 45	 158.1038	 800	 0.9358	 0.0016	
37	 1.901	 45	 160.6495	 800	 0.9464	 0.0017	
38	 1.8744	 45	 160.3258	 800	 0.9528	 0.0017	
39	 1.8186	 45	 159.9524	 800	 0.9681	 0.0017	
40	 1.8681	 45	 161.9012	 800	 0.9757	 0.0018	
41	 1.8435	 45	 162.0781	 800	 0.9874	 0.0018	
42	 1.6871	 45	 160.0925	 800	 1.004	 0.0019	
43	 1.6935	 45	 160.9864	 800	 1.0155	 0.002	
44	 1.7365	 45	 162.4991	 800	 1.0263	 0.002	
45	 1.7111	 45	 163.0979	 800	 1.0397	 0.0021	
46	 1.7012	 45	 163.4105	 800	 1.0457	 0.0022	
47	 1.7513	 45	 165	 800	 1.0518	 0.0022	
48	 1.7091	 45	 165	 800	 1.0624	 0.0023	
49	 1.6118	 45	 165	 800	 1.076	 0.0025	
50	 1.5829	 45	 165	 800	 1.0769	 0.0026	
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Fig.	3	Pareto‐front	obtained	by	MO‐Jaya	algorithm	for	PAM	process	in	a	single	simulation	run	

4.2 Optimization of electro‐discharge machining process 

This	work	aims	to	maximize	the	MRR	(mg/min),	minimize	tool	wear	rate	‘TWR’	(mg/min),	min‐
imize	 taper	 angle	 Ɵ	 (degree)	 and	 minimize	 delamination	 factor	 ‘DF’,	 simultaneously,	 by	 the	
means	of	process	parameter	optimization.	For	this	purpose,	experiments	are	performed	and	the	
data	collected	is	used	to	develop	regression	models	for	MRR,	TWR	 ,	Ɵ	and	DF	and	the	same	are	
used	as	fitness	functions	for	MO‐Jaya	algorithm.	

The	survey	of	literature	revealed	that	there	are	number	of	process	parameters	which	control	
the	performance	of	the	EDM	process	such	as	pulse	current,	pulse	on	time,	gap	voltage,	%	duty	
cycle,	Z	depth,	sensitivity,	anti‐arc	sensitivity,	work‐time,	lift	time,	prepulse	sparking	current,	X	
displacement,	 Y	 displacement,	 polarity	 and	 tool	 rotation.	 Therefore,	 preliminary	 experiments	
were	conducted	to	find	out	the	most	critical	parameters	like	the	gap	voltage	‘Vg’	(V),	pulse	cur‐
rent	‘Ip’	(A),	pulse‐on	time	‘Ton’	(µs)	and	tool	rotation	speed	‘N’	(rpm).	

Design	of	experiments	is	used	as	a	tool	to	generate	the	experimental	procedure.	The	experi‐
ments	are	planned	according	to	the	rotational‐central	composite	design	(RCCD)	and	regression	
models	for	MRR,	TWR,	taper	angle	and	DF	are	developed.	The	experiments	are	conducted	with	4	
process	 parameters	 considering	 each	 at	 5	 levels.	 The	 values	 of	 other	 process	 parameters	 are	
maintained	as	constant	such	as	duty	cycle	40	%,	Z	depth	15	mm,	sensitivity	8,	anti‐arc	sensitivity	
7,	work	time	8.0	s,	lift	time	0.2	s,	prepulse	sparking	current	0	A	and	straight	polarity.		

The	experiments	are	performed	in	the	Manufacturing	Sciences	laboratory	of	IIT	Kanpur,	In‐
dia.	ZNC	Electronica	EDM	machine	with	a	copper	tool	of	3	mm	diameter	is	used	for	the	purpose	
of	 experimentation.	 Carbon‐carbon	 composite	materials	with	6	%	grade	with	 approximate	di‐
mensions	as	155	mm	×	75	mm	×	3.5	mm	is	used	as	the	workpiece	material.	A	copper	rod	of	3	
mm	 diameter	 and	 7	mm	 length	 is	 used	 as	 tool.	 The	 tool	 is	 given	 negative	 polarity	 while	 the	
workpiece	 is	given	positive	polarity.	30	experiments	with	6	replicates	of	 centre	point	are	per‐
formed.	Table	3	gives	the	experimental	plan	and	results.		

For	each	experiment	the	initial	and	final	weights	of	tool	and	workpiece	material	is	measured	
using	a	weighing	scale	(Citizen	CY	204),	care	is	taken	to	completely	remove	the	moisture	from	
the	workpiece	material	before	measurement.	The	MRR	is	calculated	by	taking	the	ratio	of	differ‐
ence	between	initial	and	final	weights	of	workpiece	to	the	machining	time	of	through	hole.	The	
TWR	is	calculated	by	taking	the	ratio	of	difference	between	initial	and	final	weights	of	the	tool	to	
the	machining	time	of	through	hole.	

In	the	EDM	process	as	the	material	 is	removed	from	tool	as	well	as	the	workpiece	all	holes	
machined	have	a	significant	taper	angle.	To	calculate	taper	angle	the	nominal	diameters	of	upper	
and	lower	part	of	the	machined	hole	are	measured	with	the	help	of	digital	microscope	and	Dino‐
lite	software.	Further,	the	taper	angle	is	calculated	as	follows.	

	

߆ ൌ tanିଵ ൬
௧ܦ െ ௧ܦ

2  ݐ
൰	 (12)
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Where	Dtop	and	Dbot	are	nominal	diameters	of	top	and	bottom	surfaces	of	the	machined	hole	and	t	
is	the	thickness	of	workpiece.		

The	delamination	factor	is	calculated	as	the	ratio	of	maximum	diameter	of	the	heat	affected	
zone	to	the	nominal	diameter	of	the	machined	hole.	The	regression	models	for	MRR,	TWR,	Ɵ	and	
DF	developed	using	a	 logarithmic	scale	with	uncoded	values	of	machining	parameters	and	are	
expressed	by	Eq.	13	to	Eq.	16.	

	
Table	3	Design	of	experiments	and	values	of	MRR,	TWR,	Ɵ	and	DF	measured	after	experimentation	

S.	No.	 Vg	(V)	 Ip	(A)	 Ton	(µs)	 N	(rpm)	 MRR	(mg/min)	 TWR	(mg/min)	 Ɵ	(degree)	 DF	
1	 40	 20	 500	 250	 11.774	 15.56	 0.49896	 1.13765	
2	 80	 20	 500	 250	 18.429	 28.071	 0.94956	 1.17407	
3	 40	 40	 500	 250	 17.984	 87.5	 2.14977	 1.19477	
4	 80	 40	 500	 250	 23.818	 169.129	 2.93734	 1.28756	
5	 40	 20	 1000	 250	 10.485	 9.706	 1.01307	 1.1483	
6	 80	 20	 1000	 250	 21.755	 35.145	 1.44775	 1.18842	
7	 40	 40	 1000	 250	 17.957	 89.586	 2.34904	 1.20387	
8	 80	 40	 1000	 250	 25.836	 189.062	 3.03773	 1.29591	
9	 40	 20	 500	 350	 9.409	 12.994	 1.21824	 1.12567	
10	 80	 20	 500	 350	 14.73	 22.858	 1.45351	 1.16211	
11	 40	 40	 500	 350	 14.251	 87.553	 2.47527	 1.18693	
12	 80	 40	 500	 350	 17.152	 141.074	 2.73688	 1.27143	
13	 40	 20	 1000	 350	 7.567	 13.593	 1.43657	 1.13062	
14	 80	 20	 1000	 350	 12.739	 26.774	 1.58195	 1.16556	
15	 40	 40	 1000	 350	 13.983	 88.552	 1.86935	 1.18385	
16	 80	 40	 1000	 350	 16.643	 145.738	 2.11996	 1.2753	
17	 25	 30	 750	 300	 7.135	 13.344	 1.56341	 1.15768	
18	 95	 30	 750	 300	 17.791	 97.223	 2.05367	 1.20508	
19	 60	 10	 750	 300	 16.462	 2.123	 0.609447	 1.1168	
20	 60	 45	 750	 300	 23.262	 189.031	 1.93848	 1.23504	
21	 60	 30	 300	 300	 19.481	 90.738	 1.2623	 1.23478	
22	 60	 30	 2000	 300	 11.879	 63.277	 2.5361	 1.20539	
23	 60	 30	 750	 200	 23.644	 92.36	 1.75735	 1.24253	
24	 60	 30	 750	 400	 4.167	 8.568	 1.45485	 1.21992	
25	 60	 30	 750	 300	 22.61	 76.726	 1.54156	 1.21704	
26	 60	 30	 750	 300	 22.532	 80.963	 1.51356	 1.21996	
27	 60	 30	 750	 300	 21.873	 75.491	 1.50756	 1.22892	
28	 60	 30	 750	 300	 22.095	 79.266	 1.53274	 1.22455	
29	 60	 30	 750	 300	 20.032	 75.118	 1.53498	 1.2119	
30	 60	 30	 750	 300	 22.263	 76.726	 1.52827	 1.2338	

	
	
ܴܴܯ ൌ exp 	ሼെ264.7311  14.62835	ሺlog ܸሻ  0.633896 ሺlog ሻܫ  8.67444 ሺlog ܶሻ 
                        74.465	ሺlogܰሻ െ 1.0053 ሺlog ܸሻଶ  0.2317 ሺlog ሻଶܫ െ 0.3459 ሺlog ܶሻଶ 
                        െ5.83289	ሺlogܰሻଶ െ 0.63041	ሺlog	 ܸ  log ሻܫ  0.16643	ሺlog	 ܸ  log ܶሻ 
                        െ0.87394 ሺlog	 ܸ  logܰሻ  0.12709 ሺlog ܫ  log ܶሻ െ 0.94153 ሺlog	 ܶ  logܰሻሽ 
	

ሺܴଶ ൌ 0.855ሻ

(13)

      ܹܴܶ ൌ exp 	ሼെ264.7887  16.8	ሺlog ܸሻ  7.1385 ሺlog ሻܫ െ 1.206 ሺlog ܶሻ 
                             79.1385	ሺlogܰሻ െ 0.9912 ሺlog ܸሻଶ െ 0.5355 ሺlog ሻଶܫ  0.03906	ሺlog ܶሻଶ 
                             െ6.3355	ሺlogܰሻଶ െ 0.3342	ሺlog	 ܸ  log ሻܫ  0.4552	ሺlog	 ܸ  log ܶሻ 
                             െ1.6904	ሺlog	 ܸ  logܰሻ  0.06969 ሺlog ܫ  log ܶሻ െ 0.2617 ሺlog	 ܶ  logܰሻሽ 
	

ሺܴଶ ൌ 0.926ሻ

(14)

߆         ൌ exp 	ሼെ60.4654  3.7949	ሺlog ܸ݃ሻ  6.7335 ሺlog ሻܫ  10.0673 ሺlog  ሻ݊ܶ
                          1.58424 ሺlogܰሻ  0.6458 ሺlog ܸሻଶ  0.18217 ሺlog ሻଶܫ  0.24652	ሺlog ܶሻଶ 
                          1.2749	ሺlogܰሻଶ െ 0.2535	ሺlog	 ܸ  log ሻܫ െ 0.1392	ሺlog	 ܸ  log ܶሻ 
                          െ1.20511 ሺlog	 ܸ  logܰሻ െ 0.89575 ሺlog ܫ  log ܶሻ െ 1.6643 ሺlog	 ܶ  logܰሻሽ 
	

ሺܴଶ ൌ 0.892ሻ

(15)

ܨܦ         ൌ exp 	ሼെ0.58509  0.15295	ሺlog ܸ݃ሻ െ 0.14645 ሺlog ሻܫ  0.27323 ሺlog  ሻ݊ܶ
                          െ0.12994 ሺlogܰሻ െ 0.02262 ሺlog ܸሻଶ  0.00873 ሺlog ሻଶܫ  7.9329ିହ	ሺlog ܶሻଶ 
                          0.032075	ሺlogܰሻଶ  0.07168	ሺlog	 ܸ  log ሻܫ െ 0.00957	ሺlog	 ܸ  log ܶሻ 
                          െ0.01534 ሺlog	 ܸ  logܰሻ െ 0.01683 ሺlog ܫ  log ܶሻ െ 0.03149 ሺlog	 ܶ  logܰሻሽ 
	

ሺܴଶ ൌ 0.898ሻ

(16)
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Now	MO‐Jaya	algorithm	is	used	to	maximize	the	MRR,	minimize	TWR,	minimize	taper	angle	
and	minimize	DF,	simultaneously.	The	regression	models	expressed	by	Eq.	13	to	Eq.	16	are	used	
as	fitness	functions	for	MO‐Jaya	algorithm.	The	process	parameter	bounds	are	expressed	by	Eq.	
17	to	Eq.	20	as	follows.	

25 ≤ Vg ≤ 95 (17)
10 ≤ Ip≤ 45 (18)

300 ≤ Ton ≤ 2000 (19)
200 ≤ N ≤ 400 (20)

The	set	of	Pareto‐efficient	solutions	provided	by	MO‐Jaya	algorithm	in	a	single	run	of	simula‐
tion	is	reported	in	Table	4	for	all	4	objectives.	As	the	optimization	problem	is	having	4	objectives	
it	is	not	easy	to	show	the	4‐dimensional	Pareto	front	and	hence	the	Pareto	front	for	MRR,	TWR	
and	Ɵ	is	shown	as	Fig.	4(a)	and	the	Pareto	front	for	TWR,	Ɵ	and	DF	is	shown	as	Fig.	4(b).		

	
Table	4	Pareto	optimal	solution	set	provided	by	MO‐Jaya	algorithm	in	a	single	simulation	run	for	EDM	process	

S.	No.	 Vg	(V)	 Ip	(A)	 Ton	(µs)	 N	(rpm)	 MRR	(0.1	mg/s)	 TWR	(0.1	mg/s)	 Ɵ	(degree)	 DF	
1	 25	 10	 1913.724	 200	 1.2453	 0.0965	 3.3476	 1.1574	
2	 25.0495	 10	 1844.116	 200	 1.2865	 0.0986	 3.0562	 1.1558	
3	 25	 10	 1757.623	 200	 1.3199	 0.0996	 2.7192	 1.1536	
4	 26.2683	 10	 2000	 200	 1.4191	 0.1162	 3.7259	 1.1603	
5	 25	 10	 300	 200	 1.4245	 0.2215	 0.0811	 1.079	
6	 31.7003	 10	 2000	 200	 2.5179	 0.2405	 3.8046	 1.1629	
7	 28.5	 10	 932.73	 212.1907	 3.0999	 0.2672	 0.6472	 1.1259	
8	 33.8835	 10	 980.8407	 214.6995	 5.0426	 0.4827	 0.7417	 1.13	
9	 39.4565	 10	 1366.835	 200	 5.5058	 0.5499	 1.7016	 1.1488	
10	 39.5125	 10	 893.006	 200	 6.1636	 0.6041	 0.6878	 1.1325	
11	 43.1006	 10	 785.4233	 214.3395	 9.0452	 1.0027	 0.5488	 1.1238	
12	 60.5423	 10	 300	 200	 9.4074	 1.871	 0.159	 1.0949	
13	 50.252	 10	 951.2899	 200	 10.0145	 1.1314	 0.943	 1.1347	
14	 50.4624	 10	 1094.945	 209.8391	 11.047	 1.3154	 1.1924	 1.1359	
15	 95	 10	 300	 370.8176	 11.201	 1.547	 0.5758	 1.0749	
16	 53.9205	 10	 1193.568	 203.7774	 11.3644	 1.3979	 1.5711	 1.1404	
17	 61.7591	 10	 417.817	 200	 11.776	 1.8677	 0.269	 1.1054	
18	 52.3786	 10	 997.8612	 216.286	 12.7649	 1.5735	 0.9942	 1.1302	
19	 59.0602	 10	 1199.503	 212.3769	 14.2355	 1.9259	 1.6368	 1.1357	
20	 62.0647	 10	 782.3541	 212.8126	 16.3417	 2.1735	 0.7642	 1.1214	
21	 57.6466	 10	 899.7264	 241.1095	 17.1198	 2.3377	 0.8244	 1.1187	
22	 78.1695	 10	 300	 303.9107	 18.6777	 3.184	 0.3371	 1.0817	
23	 63.9669	 10	 721.4555	 233.2439	 19.5525	 2.7339	 0.6496	 1.1129	
24	 81.4454	 10.4816	 300	 263.1196	 20.3185	 4.6091	 0.3181	 1.0889	
25	 82.047	 10.242	 300	 276.3105	 20.4793	 4.1102	 0.3279	 1.0849	
26	 81.5354	 10	 407.3847	 289.2469	 22.0527	 3.4706	 0.4306	 1.0863	
27	 93.3095	 10	 460.6347	 290.8624	 23.1194	 3.5922	 0.5781	 1.0837	
28	 77.2987	 10	 847.0946	 243.5197	 23.7081	 3.6683	 1.0182	 1.1097	
29	 84.271	 11.0556	 628.0503	 247.9736	 24.8563	 5.7193	 0.7768	 1.1108	
30	 95	 10	 680.5518	 230.7705	 25.9749	 4.2886	 1.0235	 1.101	
31	 95	 10	 726.217	 247.0427	 26.8204	 4.4199	 1.0638	 1.0983	
32	 63.1759	 35.7338	 815.4502	 250.6803	 26.8784	 141.1848	 1.9473	 1.2461	
33	 46.8665	 45	 704.2118	 262.2001	 26.8928	 168.1049	 2.1411	 1.2377	
34	 66.0972	 36.3491	 644.0377	 251.924	 27.032	 153.657	 1.8928	 1.2522	
35	 63.4694	 37.0986	 865.4543	 259.8581	 27.2314	 155.9124	 2.0329	 1.2489	
36	 65.7791	 37.3432	 876.1797	 259.7034	 27.5357	 164.2039	 2.1005	 1.2531	
37	 48.7786	 45	 750.8355	 259.6498	 27.6576	 176.157	 2.1703	 1.2431	
38	 53.8153	 45	 571.8286	 249.4247	 27.9858	 200.6127	 2.1753	 1.2581	
39	 55.3277	 45	 591.4365	 277.3743	 28.3591	 208.3648	 2.2865	 1.2568	
40	 52.1831	 45	 875.1416	 246.9805	 28.454	 185.9188	 2.3039	 1.254	
41	 55.6714	 45	 867.8184	 251.2169	 29.5533	 205.7847	 2.3407	 1.2608	
42	 56.978	 45	 895.9178	 245.2088	 29.6352	 208.5368	 2.4141	 1.265	
43	 59.1992	 45	 664.6343	 264.8876	 29.8885	 224.7545	 2.3068	 1.2662	
44	 58.1049	 45	 835.4176	 253.878	 30.121	 218.1782	 2.3559	 1.2653	
45	 60.3879	 45	 738.0855	 255.0349	 30.42	 228.327	 2.3521	 1.27	
46	 62.1815	 45	 846.2731	 248.4064	 30.6445	 233.4057	 2.473	 1.2745	
47	 64.936	 45	 937.1024	 251.8109	 30.7501	 246.4366	 2.577	 1.278	
48	 64.7866	 45	 770.7681	 249.6904	 30.8257	 243.3128	 2.4831	 1.2792	
49	 69.817	 45	 810.0259	 259.0902	 30.8293	 260.9632	 2.5826	 1.2849	
50	 68.0958	 45	 836.1816	 252.7234	 31.0207	 256.4056	 2.5864	 1.2836	
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																																				(a)	MRR	vs	TWR	and		 																																					(b)	TWR	vs		and	DF	

Fig.	4 Pareto‐optimal	solution	obtained	by	MO‐Jaya	algorithm	for	EDM	process	in	a	single	simulation	run 

The	MO‐Jaya	algorithm	required	20	iterations	and	it	required	a	CPU	time	of	7.77	s	to	perform	
100	 iterations.	 The	 results	 show	 that	 the	 optimum	value	 of	MRR	 lies	 in	 the	 range	 of	 0.12453	
(mg/s)	to	3.10207	(mg/s).	The	MRR	 increases	with	increase	in	gap	voltage	and	current	due	to	
increase	in	energy	input	per	pulse	which	causes	more	melting	of	the	workpiece	material.	How‐
ever,	a	high	energy	input	also	results	in	melting	of	tool	material	increasing	the	TWR.	Therefore,	
the	TWR	 increases	with	the	increase	 in	MRR.	The	best	compromise	value	for	TWR	achieved	by	
MO‐Jaya	algorithm	lies	in	the	range	of	0.00965	mg/s	to	25.64	mg/s.		

It	is	observed	that	MRR	increases	steadily	as	the	current	increases	from	10	A	to	45	A.	Howev‐
er,	TWR	 is	low	at	lower	value	of	current	(10	A)	but	at	a	higher	value	of	current	(45	A)	the	tool	
wear	 rate	 increases	drastically.	As	 the	pulse‐on	 time	 increases,	 due	 to	more	 energy	 input	per	
pulse	MRR	also	increases.	However,	beyond	a	limiting	value	of	pulse‐on	time	the	MRR	decreases	
with	further	increase	in	pulse‐on	time	because	with	in	fixed	pulse	duration	the	increase	in	pulse‐
on	time	is	compensated	with	decrease	in	pulse‐off	time.	This	results	in	improper	flushing	of	de‐
bris	 by	 the	 electrolyte.	 The	 accumulation	of	 debris	 reduces	 the	 arc	 gap	 and	 thus	 the	MRR	 de‐
creases.	Furthermore,	accumulation	of	debris	in	the	arc	gap	causes	the	formation	of	arc	between	
workpiece	debris	and	the	tool	resulting	in	increase	in	TWR	without	removal	of	material	from	the	
tool.	Further,	with	increase	in	pulse‐on‐time	less	time	is	available	for	cooling	of	the	tool	which	
further	increases	the	TWR.	

The	taper	angle	increases	with	increase	in	pulse	on	time	because	the	workpiece	debris	result	
in	abrasive	action	on	 the	walls	of	 the	workpiece	during	 flushing.	The	 increase	 in	 input	energy	
increases	the	taper	angle	due	to	secondary	discharge	caused	due	to	increase	in	temperature	of	
dielectric	fluid	and	increase	in	workpiece	debris.	The	best	compromised	values	for	taper	angle	
suggested	by	MO‐Jaya	algorithm	lies	in	the	range	of	0.0811	degrees	to	3.8046	degrees.	The	best	
compromised	values	for	delamination	factor	suggested	by	MO‐Jaya	algorithm	lies	in	the	range	of	
1.0749	to	1.2849.	

4.3 Optimization of micro‐EDM process 

The	 objective	 of	 this	 work	 is	 to	 improve	 the	 performance	 of	 micro‐EDM	 milling	 process	 by	
means	of	process	parameter	optimization.	The	regression	models	for	MRR	(mm3/min)	and	TWR	
(mm3/min)	are	developed	based	on	actual	data	collected	by	means	of	experimentation	and	the	
same	 as	 used	 as	 fitness	 functions	 for	MO‐Jaya	 algorithm	 in	 order	 to	 obtain	multiple	 trade‐off	
solutions.	The	experiments	are	performed	at	Manufacturing	Science	Laboratory	of	 IIT	Kanpur,	
India	and	DT110	high	precision,	CNC	controlled,	micro‐machining	setup	with	integrated	multi‐
process	machine	tool	was	used	for	the	purpose	of	experimentation.	The	workpiece	is	die	materi‐
al	EN24,	cylindrical	tungsten	electrode	(dia.	500	µm)	is	used	as	tool	and	conventional	EDM	oil	is	
used	as	die	electric.	The	feature	shape	considered	for	the	study	is	a	µ‐channel	of	width	approxi‐
mately	equal	to	the	diameter	of	the	tool,	length	of	cut	1700	µm,	the	depth	of	channel	is	consid‐
ered	as	1000	µm.	

In	the	present	study	the	bulk	machining	approach	for	µ‐EDM	milling	is	used.	As	the	bulk	ma‐
chining	 approach	 results	 in	 excessive	 tool	wear	 intermittent	 tool	 dressing	with	 block	 electro‐
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discharge	grinding	(EDG)	process	is	used.	Review	of	literature	shows	that	there	are	a	number	of	
process	 parameters	 that	 affect	 the	 performance	 of	 µ‐EDM	milling	 process.	 Therefore	 prior	 to	
actual	 experimentation	 dimensional	 analysis	 is	 performed	 to	 identify	 the	most	 influential	 pa‐
rameters	of	the	process	such	as	Energy	‘E’	(µJ),	feed	rate	‘F’	(µm/s),	tool	rotation	speed	‘S’	(rpm)	
and	aspect	ratio	‘A’.	The	useful	levels	of	these	parameters	is	identified	using	one	factor	at	a	time	
(OFAT)	analysis	and	2	levels	of	energy,	4	levels	of	feed	rate,	3	 levels	of	rotational	speed,	and	4	
levels	of	aspect	ratio	are	identified.	The	measurement	of	MRR	and	TWR	during	experimentation	
is	carried	out	by	means	of	a	CAD	softwares	like	Solidworks	and	AutoCAD	along	with	images	of	
cross	section	at	the	entry	and	exit	of	the	micro	channel	which	are	recorded	using	a	USB	micro‐
scope	with	 a	digital	 scale	 interface.	 The	 amount	of	 re‐deposition	on	 the	microchannel	 surface	
was	studied	by	means	of	chemical	analysis	on	channel	surface	using	energy	dispersive	analysis	
X‐ray	technique	(EDAX).	

The	regression	models	for	MRR	and	TWR	are	formulated	by	considering	a	full	factorial	exper‐
imental	design,	 considering	all	 combination	of	process	parameter	values	a	 total	number	of	96	
experiments	are	conducted.	The	values	of	MRR	(mm3/min)	and	TWR	(mm3/min)	are	measured	
and	recorded	as	shown	in	Table	5.	The	regression	models	for	MRR	and	TWR	are	developed	using	
the	experimental	data,	using	a	logarithmic	scale,	and	are	expressed	by	Eq.	21	and	Eq.	22	in	the	
uncoded	form	of	process	parameters.	
	
ܴܴܯ ൌ exp 	ሼ11.15134 െ 1.79325	ሺlog ሻܨ െ 3.20333 ሺlog ܵሻ െ 0.114931 ሺlogܣሻ 
                        െ0.072533	ሺlogܧሻଶ  0.06657ሺlog ሻଶܨ  0.251122 ሺlog ܵሻଶ 
                        െ0.16314	ሺlog ሻଶܣ  0.21496	ሺlog ܧ  log ሻܨ  0.099501ሺlogܧ  log ܵሻ 
                        0.16903	ሺlog ܧ  logܣሻ  0.040721	ሺlog ܨ  log ܵሻ െ 0.11206	ሺlog ܨ  logܣሻ 
                        െ0.07489 ሺlog ܵ  log  ሻሽܣ
	

ሺܴଶ ൌ 0.94ሻ

(21)

	
Table	5	Design	of	experiments	for	micro‐EDM	process	and	values	of	MRR	and	TWR	measured	after	experimentation	
S.	No.	 	E	(µJ)		 F	(µm/s)	 S	(rpm)	 A	 MRR	(10‐3mm3/min)	 TWR	(10‐3mm3/min)	
1	 2000	 60	 100	 1	 9.16	 1.99	
2	 2000	 60	 800	 1	 23.48	 5.16	
3	 500	 60	 800	 1	 12.88	 3.2	
4	 500	 60	 100	 1	 6.26	 0.92	
5	 500	 10	 100	 1	 4.53	 0.74	
6	 2000	 10	 800	 1	 12.58	 2.29	
7	 500	 10	 800	 1	 8.48	 1.48	
8	 500	 10	 500	 1.5	 7.06	 1.08	
9	 500	 25	 800	 1.5	 10.14	 1.67	
10	 500	 45	 500	 1.5	 9.92	 1.55	
11	 500	 45	 800	 0.5	 9.39	 1.43	
12	 500	 10	 500	 2	 5.97	 1.05	
13	 500	 25	 100	 0.5	 3.6	 0.54	
14	 2000	 45	 500	 2	 16	 3.66	
15	 2000	 60	 500	 1	 19.01	 4.48	
16	 500	 45	 100	 2	 4.05	 0.83	
17	 2000	 10	 100	 2	 6.05	 1.11	
18	 500	 60	 500	 1	 9.91	 2.15	
19	 500	 60	 100	 1.5	 6.57	 1.01	
20	 500	 10	 800	 0.5	 7.34	 1.19	
21	 2000	 60	 800	 1.5	 28.17	 5.87	
22	 2000	 25	 800	 2	 19.68	 3.83	
23	 500	 25	 800	 2	 11.69	 1.61	
24	 500	 25	 500	 0.5	 6.32	 0.81	
25	 2000	 10	 100	 1	 4.24	 0.53	
26	 500	 60	 100	 0.5	 5.52	 1.27	
27	 2000	 60	 100	 2	 12.08	 3.56	
28	 2000	 10	 500	 1	 5.28	 1.34	
29	 500	 25	 100	 1	 4.56	 0.79	
30	 2000	 25	 500	 1	 10.15	 2.45	
31	 500	 60	 800	 0.5	 12.71	 2.84	
32	 500	 45	 500	 1	 9.2	 1.92	
33	 2000	 60	 800	 2	 25.39	 5.14	
34	 500	 45	 100	 1.5	 5.72	 1.02	
35	 2000	 10	 500	 2	 7.66	 1.87	
36	 500	 10	 500	 1	 6.69	 1.23	
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Table	5	Design	of	experiments	for	micro‐EDM	process	and	values	of	MRR	and	TWR	measured	after	experimentation	
(continuation) 
37	 500	 25	 800	 1	 9.86	 1.64	
38	 2000	 45	 800	 2	 23.75	 5.06	
39	 2000	 25	 800	 1	 21	 3.33	
40	 500	 60	 800	 2	 12.02	 2.1	
41	 500	 60	 100	 2	 5.62	 0.93	
42	 2000	 45	 100	 2	 11.62	 3.12	
43	 500	 45	 800	 2	 12.62	 1.96	
44	 500	 60	 500	 0.5	 9.26	 1.49	
45	 2000	 25	 500	 1.5	 15	 3.32	
46	 2000	 25	 500	 0.5	 6.7	 1.13	
47	 2000	 10	 800	 1.5	 13.32	 2.77	
48	 500	 10	 800	 1.5	 9.03	 1.36	
49	 2000	 60	 500	 0.5	 16.12	 3.33	
50	 500	 45	 500	 2	 10.63	 1.73	
51	 500	 45	 100	 1	 5.55	 0.73	
52	 2000	 45	 500	 1	 17.65	 4.49	
53	 2000	 60	 500	 2	 17.46	 3.84	
54	 500	 10	 100	 2	 4.52	 0.73	
55	 2000	 45	 800	 1.5	 29.84	 6.4	
56	 500	 60	 500	 1.5	 10.08	 2.06	
57	 2000	 45	 500	 1.5	 22.29	 5.04	
58	 2000	 60	 100	 0.5	 7.32	 1.13	
59	 2000	 45	 100	 0.5	 4.84	 0.97	
60	 2000	 45	 800	 0.5	 23.2	 3.84	
61	 500	 45	 800	 1.5	 12.7	 1.97	
62	 500	 45	 100	 0.5	 5.3	 1.02	
63	 2000	 10	 800	 0.5	 9.88	 1.79	
64	 2000	 25	 100	 1	 6.13	 1.21	
65	 2000	 60	 800	 0.5	 25.64	 3.58	
66	 500	 10	 100	 0.5	 3.99	 0.63	
67	 2000	 25	 800	 1.5	 25.55	 4.23	
68	 2000	 45	 100	 1	 6.93	 1.37	
69	 500	 10	 500	 0.5	 6.02	 0.97	
70	 500	 10	 100	 1.5	 5.28	 0.93	
71	 2000	 25	 100	 1.5	 7.1	 1.44	
72	 2000	 60	 500	 1.5	 22.68	 5.3	
73	 500	 60	 800	 1.5	 13.8	 2.5	
74	 500	 25	 500	 1.5	 7.82	 1.19	
75	 2000	 10	 500	 1.5	 7.9	 1.73	
76	 2000	 10	 500	 0.5	 3.95	 0.64	
77	 500	 25	 500	 2	 8.48	 1.33	
78	 500	 45	 500	 0.5	 7.55	 1.11	
79	 2000	 60	 100	 1.5	 11.41	 3.82	
80	 2000	 10	 100	 1.5	 6.79	 0.95	
81	 2000	 45	 800	 1	 24.61	 5.82	
82	 500	 25	 100	 2	 4.75	 0.78	
83	 500	 45	 800	 1	 11.25	 2.33	
84	 2000	 45	 100	 1.5	 9.73	 2.14	
85	 2000	 10	 800	 2	 15.46	 3.47	
86	 500	 10	 800	 2	 11.33	 1.43	
87	 500	 60	 500	 2	 10.34	 1.83	
88	 2000	 10	 100	 0.5	 2.73	 0.31	
89	 2000	 25	 500	 2	 13.21	 3.46	
90	 500	 25	 100	 1.5	 5.31	 0.82	
91	 2000	 25	 100	 0.5	 3	 0.44	
92	 2000	 25	 100	 2	 7.88	 1.86	
93	 500	 25	 800	 0.5	 8.54	 1.07	
94	 2000	 45	 500	 0.5	 13.38	 1.79	
95	 500	 25	 500	 1	 7.44	 1.57	
96	 2000	 25	 800	 0.5	 17.29	 1.79	

 

ܹܴܶ ൌ exp 	ሼ5.68347 െ 2.22795	ሺlogܨሻ െ 1.77173 ሺlog ܵሻ െ 1.29611 ሺlogܣሻ 
                       െ0.07152 ሺlogܧሻଶ  0.175929ሺlogܨሻଶ  0.13946 ሺlog ܵሻଶ 
                       െ0.34761	ሺlogܣሻଶ  0.23781	ሺlogܧ  log ሻܨ  0.1005	ሺlogܧ  log ܵሻ 
                       0.380612	ሺlog ܧ  logܣሻ െ 0.015495	ሺlog ܨ  log ܵሻ െ 0.120799	ሺlog ܨ  logܣሻሽ 
                       െ0.096066 ሺlog ܵ  log  ሻሽܣ

ሺܴଶ ൌ 0.933ሻ

(22)

Now	MO‐Jaya	algorithm	is	used	to	maximize	the	MRR	and	minimize	the	TWR,	simultaneously.	
The	regression	models	for	MRR	and	TWR	expressed	by	Eq.	21	and	Eq.	22,	respectively	are	used	
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as	fitness	functions	for	MO‐Jaya	algorithms.	The	process	parameter	bounds	are	expressed	by	Eq.	
23	to	Eq.	26	as	follows.	
 

500 ≤ E ≤ 2000 (23)
10 ≤ F≤ 60 (24)
100 ≤ S ≤ 800 (25)
0.5 ≤ A ≤ 2.0 (26)

	

The	Pareto‐efficient	set	of	solutions	obtained	using	MO‐Jaya	algorithm	in	a	single	simulation	
run	is	shown	Table	6	and	the	Pareto‐front	is	shown	in	Fig.	5.	The	MO‐Jaya	algorithm	required	11	
iterations	to	obtain	the	Pareto‐efficient	set	of	solutions.	The	MO‐Jaya	algorithm	required	6.086	s	
to	perform	100	iterations.		
	
Table	6	Pareto	optimal	solution	set	provided	by	MO‐Jaya	algorithm	in	a	single	simulation	run	for	micro‐EDM	process	
S.	No.	 E	(µJ)	 F	(µm/s)	 S	(rpm)	 A	 MRR	(10‐3	mm3/min)	 TWR	(10‐3	mm3/min)	

1	 2000	 10	 100	 0.5	 2.6219	 0.3307	
2	 2000	 12.9182	 100.0819	 0.5	 2.9267	 0.3709	
3	 2000	 19.5363	 100.2894	 0.5	 3.561	 0.4689	
4	 2000	 22.5177	 100	 0.6364	 4.4926	 0.6837	
5	 2000	 15.471	 100	 0.8852	 4.6108	 0.7671	
6	 2000	 11.1055	 525.5919	 0.5	 5.6157	 0.8431	
7	 2000	 14.9048	 494.173	 0.5018	 6.2136	 0.9265	
8	 2000	 17.4029	 520.7207	 0.5028	 7.0729	 1.0511	
9	 2000	 12.1938	 660.3727	 0.5	 7.2438	 1.0534	
10	 2000	 16.9822	 648.2183	 0.5023	 8.5232	 1.2308	
11	 2000	 15.3951	 800	 0.5	 9.9806	 1.389	
12	 1999.999	 16.3754	 800	 0.5	 10.3308	 1.4354	
13	 2000	 18.2665	 800	 0.5	 10.9949	 1.5265	
14	 2000	 23.1415	 729.9279	 0.5	 11.4719	 1.6347	
15	 2000	 22.9902	 800	 0.5	 12.6004	 1.7614	
16	 2000	 25.9902	 781.586	 0.5	 13.2492	 1.8773	
17	 1999.999	 26.7446	 800	 0.5	 13.8351	 1.9551	
18	 2000	 29.8817	 793.8799	 0.5	 14.7207	 2.1072	
19	 2000	 31.589	 800	 0.5022	 15.4229	 2.2233	
20	 2000	 33.7982	 800	 0.5	 16.0848	 2.3343	
21	 2000	 37.0695	 800	 0.5	 17.1046	 2.5167	
22	 2000	 37.6695	 800	 0.5	 17.2904	 2.5507	
23	 2000	 40.8566	 800	 0.5033	 18.3284	 2.751	
24	 2000	 42.1834	 800	 0.5	 18.6761	 2.8103	
25	 2000	 45.1411	 800	 0.5	 19.5745	 2.9847	
26	 2000	 48.3518	 800	 0.5	 20.5423	 3.1778	
27	 2000	 50.9093	 779.8629	 0.5	 20.7107	 3.2622	
28	 2000	 50.6162	 800	 0.5	 21.2207	 3.3163	
29	 2000	 52.5044	 800	 0.5	 21.7841	 3.4334	
30	 2000	 54.6281	 800	 0.5	 22.4155	 3.5667	
31	 2000	 56.967	 800	 0.5	 23.1082	 3.7154	
32	 2000	 60	 800	 0.5	 24.0027	 3.9115	
33	 2000	 60	 800	 0.5253	 24.5151	 4.0939	
34	 2000	 60	 800	 0.5524	 25.0289	 4.2814	
35	 2000	 60	 800	 0.5779	 25.4824	 4.4508	
36	 2000	 60	 794.4076	 0.6082	 25.7814	 4.6148	
37	 2000	 60	 800	 0.6292	 26.3089	 4.7687	
38	 2000	 60	 800	 0.652	 26.6441	 4.9011	
39	 2000	 60	 800	 0.6732	 26.9399	 5.0197	
40	 2000	 60	 800	 0.686	 27.1113	 5.0891	
41	 1999.999	 60	 800	 0.7105	 27.4242	 5.2172	
42	 1999.999	 60	 800	 0.7441	 27.8258	 5.3843	
43	 2000	 60	 800	 0.8279	 28.6992	 5.758	
44	 2000	 60	 800	 0.8464	 28.8696	 5.8326	
45	 1999.999	 60	 800	 0.891	 29.2525	 6.0023	
46	 2000	 60	 800	 0.9016	 29.3378	 6.0404	
47	 2000	 60	 800	 0.9574	 29.7536	 6.2287	
48	 2000	 60	 800	 1.0504	 30.3372	 6.499	
49	 2000	 60	 800	 1.1582	 30.8707	 6.7526	
50	 2000	 60	 800	 1.906	 32.1458	 7.404	
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Fig.	5	Pareto‐front	obtained	by	MO‐Jaya	algorithm	for	micro‐EDM	process	in	a	single	simulation	run	

The	 results	 of	MO‐Jaya	 algorithm	have	 revealed	 that,	 in	 order	 to	 achieve	 a	 trade‐off	 between	
MRR	and	TWR	the	optimal	setting	for	pulse	energy	is	2000	µJ	and	any	deviation	from	this	value	
may	result	in	non‐optimal	values	of	MRR	and	TWR.	With	aspect	ratio	fixed	at	0.5	an	increase	in	
MRR	is	observed	with	increase	in	feed	rate	and	speed.	However,	at	extreme	values	of	feed	rate	
and	speed	the	MRR	 increases	with	increase	in	aspect	ratio.	A	low	value	of	feed	rate,	speed	and	
aspect	ratio	results	in	minimum	tool	wear	(TWR	=	0.3307	×	10‐3	mm3/min,	refer	solution	1,	Ta‐
ble	 6).	 On	 the	 other	 hand,	 a	 high	 value	 of	 feed	 rate,	 speed	 and	 aspect	 ratio	 gives	 a	 high	MRR	
(32.1458	×	10‐3	mm3/min,	refer	solution	50,	Table	6)	but	at	the	expense	of	significant	increase	in	
TWR	(7.040	×	10‐3	mm3/min).	

5. Conclusion 

Multi‐objective	optimization	aspects	of	plasma	arc	machining,	electro‐discharge	machining,	and	
micro‐electro‐discharge	machining	processes	are	considered	in	the	present	work.	Mathematical	
models	are	developed	based	on	the	actual	experimental	data	and	these	models	are	used	as	fit‐
ness	functions	for	MO‐Jaya	algorithm.		

In	the	case	of	PAM	process,	the	MO‐Jaya	algorithm	is	applied	to	optimize	simultaneously	the	
MRR	 and	DFR.	The	MO‐Jaya	algorithm	has	provided	50	 trade‐off	 solutions	 in	8	 iterations.	The	
results	of	optimization	show	that	in	order	to	achieve	a	trade‐off	between	MRR	and	DFR	the	pro‐
cess	 planner	 should	 choose	 the	 values	 of	 current	 and	 speed	 close	 to	 their	 respective	 upper	
bounds	(45	A	and	800	mm/min).	However,	the	values	of	other	parameters	such	as	thickness	and	
arc	gap	voltage	must	be	selected	optimally	in	the	range	of	1.58	mm	to	2.5	mm	and	128	V	to	165	
V,	respectively.	The	Pareto	front	obtained	by	MO‐Jaya	algorithm	is	convex	in	nature	with	maxi‐
mum	MRR	equal	to	1.0769	(g/s)	and	minimum	DFR	equal	to	0.0004	(g/s).	

In	the	case	of	EDM	process,	the	MO‐Jaya	algorithm	is	applied	to	optimize	the	MRR,	TWR,	taper	
angle	and	DF,	simultaneously.	The	MO‐Jaya	algorithm	has	obtained	50	trade‐off	solutions	in	20	
iterations.	The	MO‐Jaya	 algorithm	could	achieve	 a	 value	of	MRR	 as	high	as	3.10207	 (mg/min)	
and	 values	 of	 TWR,	 taper	 angle	 and	 DF	 as	 low	 as	 0.00965	 (mg/min),	 0.0811	 (degrees)	 and	
1.0749,	respectively.	

In	the	case	of	micro‐EDM	process,	the	MO‐Jaya	algorithm	required	11	iterations	to	obtain	50	
trade‐off	solutions	for	MRR	and	TWR.	The	results	show	that	 in	order	to	achieve	a	trade‐off	be‐
tween	MRR	and	TWR	a	higher	value	of	pulse	energy	is	desired.	Therefore,	pulse	energy	may	be	
set	to	its	respective	upper	bound	(2000	µJ)	However,	the	feed	rate	and	rotation	speed	must	be	
set	optimally	within	their	respective	ranges.	The	Pareto	front	obtained	by	MO‐Jaya	algorithm	is	
continuous	and	convex	in	nature	with	the	value	of	MRR	as	high	as	0.03214	(mm3/min)	and	TWR	
as	low	as	0.3307	×	10‐3	(mm3/min).	

The	main	advantages	of	the	MO‐Jaya	algorithm	are	that:	(1)	the	algorithm	does	not	bur‐
den	the	user	with	the	task	of	tuning	the	algorithm‐specific	parameters,	and	(2)	the	algorithm	is	
simple	to	implement	as	the	solutions	are	updated	in	single	phase	using	a	single	equation	and	has	
low	computational	and	time	complexities.	The	effect	of	the	best	and	worst	solutions	in	the	cur‐
rent	 population	 are	 considered	 simultaneously	which	 gives	 a	 high	 convergence	 speed	 to	MO‐
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Jaya algorithm without trapping into local optima. The ranking mechanism based on the concept 
of non-dominance relation between the solutions helps MO-Jaya algorithm to maintain the good 
solutions in every generation and guides the search process towards the Pareto-optimal set.  

The population size in MO-Jaya algorithm is fixed at the beginning of the algorithm and is 
maintained constant in every generation throughout the simulation run. However, increasing or 
reducing the population size adaptively in every generation may save a considerable number of 
function evaluations which would otherwise be spent in updating a large population.  

The Pareto-efficient solutions provided by MO-Jaya algorithm can be used as ready reference 
by the process engineer in order to set the parameter values at their optimal levels for best per-
formance of machining process with sustainability. Thus the results presented in this work are 
very useful for real manufacturing environment. The application of MO-Jaya algorithm may be 
extended to other modern machining processes.  
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A B S T R A C T	   A R T I C L E   I N F O	

In	the	field	of	structural	modelling,	it	is	obvious	that	the	number	of	applicable	
designs	 for	a	particular	structural	necessity	 is	 limitless.	Along	with	 the	 inte‐
gration	of	various	kinds	of	available	structural	materials	into	this	complexity,	
it	gets	harder	to	be	able	 to	determine	the	best	design	before	the	production	
stage.	In	recent	years,	with	the	improvement	of	computational	and	structural	
technology,	 there	 have	 been	many	 studies	 on	 the	 optimal	 design	 selection.	
This	 study	 focuses	on	carport	 structures	and	pursuing	 their	best	producible	
shape.	For	this	aim,	a	performance	index	formulation	was	developed	to	assist	
the	 decision	 of	material	 efficiency	 as	 well	 as	 structural	 rigidity.	 Thereafter,	
five	 conceptual	models	were	 numerically	modelled	 and	 finite	 element	 anal‐
yses	 (FEA)	 for	multiple	 load	 cases	were	 carried	 out.	 Reviewing	 the	 FEA	 re‐
sults,	 the	most	appropriate	model	was	determined	by	the	application	of	this	
performance	qualification	method.	Results	of	the	analyses	show	that	optimum	
design	of	structures	under	multiple	load	cases	can	be	determined	using	finite	
element	method.	
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1. Introduction 
Structures	can	be	designed	in	many	different	ways	to	provide	the	structural	requirements	such	
as	 performance,	 economy	 and	 appearance.	 The	 convenient	 design	 of	 structures	 is	 a	 very	 im‐
portant	factor	for	their	structural	performance.	Shape	of	the	structures	is	a	very	important	fac‐
tor	 for	 their	 structural	 behaviour.	 A	 poor	 design	might	 cause	 fault	 and	 quality	 problems	 in	 a	
structure.	It	may	conduce	to	decrease	quality,	performance	and	to	increase	cost	and	unnecessary	
material	usage.	Therefore,	structural	design	is	a	major	concern	in	engineering	structures.		
	 Design	objectives	are	generally	 imprecise	 real‐life	 situations	as	well	as	 structural	problems	
and	natural	idea	is	to	deal	directly	with	these	ambiguous	objectives.	Hence,	business	experience	
shows	that	in	many	cases,	it	is	beneficial	to	specify	them	crispy	and	then	solve	the	optimization	
problem	[1].	Design	of	structures	depends	on	not	only	structural	problems,	but	also	knowledge	
and	 creativity	 of	 the	 designer.	 Therefore,	 design	 concepts	 can	 technically	 be	 discussed	 for	 a	
structure	and	designers	seek	the	best	feasible	design.	However,	it	is	quite	difficult	to	determine	
which	of	the	designs	is	more	efficient	and	better	than	the	other	ones.	In	recent	years,	with	im‐
provements	of	computer	and	structural	technology,	one	of	the	ways	to	achieve	an	efficient	struc‐
tural	design	has	been	mathematical	design	optimization.	Main	goal	of	design	optimization	is	to	
determine	the	best	producible	design	for	a	structure	under	various	constraints.	Recently,	design	
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optimization	with	 the	 finite	element	method	(FEM)	has	become	more	popular	with	significant	
advances	in	computer	technology.	Today	many	designer	and	engineers	appeal	to	finite	element	
method	and	many	structural	analysis	software	packages	are	suitable	for	FEA.		

The	design	process	can	be	categorized	in	various	ways,	but	in	general,	it	consists	of	four	main	
phases	[2].	The	first	stage	is	to	determine	the	functionality	requirements	and	essential	parame‐
ters;	the	second	stage	is	to	develop	concept	models;	the	third	stage	is	to	perform	optimization	on	
the	developed	concept	models	and	the	last	stage	is	to	compare	the	optimization	results	and	de‐
cide	the	most	suitable	design	before	production.	The	general	flow	diagram	of	the	structural	de‐
sign	process	 is	 shown	 in	Fig.	1.	 In	 this	 study,	 the	best	design	of	 carport	 structures	was	deter‐
mined	by	means	of	these	four	steps.	

In	previous	studies,	many	researchers	have	investigated	the	design	process	and	design	opti‐
mization	of	many	different	 structures	 [3‐8].	 In	 almost	all	of	 the	past	 studies,	urban	structures	
have	not	been	completely	 investigated.	Therefore,	 this	study	 focuses	on	the	carport	structures	
and	their	best	producible	design,	since	they	are	one	of	the	most	common	urban	structures.	The	
study	 contributes	 to	 the	best	 design	of	 carport	 structures	under	multiple	 load	 cases	 in	 that	 it	
develops	a	performance	index	formulation,	reveals	the	impact	of	material	efficiency	and	struc‐
tural	rigidity	on	the	best	design.	Moreover,	this	study	helps	to	devise	implement	strategies	and	
develop	 actions	 to	 improve	 best	 design.	 It	 is	 also	 indicated	 that	 the	 effective	 optimum	design	
selection	contributes	to	improve	efficient	structural	design.	
	

	
Fig.	1	Flow	diagram	of	the	structural	design	process	

2. Carport structures 

Carport	structures,	which	are	also	known	as	car	shelters,	parking	shades	and	parking	structures,	
are	open	sided	structures	that	usually	consist	of	a	roof	and	load	bearing	parts.	Carports	are	pop‐
ular	 all	 around	 the	 world	 and	 they	 are	 widely	 used	 at	 houses,	 office	 buildings,	 public	 areas,	
shopping	malls,	retail	operations	and	shopping	malls.	Carports	bring	many	great	benefits,	such	
as	 preventing	 damage	 from	 hailstones,	 snow	 and	 rain,	 minimizing	 sun	 damage,	 protecting	
against	 poorer	 weather,	 moisture	 and	 corrosion.	 Carports,	 which	 can	 be	 freestanding	 or	 at‐
tached	to	a	building,	may	have	a	roofed	or	canopied	form	and	sides	of	carports	are	left	wholly	or	
partially	open.	 In	other	words,	 carports	can	be	defined	as	a	 semi‐open	space	 in	 the	context	of	
architecture	or	space	design.	
	 The	entrance	of	a	carport	is	in	contrast	to	a	generally	open	garage.	A	common	variant	of	the	
roofing	is	a	corrugated	sheet,	trapezoidal	or	their	transparent	forms	corrugated	light	panels	or	
trapezoidal	plates.	Open	carports	without	a	roof	are	usually	used	as	an	optical	setting	of	outdoor	
spaces	 to	 emphasize	 this	 by	 surrounding	 open	 spaces.	 Increasingly,	 free	 areas	 of	 the	 roof	 are	
also	used	 for	solar	systems	and	as	an	extensive	green	roof.	A	green	roof	can	contribute	 to	de‐
crease	temperatures	and	reduce	the	heat	island	effect	in	the	urban	environment.		
	 Furthermore,	using	carports,	 less	materials	are	needed	and	the	construction	time	is	shorter	
than	garage	construction.	Carports	are	assumed	to	be	greener.	Moore	[9]	lists	the	advantages	of	
carports	as	serving	as	a	covered	main	entrance	and	a	place	to	entertain	and	do	outdoor	activi‐
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ties,	in	addition	to	the	providing	protection	and	storage	for	the	cars.	He	also	mentions	that	car‐
ports	 reduce	 complexity	 providing	 more	 than	 sufficient	 shelter,	 necessitate	 less	 construction	
materials,	 and	 accommodate	 as	 aesthetically	 architectural	 design.	 Conclusively,	 he	 states	 that	
people	consider	the	environmental	impact	of	garages	compared	to	carports	and	choose	the	cost	
effective	carports	due	to	the	rising	environmental	concerns.	These	several	advantages	contrib‐
ute	 to	 widespread	 use	 of	 carports.	 On	 the	 other	 hand,	 carports	 offer	 no	 privacy,	 protection	
against	theft	or	vandalism.	A	garage	is	more	secure	than	a	carport.	

2.1 Historical background of carport structures 

Car	ownership	has	increased	very	quickly	over	the	past	forty	years.	This	increase	creates	park‐
ing	 space	need.	Besides	open	 space	parking	 areas,	 carports	which	are	 semi	open	 spaces	were	
emerged	 especially	 in	 a	 single‐detached	dwelling	 setting.	Gebhard	proposes	 the	older	 form	of	
the	porte	cochère	as	the	predecessor	for	the	carports	since	it	serves	similarly	to	carport	in	terms	
of	sheltering	passengers	as	they	exited	carriages	or	automobiles.	Gebhard	[10]	also	stated	that	
the	architect	Walter	Burley	Griffin	used	carports	in	the	Sloan	House	in	Elmhurst,	Illinois	in	the	
early	1900s.	By	1913,	several	Prairie	School	architects	such	as	the	Minneapolis	firm	of	Purcell,	
Feick&Elmslie	also	used	carports	in	a	home	at	Lockwood	Lake,	Wisconsin.	According	to	Fox	and	
Jeffery	[11],	the	expression	“carport”	was	proposed	by	David	Gebhard,	an	architectural	historian,	
for	the	way	that	the	term	was	begun	from	the	component's	utilization	in	1930s	streamline	pre‐
sent	day	structures.	Robinson	[12]	notes	that	carports	were	used	by	American	famous	architect	
Frank	Lloyd	Wright	in	Usonian	Houses	design	in	the	1940s.	These	carport	structures	are	demon‐
strated	in	Fig.	2.	

Moreover,	 Fox	 and	 Jeffery	 [11]	points	 out	 that	 carports	were	 accepted	 as	 an	 alternative	 to	
garages	because	of	their	cost	and	easy	construction	after	Second	World	War.	According	to	Moore	
[9],	 in	the	19th	century	carports	became	typical	design	element	of	single‐family	residences	and	
hotels.	Today	a	vast	range	of	sizes	and	designs	of	carports	are	available.	
	

	
Fig.	2	Porte	Cochère	(a),	Sloan	House	(b),	Usonian	(c)	[13‐15]	

   

(a)	 (b)

(c)	



Özkal, Cakir, Arkun 
 

290  Advances in Production Engineering & Management 11(4) 2016
 

2.2 Structural failures of carport structures 

Carport	structures	are	exposed	to	many	different	external	and	internal	effects	throughout	their	
lives.	Therefore,	a	carport	structure	should	be	designed	to	withstand	structural	loading	scenari‐
os.	Hence,	the	accurate	estimation	of	the	loads	and	their	combinations	on	a	carport	might	be	the	
most	important	and	the	most	difficult	task	for	designers.	Loads	on	carport	structures	are	based	
on	different	types	and	forces,	which	are	dead	loads,	 live	 loads	and	lateral	 loads.	Carport	struc‐
tures	address	the	carrying	problems	of	these	loads.		
	 Although	carport	structures	are	highly	durable,	some	of	them	in	the	world	unfortunately	are	
deteriorated,	damaged,	 collapsed	or	 failed	due	 to	different	effects.	 In	general,	 these	structures	
are	destroyed	and	lost	their	qualities	due	to	many	reasons	such	as	environmental	conditions	and	
natural	 disasters.	 Therefore,	 it	 causes	 irreversible	 negative	 effects	 on	 the	 structure.	 Observed	
structural	 failures	 occurs	 generally	 due	 to	 the	material	 degradations	 and	 poor	 design.	 In	 the	
past,	 several	carport	problems	arose	because	of	poor	design.	 If	a	carport	 is	not	well	designed,	
successfully	 analysed	 and	 well‐constructed;	 it	 may	 face	 some	 problems	 like	 collapse,	 defor‐
mation,	fracture,	fatigue,	cracking	or	failure	of	fixtures,	fittings	or	partitions	and	discomfort	for	
occupants.	Many	carport	structures	are	exposed	to	destructive	vertical	loads	such	as	dead	load	
and	snow	 loads,	and	 these	 loading	scenarios	can	cause	damages	 to	 the	carports	 (Figs.	3a,	3b).	
This	type	of	damage	is	very	dangerous	since	it	may	cause	fatal	and	destructive	crashes	and	frac‐
tures,	also	causes	diversified	displacement	of	 the	carport	 components.	Therefore,	damage	risk	
should	be	considered	and	some	precautions	should	be	taken	against	it.	

In	addition	to	vertical	loads,	lateral	loads	such	as	earthquake	and	wind	loads	may	also	affect	
the	carports.	Lateral	loads	generally	cause	to	the	lateral	displacement	and	irrevocable	damage.	
Wind	loads	lead	to	failure	of	the	carport	roof	and	affect	the	structural	stability	(Fig.	3c).	Moreo‐
ver,	 many	 carport	 structures	 are	 exposed	 to	 destructive	 earthquakes	 and	 these	 earthquakes	
cause	some	damages	to	the	structure.	Earthquake	based	damages	occur	especially	on	the	vertical	
bearing	components	of	the	carport	such	as	cracking	and	disintegration	of	the	structure	(Fig.	3d).	

	

	
Fig.	3	Structural	failure	of	carport	structures	due	to	snow	load	–	(a)	and	(b),	wind	load	(c),	earthquake	(d)	[16‐19]	

(a)	 (b)

(c)	 (d)
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3. Concept designs 

The	second	part	of	 the	design	process	 is	 to	develop	conceptual	models.	 In	 this	stage,	designer	
selects	the	initial	forms,	type	of	structures	and	materials	in	terms	of	required	structural	function.	
Success	at	this	stage	depends	on	the	ability,	creativity	and	engineering	approach	of	designers.	

3.1 Material properties 

Structural	 performance	 and	 behaviour	 of	 a	 structure	 technically	 depend	 on	 the	 construction	
materials.	 Moreover,	 the	 cost,	 quality,	 and	 design	 of	 a	 structure	 vary	 by	 selected	 materials.	
Therefore,	selection	of	the	appropriate	material	type	is	a	crucial	and	vital	process	for	engineer‐
ing	structures.	Today,	thousands	of	materials	can	be	used	for	the	all	types	of	structures.	Howev‐
er,	not	every	material	may	be	a	correct	choice	for	a	structure;	therefore,	it	is	very	important	to	
select	suitable	materials.	
	 Carport	structures	are	generally	made	of	steel,	wood,	plastic	and	composites.	Because	of	prov‐
en	 properties	 and	 significant	 advantages,	 steel	 has	 been	 the	 dominating	material	 for	 the	 load	
bearing	parts	of	structures.	Moreover,	polymers	are	widely	used	for	non‐bearing	parts	of	struc‐
tures	due	to	their	lightweight,	availability,	easy	usability	and	corrosion	resistance.	In	this	study,	
load‐bearing	parts	of	the	carports	were	designed	as	structural	steel	and	roofs	as	polyethylene.	
Materials	properties	can	be	obtained	from	ANSYS	library	[20],	which	are	summarized	in	Table	1.	

	

Table	1	Mechanical	properties	of	the	carport	materials	

Structural		
materials	

Young’s	modulus	
(MPa)	

Bulk	modulus	
(MPa)	

Shear	modulus	
(MPa)	

Poisson’s	
ratio	

Density	
(kg/m3)	

Structural	steel	 2E+5	 1.67E+5	 0.77E+5	 0.30	 7,850	

Polyethylene	 1,100	 2,291	 387	 0.42	 950	

	

3.2 Conceptual models 

Conceptual	models	mean	 to	prepare	alternative	models	 for	a	 structure.	 In	 this	part,	 designers	
develop	 various	models	 such	 as	 simple	 and	 complex	 shapes.	 This	 step	 is	 the	most	 interactive	
section	for	the	design	and	main	aim	of	developing	conceptual	models	is	to	consider	all	possible	
options.	Developed	conceptual	models	depend	totally	on	the	imagination,	skills	and	experience	
of	the	designers.	
	 In	this	study,	five	different	conceptual	models	were	developed	and	it	was	considered	to	cover	
the	equal	area	for	all	of	 them.	Although	there	is	 infinite	number	of	other	potential	models	and	
some	of	them	surely	fit	the	purpose	even	better,	the	fact	about	optimization	approaches	is	that	it	
is	never	possible	 to	achieve	 the	global	optimum,	but	 just	 the	 local	optimum	result.	Since	main	
goal	of	this	study	is	to	investigate	the	success	of	finite	element	method	while	considering	speci‐
fied	structural	criteria,	it	is	possible	to	apply	the	current	design	approach	on	every	sort	of	differ‐
ent	models.	Moreover,	several	systems,	which	are	the	most	popular	styles	of	the	carport	struc‐
tures,	were	used	in	this	study.	For	model‐1	and	model‐2,	a	sloping	flat	roof	type	was	used.	On	the	
other	hand,	a	concave	roof	type	was	preferred	for	model‐3,	model‐4	and	model‐5.	These	types	of	
roofs	were	designed	 in	 order	 to	 provide	maximum	vehicle	 coverage	 and	 aesthetic.	Developed	
conceptual	models	in	this	study	are	shown	in	Fig.	4.	

4. Numerical models 

Numerical	models	are	mathematical	expression	of	a	structural	member	or	system	and	they	are	
used	 to	 determine	 the	 structural	 behaviour	 that	 might	 be	 subjected	 to	 multiple	 load	 cases.	
Therefore,	numerical	modelling	is	a	beneficiary	method	in	terms	of	the	mathematical	modelling	
of	 the	structures.	Numerical	modelling	of	structures	gets	easier	owing	to	 the	 improvements	 in	
computer	technologies	day	by	day.	In	the	scope	of	this	study,	conceptual	models	were	numeri‐
cally	modelled	 using	 ANSYS	Workbench	 [20]	 software.	 Finite	 element	model	was	 constituted	
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with	SOLID186	elements,	which	have	quadratic	20‐noded	hexahedrons/10‐noded	tetrahedrons,	
and	three	degrees	of	freedom	per	node.	Meshing	was	generated	according	to	the	complexity	of	
the	 designs	 and	 adequate	 refinement	was	 applied	 on	 some	 of	 the	 regions,	which	were	 deter‐
mined	subsequent	to	the	pre‐	and	post‐analysis	checking.	This	is	why	the	number	of	nodes	and	
elements	for	some	of	the	designs	vary.	Fig.	5	shows	the	numerical	model	properties	of	the	car‐
port	structures	with	the	illustration	of	the	meshed	designs.	
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Fig.	4	Conceptual	carport	models	
	

	

	 Model	‐	1	 Model	‐	2	 Model	‐	3	 Model	‐	4	 Model	‐	5	

Elements	 20016	 21584	 3724	 7286	 1684	

Nodes	 110963	 58192	 26332	 21765	 12943	

Numerical	
Model	

	
	

Fig.	5	Finite	element	parameters	of	the	conceptual	models	
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5. Finite element analysis 

Material	 types	were	assigned	 to	 the	 structural	 components	of	 the	 carport	 structures	 from	 the	
ANSYS	material	 library.	These	materials	are	polyethylene	and	structural	steel	 for	 the	roof	and	
load	carrier	parts,	respectively.	Three	types	of	analyses	were	performed	for	each	of	the	models.	
One	 of	 them	 is	 the	modal	 analysis	 that	 examines	 the	 structural	 behaviour	 for	 the	 first	mode,	
while	the	others	are	static	structural	analyses	for	snow	and	wind	loadings.	According	to	the	as‐
sumptions	based	on	international	building	codes,	a	snow	load	of	750	Pa	was	applied	vertically	
on	the	roof.	Wind	load	was	applied	only	to	the	roof	because	lateral	loading	to	the	carrier	parts	
could	be	neglected	owing	to	their	inconsiderable	surface	areas.	Additionally,	simplification	and	
rounding	off	but	still	based	on	the	international	codes	were	preferred	for	the	calculation	of	wind	
load	distribution	in	order	to	generalize	the	loading	effect	for	all	of	the	structural	designs.	There‐
fore,	a	positive	pressure	of	400	Pa	to	the	bottom	facet	and	a	suction	pressure	of	200	Pa	to	the	top	
facet	of	the	roof	were	applied	in	the	normal	direction	of	surface	elements.	
	 With	 respect	 to	 the	determination	of	 the	optimum	design	of	 conceptual	 carport	 structures,	
volumes	of	the	load	carrier	parts	and	total	displacement	values	of	the	whole	structure	were	rec‐
orded	and	used	in	the	performance	index	formulation.	Moreover,	it	is	difficult	and	complicated	
to	 provide	 analysis	 results	 for	 each	 node	 and	 element.	 Therefore,	 contour	 pictures	 and	 scale	
tables	were	used	to	present	the	results	(Figs.	6,	7).	In	this	study,	multiple	load	cases	were	con‐
sidered	and	the	FEA	results	are	discussed	within	the	results	and	discussions	section.	
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Fig.	6	Total	displacement	distribution	of	the	steel	bearing	components	
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Fig.	7	Total	displacement	distribution	of	the	all	structural	components	

6. Determination of the optimum design 

A	structural	designer	should	consider	 the	effective	use	of	materials	along	with	 the	safety	 limit	
and	esthetical	semblance	objectives.	Although	this	point	has	been	investigated	in	detail	by	sev‐
eral	researchers	over	the	last	few	decades,	manufacturers	generally	put	the	semblance	forward	
for	 the	purpose	of	 commercial	 concerns	and	push	 the	 structural	performance	of	 their	designs	
into	background.		
	 If	a	 technique	 is	sought	 in	order	 to	answer	the	question	“Which	one	 is	 the	best?”,	a	perfor‐
mance	qualification	method	 is	needed	 to	be	constituted	subsequent	 to	 the	definition	of	all	 the	
design	criterions	[21].	 In	this	study,	 five	types	of	popular	carport	designs	covering	equal	areas	
were	evaluated.	Because	expected	consumer	benefit	equality	 is	provided	 for	all	of	 the	models,	
there	is	no	need	to	consider	this	factor.	Furthermore,	 it	should	be	noted	that	each	product,	 in‐
cluding	carport	structures,	must	be	optimized	not	only	based	on	material	concerns	or	structural	
behaviour,	but	also	by	considering	the	easy‐for‐manufacture	and	easy‐for‐assembly	paradigms.	
The	most	 suitable	design	 is	 usually	 a	 compromise	 among	 the	 above	mentioned	 requirements.	
Because	current	study	deals	with	the	rough	design	at	the	pre‐production	stage,	it	has	also	been	
neglected	for	the	aim	of	obtaining	optimum	result.	For	instance,	a	stability	analysis	incorporat‐
ing	structural	assembly	details	that	was	studied	by	Manifold	[22]	or	a	geotechnical	investigation	
that	was	studied	by	Hrestak	et	al.	[23]	could	be	integrated	as	a	post‐verification	stage	to	the	de‐
sign	process	in	order	to	make	sure	every	constraint	is	satisfied	before	the	production.	
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	 Design	objective	for	a	carport	structure	could	be	summarized	as	satisfying	material	efficiency	
objective	while	maintaining	a	rigid	behaviour	against	various	possible	load	cases.	Although	uni‐
form	stress	levels	for	the	whole	structure	will	assist	material	efficiency,	size	and	shape	dissimi‐
larity	 of	 finite	 elements	 prevent	 an	 accurate	 calculation.	 Hence,	 a	 new	modified	 performance	
index	formulation,	based	generally	on	the	nodal	displacement	 levels,	should	be	built	according	
to	the	following	problem	definition:	
	

minimize	 	 ܹ ൌ ∑ 	ߩ ܸ
௧
ୀଵ 		

subject	to	 	 ௫ݑ  ∗௫ݑ 			⇒ 			
௨ೌೣ
∗

௨ೌೣ
 1	

	 	 	 	 ௩ݑ  ∗௩ݑ 					⇒ 			
௨ೌೡ
௨ೌೡ
∗  1		

	

where	ܹ	is	the	weight	of	the	structure,	ߩ	is	the	material	density,		 ܸ	is	the	volume	of	the	eth	ele‐
ment,	ݐ	 is	the	total	number	of	elements,	ݑ௫	is	the	absolute	value	of	the	maximum	nodal	dis‐
placement,	ݑ௩	is	the	absolute	value	of	the	average	nodal	displacement	value	while	ݑ௫∗ 	and	
∗௩ݑ 	are	the	upper	and	lower	bound	limits	of	the	displacement	constraints,	respectively.		
	 For	the	determination	of	the	optimality	of	carport	designs,	a	performance	index,	which	could	
be	applied	in	a	general	scope	and	considers	all	the	load	cases,	should	be	developed	step	by	step.	
In	order	to	constitute	a	rigid	structure,	structural	performance	level	based	on	the	maximum	dis‐
placement	value	of	the	ith	model	for	the	jth	load	case	is	firstly	defined.		
	

߯
ூ ൌ ቆ

∗௫ݑ

௫ݑ
 ቇ



ୀଵ

	 (1)

	

	 Secondly,	 the	average	nodal	displacement	value	should	be	added	to	 the	 formulation	 for	 the	
purpose	of	assisting	material	efficiency	qualification.	
	

߯
ூூ ൌ ൭

∗௫ݑ

௫ݑ


௩ݑ


∗௩ݑ ൱
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	 (2)

	

	 The	mathematical	definition	of	structural	performance	level	is	finalized	by	implementing	the	
weight	value	as	follows.	
	

߯ ൌ
1

ܹ
൭

∗௫ݑ
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 ൱



ୀଵ
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	 However,	 there	 is	 a	 need	 to	 define	 a	 reference	 performance	 level	 in	 order	 to	 compare	 the	
designs	with	each	other.	Considering	a	certain	number	of	models	are	evaluated	in	this	study,	this	
reference	level	could	be	formulated	as	the	mean	performance	level	of	all	models.	
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	 Finally,	 a	 performance	 index	 formulation	 is	 generated	by	 the	proportion	of	 the	 ith	model’s	
and	reference	performance	level	values.	It	is	named	as	ܲܫௗ	because	of	the	aim	to	attain	a	rigid	
design	while	minimizing	the	material	weight	of	the	structure;	in	other	words,	while	maximizing	
the	material	efficiency.	
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	 This	performance	index	is	suitable	to	be	used	for	any	type	of	design	optimization	or	compari‐
son	problem	in	order	to	determine	the	optimum	structure	that	achieves	a	rigid	structural	behav‐
iour	with	the	efficient	material	use	under	multiple	 load	cases.	Optimum	design	selection	could	
be	practiced	simply	by	choosing	the	model	that	has	the	greatest	performance	index.	

7. Results and discussions

Five	conceptual	models	of	carport	structures	were	analysed	and	investigated	in	this	study.	Ex‐
pected	consumer	benefit	equality	is	provided	for	all	of	the	models	because	they	have	equal	cover	
area.	Modal	 analysis	 and	 static	 analyses	 of	 snow	 and	wind	 loadings	 have	 been	 performed	 for	
each	of	the	models.	Weights	of	the	models	were	calculated	according	to	the	solid	volume	of	geo‐
metrical	designs	and	material	density	of	the	structural	parts.	Subsequent	to	the	analyses,	maxi‐
mum	displacement	and	average	displacement	values	of	the	structural	nodes	were	recorded	for	
the	 calculation	 of	 performance	 index	 	.(ௗܫܲ) However,	 an	 important	 decision	 is	 needed	 to	 be	
made	for	the	calculation	of	ܲܫௗ.	Because	carport	structures	consist	of	a	roof	and	 load	bearing	
parts,	which	are	made	of	different	kinds	of	material,	it	would	not	be	completely	appropriate	to	
calculate	ܲܫௗ	for	the	whole	model.	It	should	be	noted	that	the	maximum	displacement	was	con‐
firmed	to	occur	on	the	roof	part	for	all	of	the	models	and	analyses.	It	is	possible	to	decrease	the	
displacement	value	of	roof	parts	with	the	aid	of	 little	design	modifications	that	would	not	sub‐
stantially	affect	the	structural	performance	in	either	a	positive	nor	negative	way.	Since	the	struc‐
tural	behaviour	of	 load	bearing	parts	is	more	important	in	order	to	design	a	rigid	model;	ܲܫௗ,	
which	is	calculated	just	for	the	load	bearing	parts,	should	be	considered	for	the	optimum	design	
selection.	Performance	index	values	of	the	whole	structure	for	all	of	the	models	are	also	given	in	
this	study	for	the	purpose	of	providing	insight	into	the	performance	decision	concept.	Geometrical	
properties	 (volume	 and	 weight)	 of	 the	 models,	 average‐maximum	 displacement	 values	 for	 the	
multiple	load	cases	(modal,	snow	and	wind	loadings)	and	performance	index	values	are	presented	
in	Table	2.		

Table	2	Structural	analysis	results	of	the	conceptual	models	

Structural	
parts	

Volume	
(m3)	

Weight	
(kg)	

Modal	 Snow	 Wind	
௩ݑ	ௗܫܲ

(mm)	
	௫ݑ
(mm)	

௩ݑ
(mm)	

		௫ݑ
(mm)	

		௩ݑ
(mm)	

		௫ݑ
(mm)	

M
od
el
	‐	
1	

Bearing	 0.550	 4,318	 15.09	 26.99	 1.56	 3.03	 1.29	 2.50	 0.31	

Total	 0.909	 4,659	 15.28	 49.97	 1.86	 27.77	 1.53	 22.13	 0.18	

M
od
el
	‐	
2	

Bearing	 0.037	 291	 41.20	 103.27	 28.96	 69.97	 24.90	 58.93	 3.55	

Total	 0.075	 326	 44.56	 160.13	 40.54	 358.99	 34.27	 290.77	 2.94	

M
od
el
	‐	
3	

Bearing	 0.516	 4,053	 9.84	 28.76	 1.56	 5.13	 1.28	 4.18	 0.20	

Total	 1.000	 4,512	 12.43	 29.30	 2.05	 5.64	 1.69	 4.59	 0.48	

M
od
el
	‐	
4	

Bearing	 0.179	 1,408	 14.13	 45.77	 3.51	 11.78	 5.01	 15.19	 0.56	

Total	 0.611	 1,818	 17.62	 45.84	 6.89	 47.26	 8.34	 42.63	 0.75	

M
od
el
	‐	
5	

Bearing	 0.312	 2,445	 6.28	 15.09	 6.32	 17.35	 4.80	 13.70	 0.39	

Total	 0.801	 2,910	 27.75	 92.90	 29.36	 82.93	 22.57	 63.07	 0.65	
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According	to	the	performance	index	values	of	their	load	bearing	parts,	the	best	carport	structure	
throughout	the	five	conceptual	models	is	model‐2.	It	is	seen	in	Table	2	that	ܲܫௗ	value	of	model‐2	
is	 the	highest	one	by	a	wide	margin	 in	comparison	 to	 the	other	models’.	 Its	ܲܫௗ	value	 is	3.55	
while	 the	second	best	model’s	 is	0.56	and	 the	 last	model’s	 is	0.20.	Even	 though	 the	maximum	
displacement	of	 the	respective	model	 is	much	higher	as	well,	 the	closeness	of	 the	average	dis‐
placement	values	to	the	maximum	and	particularly	the	lowest	material	weight,	suggests	that	this	
model	to	have	the	best	structural	performance.		
	 When	 the	differences	of	ܲܫௗ	values,	which	were	calculated	 for	 the	whole	of	any	structural	
models,	are	investigated,	structural	performances	of	the	roof	parts	should	be	evaluated	carefully.	
	values	ௗܫܲ for	the	whole	structure	of	models	‐1	and	‐2	are	 lower	than	the	ܲܫௗ	values	 for	the	
bearing	parts,	while	this	relation	is	inverse	for	the	other	models.	Because	the	material	amount	is	
equal	for	all	the	models,	one	can	assume	that	maximum	displacement	values	of	the	roof	parts	of	
these	 two	models	are	excessively	higher	 than	 the	values	at	bearing	parts.	 It	 is	 true	 that	maxi‐
mum	displacement	values	are	higher	but	the	reason	why	ܲܫௗ	value	is	higher	for	models	‐3,	‐4	
and	 ‐5	 is	 that	average	displacement	value	 increased,	 as	did	 the	maximum	displacement	value.	
Therefore,	when	the	structural	behaviour	of	 these	five	carport	structures	are	evaluated	by	the	
performance	 index	concept,	 this	method	 indicates	 that	model‐2	has	 the	best	structural	perfor‐
mance,	regardless	of	having	higher	displacement	values.	However,	this	model	can	be	improved	
in	 order	 to	 decrease	 the	maximum	 displacement	 value	 by	 little	modifications	 at	 lower	 levels.	
Magnification	 of	 cross‐sections	 or	 supplementation	 of	 new	bearing	members	 especially	 at	 the	
most	stressed	regions	will	verify	this	objective	without	increasing	the	material	weight	too	much.	
These	modelling	modifications	should	depend	on	designer’s	choice	or	consumer’s	necessity,	also	
any	appropriate	geometrical	optimization	method	could	be	employed	as	an	alternative	way.	

8. Conclusion 

A	structural	design	problem	prior	to	the	production	stage	comes	with	many	questions.	These	are	
revision	of	previous	similar	solutions,	selection	of	the	materials	to	be	used,	geometrical	model‐
ling	method	to	be	performed	and	determination	of	the	best	design	throughout	the	possible	de‐
signs,	respectively.	In	case	there	is	a	need	to	consider	multiple	load	cases,	the	complexity	of	the	
problem	gets	bigger.	This	study	seeks	the	answer	to	the	last	question	and	evaluates	five	concep‐
tual	carport	structures	depending	on	a	structural	performance	qualification	approach.	The	main	
contribution	of	 this	research	 is	 to	develop	a	performance	 index	 formulation	 in	order	 to	deter‐
mine	 the	best	design	before	 the	production	 stage.	The	 study	 intended	 to	 investigate	 effects	of	
material	efficiency	and	structural	rigidity	on	the	design	of	carport	structures	by	using	finite	ele‐
ment	analysis.	For	this	aim,	a	performance	index	formulation	was	developed	to	assist	the	deci‐
sion	of	material	efficiency	as	well	as	structural	rigidity,	that	is	called	as	ܲܫௗ.	Formulation	steps	
consider	the	influence	of	the	geometrical	properties	and	finite	element	analysis	results	that	ex‐
hibit	the	structural	behaviour	collectively.	
	 Subsequent	 to	 the	 finite	element	analyses	of	 the	conceptual	models,	which	are	subjected	to	
multiple	load	cases,	their	ܲܫௗ	values	have	been	calculated	and	commented	with	respect	to	the	
analysis	results.	Actually,	the	best	model	could	have	been	evaluated	as	inadequate	without	any	
qualification	method	but	the	performance	index	concept	leads	the	way	by	numerical	results	and	
facilitates	one	of	the	most	important	steps	of	a	structural	design	problem.	
	 Additionally,	the	production	process	of	any	type	of	structure	involves	not	only	materials	from	
which	 the	product	 is	made	of,	 but	 also	 the	manufacturing	processes,	machine	 tools,	 tools,	 fix‐
tures,	 assembly	 process,	 environment	 requirements	 etc.	 Integrating	 also	 esthetical	 semblance	
will	 make	 the	 optimum	 design	 problem	more	 complex,	 however,	 conducting	 a	 questionnaire	
throughout	the	sectoral	experts	to	attain	a	sensitivity	degree	is	possible.	 In	order	to	overcome	
manufacturing	related	concerns,	modification	of	performance	index	formulation	using	that	sen‐
sitivity	degree	or	consulting	some	other	optimization	methods	such	as	fuzzy	logic	could	be	con‐
sidered	in	future	studies.	
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A B S T R A C T	   A R T I C L E   I N F O	

Factors	related	to	bulk	cargo	port	scheduling	are	very	complex	and	peculiar.	
Changes	in	the	factors	will	affect	the	reusability	of	a	model,	so	establishing	a	
reliable	scheduling	model	for	bulk	cargo	ports	is	particularly	important.	This	
paper	sorts	the	factors	affecting	bulk	cargo	port	scheduling,	such	as	the	num‐
ber	 of	 vessels,	 the	 number	 of	 berths,	 vessel‐berthing	 constraints	 (basic	 fac‐
tors),	the	service	priority,	and	the	makespan	(special	factors),	and	then	estab‐
lishes	the	non‐deterministic	polynomial	(NP)	model,	which	aims	to	minimize	
the	total	service	time	and	makespan.	Lastly,	it	solves	the	model	based	on	the	
multi‐phase	 particle	 swarm	 optimization	 (MPPSO)	 algorithm	 and	 Matlab.	
Some	important	conclusions	are	obtained.	(1)	For	the	model	neglecting	prior‐
ity,	the	total	service	time	is	the	smallest,	whereas	the	maximum	waiting	time	
and	maximum	operating	 time	 are	 relatively	 large,	 and	 the	makespan	 is	 the	
latest.	(2)	For	the	model	considering	priority,	the	total	service	time	is	relative‐
ly	 large,	whereas	 the	maximum	waiting	 time	 and	maximum	 operating	 time	
are	 relatively	 small,	 and	 the	makespan	 is	 relatively	early.	 (3)	For	 the	model	
considering	the	makespan,	the	total	service	time	is	the	mostlargest,	whereas	
the	maximum	waiting	 time	 and	 especially	 the	maximum	operating	 time	 are	
the	smallest,	and	the	makespan	is	the	earliest.	We	can	choose	different	models	
according	to	different	situations	in	bulk	cargo	port	scheduling.	
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1. Introduction 
Berths	are	scarce	resources	in	bulk	cargo	ports,	and	due	to	the	increased	throughput	of	vessels,	
the	berth	allocation	problem	(BAP)	is	inevitable.	Additionally,	the	uncertainty	of	vessels	at	a	port,	
the	 specific	 demand	 for	 different	 vessels,	 the	 time	 lag	 of	 vessels	 leaving	 a	 port	 and	 vessel‐
berthing	constraints	will	all	affect	the	scheduling	of	bulk	cargo	ports.	The	berth	scheduling	prob‐
lem	deals	with	 the	assignment	of	vessels	 to	berths	 in	a	marine	 terminal,	with	 the	objective	of	
maximizing	 the	ocean	 carriers’	 satisfaction	 (minimize	delays)	 and/or	minimizing	 the	 terminal	
operator's	costs	[1].	

The	vessels	differ	with	each	other	 in	many	aspects,	 such	as	 loaded	cargoes,	 freight	volume,	
and	transport	types,	so	ports	must	provide	different	processes,	facilities,	resources,	etc.	Experi‐
ence,	rather	than	standards,	is	needed	in	bulk	cargo	port	scheduling,	and	the	actual	work	takes	
considerable	personal	 time	 and	 effort	 [2,	 3].	Due	 to	 the	disadvantages	 of	 experience,	 scholars	
began	to	study	the	factors	related	to	scheduling	[4,	5];	also,	the	setting	of	a	scheduling	goal	can	
play	 an	 important	 role	 in	 the	 scheduling	 process	 [6,	 7],	 and	 heuristics	 algorithms,	 simulation	
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technology	and	artificial	intelligence	are	introduced	to	solve	the	scheduling	problem	[8].	Factors	
related	to	bulk	cargo	port	scheduling	are	very	complex	and	peculiar,	and	changes	in	the	factors	
will	affect	the	reusability	of	a	model.	Existing	research	has	not	paid	enough	attention	to	special	
factors	such	as	the	service	priority	and	makespan.	This	paper	establishes	the	NP	model,	which	
aims	 to	 minimize	 the	 total	 service	 time	 and	 makespan,	 and	 solves	 the	 model	 based	 on	 the	
MPPSO	algorithm.	We	organize	this	paper	as	following:	In	the	following	section,	we	present	the	
literature	review.	In	section	3,	we	propose	the	mathematical	model,	which	forms	the	theoretical	
foundation	of	this	study.	In	section	4,	we	solve	the	model	based	on	the	MPPSO	algorithm,	which	
provides	the	basis	for	our	analysis.	Finally,	in	the	last	section,	we	conclude	the	study.	

2. Literature review 

Due	to	the	disadvantage	of	experience,	scholars	began	to	study	the	factors	related	to	scheduling.	
For	example,	Xu	considered	the	BAP	in	container	terminals	in	which	the	assignment	of	vessels	to	
berths	was	limited	by	water	depth	and	tidal	conditions	[4].	Raa	et	al.	dealt	with	the	quay	crane	
assignment	problem	(CAP)	when	scheduling	vessels	 [5].	Meisel	and	Bierwirth	 investigated	the	
combined	problem	of	 berth	 allocation	 and	 crane	 assignment	 in	 container	 terminals,	 and	 their	
proposed	model	considered	the	decrease	of	marginal	productivity	of	quay	cranes	assigned	to	a	
vessel	and	the	increase	in	handling	time	if	vessels	were	not	berthed	at	their	desired	position	at	
the	quay	[10].	Cheong	et	al.	considered	a	BAP	that	required	the	determination	of	exact	berthing	
times	and	positions	of	incoming	vessels	in	a	container	port.	The	proposed	algorithm	was	devel‐
oped	 to	 concurrently	minimize	 the	 three	 objectives	 of	makespan,	waiting	 time,	 and	 degree	 of	
deviation	from	a	predetermined	priority	schedule	[1].	Golias	et	al.	presented	a	berth‐scheduling	
policy	 to	minimize	 delayed	 departures	 of	 vessels	 and	 indirectly	 reduce	 fuel	 consumption	 and	
emissions	produced	by	vessels.	Vessel	arrival	times	were	considered	as	a	variable	and	were	op‐
timized	to	accommodate	the	objectives	of	 the	proposed	policy	[11].	Türkoğulları	et	al.	 focused	
on	 the	 integrated	 planning	 of	 problems	 faced	 at	 container	 terminals.	 The	 problem	 included	
berth	allocation,	quay	crane	assignment,	and	quay	crane	assignment	[12].	

For	the	BAP,	the	mathematical	model	cannot	cover	all	the	factors,	and	the	objective	function	
can	influence	the	scheduling	results	greatly.	For	example,	Imai	et	al.	minimized	the	waiting	time	
to	a	dynamic	berth	assignment	for	vessels	in	the	public	berth	system	[6].	Guan	et	al.	considered	a	
scheduling	model	in	which	the	objective	was	to	minimize	the	total	weighted	completion	time	of	
the	jobs,	and	this	problem	was	motivated	by	the	operation	of	berth	allocation	[7].	Imai	et	al.	dis‐
cussed	two	typical	schemes	for	berth	allocation:	one	in	discrete	locations	and	the	other	in	con‐
tinuous	locations.	The	former	had	the	advantage	of	being	easy	to	schedule,	and	the	latter	exhib‐
ited	the	complete	opposite	characteristics	[13].	Legato	et	al.	presented	a	queuing	network	model	
of	logistic	activities	related	to	the	arrival,	berthing,	and	departure	processes	of	vessels	at	a	con‐
tainer	terminal,	and	argued	that	non‐standard	service	stations,	time‐dependent	priority	mecha‐
nisms,	and	complex	resource	allocation	policies	could	prevent	the	use	of	analytical	approaches	
to	the	solution	[14].	Robenek	proposed	an	exact	solution	algorithm	based	on	a	branch	and	price	
framework	 to	 solve	 the	 BAP.	 The	 objective	was	 to	minimize	 the	 total	 service	 time	 of	 vessels	
berthing	at	the	port	[15].	Arango	et	al.	put	forward	allocation	planning	aimed	at	minimizing	the	
total	service	time	for	each	vessel	and	considered	a	first‐come‐first‐served	allocation	strategy	[8].	

A	variety	of	heuristics	algorithms,	simulation	technology	and	artificial	 intelligence	has	been	
introduced	to	solve	the	scheduling	problem.	For	example,	Arango	et	al.	proposed	a	mathematical	
model	 and	 developed	 a	 heuristic	 procedure	 based	 on	 a	 genetic	 algorithm	 to	 solve	 non‐linear	
problems,	 and	 Arena	 software	 computational	 experiments	 showed	 that	 the	 proposed	 model	
could	improve	the	current	berth	management	strategy	[8].	Galzina	et	al.	proposed	a	novel	adap‐
tive	 model	 with	 fuzzy	 particle	 swarm	 optimization	 to	 solve	 flow‐shop	 scheduling	 problem,	
benchmark	 examples	were	 utilized	 to	 evaluate	 the	 proposed	model	which	 is	 applied	 on	 flow	
production	 problem	 [9].	 Nishimura	 et	 al.	 developed	 a	 heuristic	 procedure	 based	 on	 a	 genetic	
algorithm	 to	obtain	a	 good	 solution	with	 considerably	 small	 computational	 effort,	 and	experi‐
ments	showed	that	the	proposed	algorithm	was	adaptable	to	real	world	applications	[16].	Imai	
et	al.	addressed	a	two‐objective	berth	allocation	problem:	the	vessel	service	quality,	expressed	
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by	the	minimization	of	delay	in	vessels'	departure,	and	berth	utilization,	expressed	by	the	mini‐
mization	of	the	total	service	time.	A	genetic	algorithm	was	proposed	to	solve	this	problem.	The	
numerical	experiments	showed	that	the	genetic	algorithm	outperformed	subgradient	optimiza‐
tion	 [17].	Fu	et	 al.	presented	a	 genetic	algorithm	 to	 analyze	 the	 integrated	quay	crane	assign‐
ment	and	scheduling	problem	due	to	its	complexity,	and	the	computational	results	validated	the	
performance	 of	 the	 proposed	 algorithm	 [18].	 To	 optimize	 the	 process	 plans	 generated	 from	
complex	parts,	Wang	et	al.	modified	the	traditional	particle	swarm	optimization	(PSO)	algorithm	
[19].	Mocnik	 et	 al.	 put	 forward	 the	modeling	 of	 dimensional	 deviation	 of	workpiece	 using	 re‐
gression,	ANN	and	PSO	models	[20].	Ting	et	al.	focused	on	the	discrete	and	dynamic	berth	alloca‐
tion	 problem,	 assigning	 vessels	 to	 discrete	 berth	 positions	 and	 minimizing	 the	 total	 waiting	
times	and	handling	times	for	all	vessels.	The	particle	swarm	optimization	approach	was	devel‐
oped	to	solve	the	BAP	[21].		

The	current	studies	mainly	 focus	on	 influencing	factors,	objective	 functions	and	algorithms.	
Factors	such	as	the	priority	service	and	makespan	are	not	considered	in	these	models,	and	any	
changes	 in	 factors	will	 affect	 the	model	reusability.	Therefore,	 the	 following	research	problem	
arises:	how	do	specific	factors	affect	model	reusability,	and	what	are	the	differences	among	dif‐
ferent	models?	No	related	work	solves	this	problem.	Based	on	the	analysis	of	scheduling	factors,	
combined	with	 the	MPPSO	algorithm,	bulk	 cargo	port	 scheduling	model	 is	 formed	and	 solved	
considering	the	priority	and	makespan.	The	models	can	make	sense	of	bulk	cargo	port	schedul‐
ing.	

3. Mathematical model 

In	this	paper,	four	main	assumptions	are	made	regarding	the	status	of	a	vessel:	(a)	all	vessels	to	
be	served	are	already	in	the	port	before	the	planning	period	starts,	(b)	the	vessels	are	scheduled	
to	arrive	after	the	planning	period	starts,	(c)	the	vessels	cannot	move	to	other	berths	if	the	berth	
allocation	is	finished,	and	(d)	the	time	of	vessels	moving	is	ignored.	

3.1 The standard model 

There	are	two	kinds	of	vessel‐berthing	constraints	in	the	process	of	berth	allocation:	the	physi‐
cal	conditions	and	the	operating	conditions.	The	constraints	can	be	set	as	follows:	

ݒ



ୀଵ

ൌ ܸ and  ܾ



ୀଵ

ൌ 	ܤ

ሻݒሺ݃ݎܽܿ ൌ ܸ 

 ܸ ൌܤ௧௬  

ܸ ൌ ௧௬ܤ ൌ ሺ ܸ,
ଵ

ܸ,
ଶ

ܸ
ଷ ሻ → ሻݒሺ݄ݐݎܾ݁ ൌ ܾ 	 (1)

where	vi	is	the	vessel,	bj	is	the	berth,	V	is	the	vessels	set,	B	is	the	berth	set,	cargo(vi)	is	the	cargo,	
Vcargo	is	the	cargo	type	set,	and	Btype	is	the	berth	type	set.	Only	if	the	cargo	type	is	in	accordance	
with	the	berth	type	can	the	job	start	in	the	berth.	berth(vi)	indicates	berth	j	provides	service	for	
vessel i .	Therefore,	the	matrix	of	vessel‐berthing	constraints	can	be	set	as	follows:	

ܣ ൌ 
ଵଵݕ ⋯ ଵݕ
⋮ ⋱ ⋮

ଵݕ ⋯ ݕ

൩	 (2)

where	0	<	I	≤	m,	0	<	j	≤	m,	I	≤	m,	yij		=	(0,1)	
The	scheduling	model	 should	comprehensively	consider	 the	specific	needs	of	different	ves‐

sels,	so	the	priority	factor	is	included	in	the	model:	
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ܲ ൌ ݒߙ
௨௧  ݒߚ

  ݒߛ
௧ௗ	 (3)

where	α,	β,	and	γ	are	the	coefficients	and	vicustomer,	vicargo,	and	vitrade	are	the	weights	of	factors	(ves‐
sel,	its	cargo	and	trade	type),	respectively.	Therefore,	priority	Xijk	can	be	generated	by	Pi.	

There	are	many	variables	and	parameters	included	in	the	bulk	cargo	port	scheduling	model,	
such	 as	 the	 number	 of	 vessels,	 the	 number	 of	 berths,	 vessel‐berthing	 constraints,	 the	 service	
priority,	 the	operating	time	and	the	waiting	time.	Therefore,	scheduling	can	be	affected	by	the	
following	multi‐tuple:	

,ሺܸ݊݁ܿ݅ܿݎ݁ݏ_ܽܥ ,ݏܹ,݊ܤ ܶ ݂, ,ݏܶ ܶ݁, ,ݓܶ ܤ ܸ, ܤ ݁, ܺ, 	ሻݕ (4)

where	Vn	is	the	number	of	vessels,	Bn	is	the	number	of	berths,	Wsi	is	the	outturn	for	vessel	i,	Tfi	is	
the	arrival	time	for	vessel	i,	Tsi	is	the	job	starting	time	for	vessel	i,	Tei	is	the	job	finishing	time	for	
vessel	 i,	Twi	 is	the	waiting	time	for	vessel i ,	BVj	 is	the	job	velocity	for	berth	 j,	Bej	 is	the	job	fin‐
ished	time	for	vessel	in	berth	j,	Xijk	is	the	job	sequence	k	for	vessel i in	berth	j,	and	yij	is	the	vessel‐
berthing	constraints.	

The	multi‐tuple	can	be	prolonged	if	more	factors	and	parameters	are	added	in	the	model,	and	
the	multi‐tuple	can	affect	the	model	reusability.	Scheduling	should	pay	attention	to	the	job	effi‐
ciency	of	berths.	Therefore,	the	objective	of	the	model	can	be	minimizing	the	makespan,	that	is	
Min(Max(Tei)).	The	paper	will	analyze	the	standard	model	firstly.	

To	minimize	the	total	service	time	(waiting	time	and	operating	time)	for	vessel	i,	that	is	

ݏܶ െ ܶ ݂ ܹݏ/ܤ ܸ	 (5)

The	objective	of	standard	model	is	

ݏሺܶ݊݅ܯ െ ܶ ݂  ܤ/ݏܹ ܸሻ



ୀ



ୀ

ܺ	 (6)

subjected	to	

 ܺ ൌ 1



ୀ



ୀ

, ݁ݎ݄݁ݓ ݅ ൌ 1,2, … , ܸ݊	 (7)

Each	vessel	should	be	allocated	by	berth,	where	they	can	be	allocated	only	one	time:	

 ܺ  1



ୀ

, ݁ݎ݄݁ݓ ݆ ൌ 1,2, … , 	݊ܤ (8)

Each	berth	can	provide	service	for	only	one	vessel	at	a	time:	

ܺ  	ݕ (9)

yij	is	the	vessel‐berthing	constraints	that	the	job	must	obey.	
Tfi	≤	Tsi	 if	 the	vessel	 arrival	 time	 is	 earlier	 than	 the	 job	 starting	 time,	 and	Bej	≤	Tsi	 if	 the	 job	

starting	time	of	vessel i is	later	than	the	job	finishing	time	of	vessel	j	in	berth	j.	

3.2 The improved model 

Priority	Pi	is	an	important	factor	affecting	scheduling,	so	Pi	is	added	in	the	standard	model.	The	
waiting	time	or	operating	time	is	given	the	weight):	
	

ݏሺܶ݊݅ܯ െ ܶ ݂  ܤ/ݏܹ ܸሻ
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ୀ
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ݏሺሺܶ݊݅ܯ െ ܶ ݂ሻ ܲ  ܤ/ݏܹ ܸሻ



ୀ



ୀ

ܺ	 (11)

In	Eq.	10,	the	waiting	time	and	operating	time	are	given	weights,	and	in	Eq.	11,	the	waiting	
time	is	given	the	weight.	

,ሺܶ݁ሻ൯ݔܽܯ൫݊݅ܯ ݅ ∈ ܸ	 (12)

ሺܶ݁ሻݔܽܯ  ݏܶ െ ܶ ݂  ܤ/ݏܹ ܸ	 (13)

ሺܶݏ െ ܶ ݂  ܤ/ݏܹ ܸሻ െ ሺܶݏାଵ െ ܶ ݂ାଵ ܹݏାଵ/ܤ ܸାଵሻ  0	 (14)

Eq.	12	minimizes	the	makespan.	

4. MPPSO for BAP and computational experiments 

4.1 Algorithm design 

MPPSO	is	developed	to	solve	the	BAP	for	a	bulk	cargo	port.	

(1)	Position	coding	
Each	vessel	 has	 information	 about	 the	 job	berths	 and	 job	 sequence,	 so	 each	particle	has	 two‐
dimensional	information	about	the	job	berths	and	job	sequence.	Job	berths	are	affected	by	a	ves‐
sel's	own	properties	and	berth	conditions.	Thus,	we	need	to	obtain	the	berths	arrays	firstly.	For	
example,	if	berths	1,	3,	and	6	are	available	for	each	vessel,	the	berths	array	is	[1	3	6	0	0	0]	(as‐
suming	six	berths).	The	job	sequence	of	particles	can	be	explained	by	the	continuous	value;	the	
smaller	the	value	is,	the	earlier	the	vessel	will	obtain	service	(more	details	in	Table	1).	

Table	1	Example	of	position	coding	
Dimension	 1	 2 3	
Berths	 [1	3	6	0	0	0]	 [1	3	0	0	0	0] [6	0	0	0	0	0	]	
Sequence	 2	 0.6173	 2 0.3214 1	 0.4142	
	
In	Table	1,	we	can	obtain	the	job	berths	and	job	sequence	through	the	position	decoding;	that	

is,	vessels	1	and	2	obtain	service	in	berth	3,	where	berth	3	provides	service	for	vessel	2	firstly,	
and	vessel	3	obtains	service	in	berth	6.		

(2)	Position	renewal	
The	parameter	setting	of	MPPSO	is	as	follows:	

 T:	maximum	iterations	
 N:	number	of	particle	swarms		
 D:	dimension	
 vid(t):	velocity	of	the	i‐th	particle	with	the	d‐th	dimension	at	time	t	
 xid(t):	position	of	the	i‐th	particle	with	the	d‐th	dimension	at	time	t		
 gd(t):	best	positions	discovered	by	all	particles	at	time	t	or	earlier,	with	d‐th	dimension	
 ph:	number	of	phases	
 pcf:	phase	change	frequency	
 g:	number	of	groups	within	each	phase	
 Cv	,	Cx,	and	Cg:	coefficient	value	in	each	group	within	each	phase	
 sl:	sub‐length	of	the	dimension	
 VC:	velocity	change	variable	

Therefore,	the	renewal	process	of	velocity	and	position	is	expressed	as	follows:	

ݐௗଵሺݒ  1ሻ ൌ ሻݐௗଵሺݒ௩ܥ  ሻݐௗଵሺݔ௫ܥ  	ሻݐ݃ௗଵሺܥ (15)

ݐௗଵሺݔ  1ሻ ൌ ሻݐௗଵሺݔ  ݐௗଵሺݒ  1ሻ	 (16)
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ݐௗଶሺݒ  1ሻ ൌ ሻݐௗଶሺݒ௩ܥ  ሻݐௗଶሺݔ௫ܥ  	ሻݐ݃ௗଶሺܥ (17)

ݐௗଶሺݔ  1ሻ ൌ ሻݐௗଶሺݔ  ݐௗଶሺݒ  1ሻ	 (18)

The	pseudo‐code	for	MPPSO	is	shown	in	Table	2:	

Table	2	Pseudo‐code	for	MPPSO	
Step 0 read data: Vn and Bn 
Step 1 get the berths arrays based on data 
Step 2 T D N ph pcf g VC 
Step 3 initialize the velocity and position for particles, get the best of positions Pgx and the best 
           fitness value Pg 
Step 4 iteration 
for t = 1 : T 
     if t is a multiple of VC reinitiate velocity 
     determine its phase 
       for i = 1 : N 
         determine its group 
         choose sl randomly from [1,min(10,n)] 
         sl = roundn(rand*(min(10,D)‐1)+1,0); 
         deal with each dimension of particle 
         d = 1;  
         initialize the current dimension 
         dimension limited 
       while ( d <= D ) 
            Cache the initial position of particle 
            temp (1,: ,:) = x(i,: ,:); 
            deal with the sub dimension of particle 
            for j = 0 : sl 
                updating dimension 
                d_temp = d + j; 
                  if d_temp >D,break 
                    Step 4.1 updating the berth 
                get the coefficient of velocity formula 
                update the velocity of berth based on formula(12) 
                update the position of berth based on formula(13) 
                  if out of berth array scope, reinitiate position 
                    Step 4.2 updating the sequence 
                get the coefficient of velocity formula 
                update the velocity of vessel based on formula(14) 
                update the position of vessel based on formula(15) 
            end 
            judge the fitness  
            if fitness(temp) < fitness(x(i,: ,:)) 
                   accept the updating 
                x(i,: ,:) = temp(1,: ,:); 
            end 
        end 
        update the best of positions in particle swarm 
        if  fitness(x(i,: ,:)) <Pg 
            Pgx = x(i,: ,:); 
            Pg = f; 
        end 
    end 
end 
Step 5 decoding	
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4.2 Computational experiments 

Table	3	and	Table	4	provide	the	data	for	vessels	in	the	bulk	cargo	port	and	the	data	for	berths,	
respectively.	

Table	3	Data	of	vessels	

ID	 Length	 Width	 Trade	type Arrival	time Draft Cargo
Cargo	
weight	

Rating

1	 224	 32	 foreign 2014‐8‐13	1:00 14.6 coal 73900	 9

2	 228	 38	 foreign 2014‐8‐13	19:00 13.7 bean 77000	 7

3	 98	 14	 foreign 2014‐8‐13	9:30 6.25 fishmeal	 2600	 8

4	 228	 32	 foreign 2014‐8‐13	12:00 12.3 coal 64400	 7

5	 201	 27	 domestic 2014‐8‐13	5:00 11.6 coal 39500	 8

6	 191	 31	 domestic 2014‐8‐13	20:00 12.4 coal 18000	 9

7	 214	 32	 domestic 2014‐8‐13	7:00 12 coal 49600	 3

8	 201	 32	 domestic 2014‐8‐13	18:00 12.5 coal 56100	 7

9	 200	 32	 domestic 2014‐8‐13	23:00 12 coal 54200	 8

10	 226	 32	 domestic 2014‐8‐13	5:00 12.5 coal 63400	 5

11	 201	 32	 domestic 2014‐8‐13	17:00 12.5 coal 54500	 8

12	 226	 32	 domestic 2014‐8‐13	19:00 12.5 coal 61600	 6

13	 224	 32	 foreign 2014‐8‐13	0:00 13.2 coal 60000	 9

14	 224	 32	 foreign 2014‐8‐13	0:00 13.4 bean 66400	 8
Note:	the	unit	of	the	vessel	length,	vessel	width	and	draft	is	meters;	the	unit	of	the	cargo	weight	is	tons. 

	

Table	4	Data	of	berths	

ID	 Depth	 Length	 Velocity Type
The	finished	time	of	
operating	vessel

1	 15.5	 250	 5000 Coal	 2014‐08‐12	20:00

2	 13.5	 230	 4000 Coal 2010‐08‐12	11:00

3	 12.5	 165	 3500 general 2014‐08‐12	23:00

4	 12	 231	 2000 Coal 2014‐08‐12	17:00

5	 13	 215	 5000 Coal 2014‐08‐13	05:00

6	 14	 230	 4000 Bulk	grain 2014‐08‐12	19:00
Note:	the	units	of	berths	depth,	berth	length,	and	velocity	are	meters,	and	tons	per	hour,	respectively.	

	
The	weights	of	coal,	bean,	and	 fishmeal	are	4,	4,	 and	8,	 respectively;	 the	weights	of	 foreign	

trade	and	domestic	trade	are	10	and	2,	respectively,	and	α	=	0.5,	β	=	0.3,	and	γ	=	0.2,	so	the	prior‐
ity	index	can	be	calculated	(Table	5).	The	larger	the	priority	index	is,	the	earlier	the	vessel	will	
receive	service.	A	comparative	analysis	of	 the	 four	model	proposed	 in	Section	3	 is	 carried	out	
below:	ph	=	2;	pcf	=	5;	g	=	2;	sl	∈	[1,	min	(10,D)];	VC	=	10;	Cv	=	rand;	T	=	500;	D	=	14;	N	=	30;	Cx	=	
rand;	Cg	=	–rand	(particle	1	is	in	phase	1	or	particle	2	is	in	phase	2);	Cx	=	–rand,	Cg	=	rand	(parti‐
cle	1	is	in	phase	2	or	particle	2	is	in	phase	1).		

	
Table	5	The	priority	index	

ID	 Value	 ID Value	

1	 7.7	 8 5.1	

2	 6.7	 9 5.6	

3	 8.4	 10 4.1	

4	 6.7	 11 5.6	

5	 5.6	 12 4.6	

6	 6.1	 13 7.7	

7	 3.1	 14 7.2	
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(1) 	Model	1	–	Eq.	6	
The	priority	 and	makespan	 are	 not	 considered	 in	 this	model.	We	use	 the	 setting	 as	 shown	 in	
Table	 6.	 MPPSO	 is	 used	 to	 solve	 the	 model.	 The	 program	 runs	 approximately	 900	 times	 to	
achieve	the	optimal	results	when	the	objective	function	becomes	stable	and	convergent,	Fig.	1(a).	
The	results	are	shown	 in	Table	10.	 In	Table	10,	vessels	1,	4,	 and	12	obtain	service	 in	berth	1;	
vessels	13,	10,	and	9	obtain	service	in	berth	2;	vessel	3	obtains	service	in	berth	3;	vessel	5	ob‐
tains	service	in	berth	4;	vessel	7,	11,	6,	and	8	obtain	service	in	berth	5;	and	vessels	14	and	2	ob‐
tain	 service	 in	 berth	 6.	 The	 total	 service	 time	 is	 9.55	 days,	 and	 the	makespan	 is	 2014‐08‐14	
20:24.	

Table	6	Model	1	setting	
berths_shipsሺi,4ሻ ൌ arrivedTime;
berths_shipsሺi,5ሻ ൌ startTime;
waitingTime	ൌ	startTime‐arrivedTime;	
berths_shipsሺi,6ሻ	ൌ	waitingTime;	
workingTime ൌ ceilሺweight*60/effeciencyሻ/60/24;
sum	ൌ	sum	 ሺwaitingTime workingTimeሻ.

	
	(2)	Model	2	–	Eq.	10	
Priority	is	added	in	this	model,	and	the	waiting	time	and	operating	time	are	given	weights.	We	
use	the	setting	as	shown	in	Table	7.	MPPSO	is	used	to	solve	the	model,	the	program	runs	approx‐
imately	 190	 times	 to	 achieve	 the	optimal	 results,	when	 the	objective	 function	becomes	 stable	
and	convergent,	Fig.	1(b).	The	results	are	shown	in	Table	10.	In	Table	10,	vessel	1,	11,	12	obtain	
service	in	berth	1;	vessel	13,4,	10	obtain	service	in	berth	2;	vessel	3	still	obtains	service	in	berth	
3;	vessel	7	obtains	service	 in	berth	4;	vessel	5,6,9,8	obtain	service	 in	berth	5;	vessel	14,	2	still	
obtain	service	in	berth	6;	the	total	service	time	is	9.79	days;	the	makespan	is	2014‐08‐14	22:57.	

	
Table	7	Model	2	setting	

berths_shipsሺi,4ሻ	ൌ arrivedTime;
berths_shipsሺi,5ሻ	ൌ startTime;
waitingTime	ൌ	startTime‐arrivedTime;	
berths_shipsሺi,6ሻ	ൌ	waitingTime;	
workingTime	ൌ	ceilሺweight*60/effeciencyሻ/60/24;
sum	ൌ	sum		ሺwaitingTime workingTimeሻ*priorityIndex.

	
	(3)	Model	3	–	Eq.	11	
Priority	 is	 added	 in	 this	model,	 and	 the	waiting	 time	 is	 given	 a	weight.	We	use	 the	 setting	 as	
shown	in	Table	8.	MPPSO	is	used	to	solve	the	model.	The	program	runs	approximately	50	times	
to	achieve	the	optimal	results,	when	the	objective	function	becomes	stable	and	convergent,	Fig.	
1(c).	The	results	are	shown	in	Table	10.	In	Table	10,	vessels	1,	4,	and	10	obtain	service	in	berth	1;	
vessels	13,	6,	and	12	obtain	service	in	berth	2;	vessel	3	still	obtains	service	in	berth	3;	vessels	5	
and	9	obtain	service	in	berth	4;	vessels	7,	11,	and	8	obtain	service	in	berth	5;	and	vessels	14	and	
2	still	obtain	service	in	berth	6.	The	total	service	time	is	9.81	days;	and	the	makespan	is	2014‐
08‐15	03:51.	
	

Table	8	Model	3	setting	
berths_shipsሺi,4ሻ	ൌ arrivedTime;
berths_shipsሺi,5ሻ	ൌ startTime;
waitingTime	ൌ	startTime‐arrivedTime;	
berths_shipsሺi,6ሻ	ൌ	waitingTime;	
workingTime	ൌ	ceilሺweight*60/effeciencyሻ/60/24;
sum	ൌ	sum		ሺwaitingTime*priorityIndex	 workingTimeሻ.

	
	(4)	Model	3	–	Eq.	12	
This	model	will	minimize	the	makespan	neglecting	the	priority.	We	use	the	setting	as	shown	in	
Table	9.	MPPSO	is	used	to	solve	the	model.	The	program	runs	120	times	to	achieve	the	optimal	
results	when	 the	 objective	 function	 becomes	 stable	 and	 convergent,	 Fig.	 1(d).	 The	 results	 are	
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shown	in	Table	10.	In	Table	10,	vessels	1,	12,	and	4	obtain	service	in	berth	1;	vessels	13,	10,	and	
9	obtain	service	in	berth	2;	vessel	5	obtains	service	in	berth	4;	vessels	7,	8,	11,	and	6	obtain	ser‐
vice	in	berth	5;	vessels	14,	3,	and	2	obtain	service	in	berth	6;	and	berth	3	is	idle.	The	total	service	
time	is	10.54	days,	and	the	makespan	is	2014‐08‐14	20:24.	

	
Table	9	Model	4	setting	

Sum	ൌ	sum  ሺwaitingTime workingTimeሻ;
start_time ൌ	start_time	 workingTime;
berths_shipsሺi,7ሻ	ൌ	start_time;	
if		berths_shipsሺi,7ሻ		max_finish_time	
								max_finish_time ൌ berths_shipsሺi,7ሻ;
end	

	

 
Fig.	1	Iteration	process	and	fitness	value	

	
Table	10	MPPSO	results	

Model	
Berth	
ID	

Vessel	ID	 Starting	time	 Waiting	time	 Finishing	time	 Operating	time	

1	

1	

1	 2014‐08‐13	01:00	 0.00	 2014‐08‐13	15:47	 0.62	

4	 2014‐08‐13	15:47	 0.16	 2014‐08‐14	04:40	 0.54	

12	 2014‐08‐14	04:40	 0.40	 2014‐08‐14	17:00	 0.51	

2	

13	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	15:00	 0.63	

10	 2014‐08‐13	15:00	 0.42	 2014‐08‐14	06:51	 0.66	

9	 2014‐08‐14	06:51	 0.33	 2014‐08‐14	20:24	 0.56	

3	 3	 2014‐08‐13	09:30	 0.00	 2014‐08‐13	10:15	 0.03	

4	 5	 2014‐08‐13	05:00	 0.00	 2014‐08‐14	00:45	 0.82	
	

(a)	 (b)

(c)	 (d)
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Table	10	MPPSO	results	(continuation)	
	

5	

7	 2014‐08‐13	07:00	 0.00	 2014‐08‐13	16:56	 0.41	

11	 2014‐08‐13	17:00	 0.00	 2014‐08‐14	03:54	 0.45	

6	 2014‐08‐14	03:54	 0.33	 2014‐08‐14	07:30	 0.15	

8	 2014‐08‐14	07:30	 0.56	 2014‐08‐14	18:44	 0.47	

6	
14	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	16:36	 0.69	

2	 2014‐08‐13	19:00	 0.00	 2014‐08‐14	14:15	 0.80	

2	

1	

1	 2014‐08‐13	01:00	 0.00	 2014‐08‐13	15:47	 0.62	
11	 2014‐08‐13	17:00	 0.00	 2014‐08‐14	03:54	 0.45	
12	 2014‐08‐14	03:54	 0.37	 2014‐08‐14	16:14	 0.51	

2	

13	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	15:00	 0.63	
4	 2014‐08‐13	15:00	 0.13	 2014‐08‐14	07:06	 0.67	
10	 2014‐08‐14	07:06	 1.09	 2014‐08‐14	22:57	 0.66	

3	 3	 2014‐08‐13	09:30	 0.00	 2014‐08‐13	10:15	 0.03	
4	 7	 2014‐08‐13	07:00	 0.00	 2014‐08‐14	07:48	 1.03	

5	

5	 2014‐08‐13	05:00	 0.00	 2014‐08‐13	12:54	 0.33	
6	 2014‐08‐13	20:00	 0.00	 2014‐08‐13	23:36	 0.15	
9	 2014‐08‐13	23:36	 0.03	 2014‐08‐14	10:27	 0.45	
8	 2014‐08‐14	10:27	 0.69	 2014‐08‐14	21:41	 0.47	

6	
14	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	16:36	 0.69	
2	 2014‐08‐13	19:00	 0.00	 2014‐08‐14	14:15	 0.80	

3	

1	

1	 2014‐08‐13	01:00	 0.00	 2014‐08‐13	15:47	 0.62	
4	 2014‐08‐13	15:47	 0.16	 2014‐08‐14	04:40	 0.54	
10	 2014‐08‐14	04:40	 0.99	 2014‐08‐14	17:21	 0.53	

2	

13	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	15:00	 0.63	
6	 2014‐08‐13	20:00	 0.00	 2014‐08‐14	00:30	 0.19	
12	 2014‐08‐14	00:30	 0.23	 2014‐08‐14	15:54	 0.64	

3	 3	 2014‐08‐13	09:30	 0.00	 2014‐08‐13	10:15	 0.03	

4	
5	 2014‐08‐13	05:00	 0.00	 2014‐08‐14	00:45	 0.82	
9	 2014‐08‐14	00:45	 0.07	 2014‐08‐15	03:51	 1.13	

5	

7	 2014‐08‐13	07:00	 0.00	 2014‐08‐13	16:56	 0.41	
11	 2014‐08‐13	17:00	 0.00	 2014‐08‐14	03:54	 0.45	
8	 2014‐08‐14	03:54	 0.41	 2014‐08‐14	15:08	 0.47	

6	
14	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	16:36	 0.69	
2	 2014‐08‐13	19:00	 0.00	 2014‐08‐14	14:15	 0.80	

4	

1	

1	 2014‐08‐13	01:00	 0.00	 2014‐08‐13	15:47	 0.62	
12	 2014‐08‐13	19:00	 0.00	 2014‐08‐14	07:20	 0.51	
4	 2014‐08‐14	07:20	 0.81	 2014‐08‐14	20:13	 0.54	

2	

13	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	15:00	 0.63	
10	 2014‐08‐13	15:00	 0.42	 2014‐08‐14	06:51	 0.66	
9	 2014‐08‐14	06:51	 0.33	 2014‐08‐14	20:24	 0.56	

4	 5	 2014‐08‐13	05:00	 0.00	 2014‐08‐14	00:45	 0.82	

5	

7	 2014‐08‐13	07:00	 0.00	 2014‐08‐13	16:56	 0.41	
8	 2014‐08‐13	18:00	 0.00	 2014‐08‐14	05:14	 0.47	
11	 2014‐08‐14	05:14	 0.51	 2014‐08‐14	16:08	 0.45	
6	 2014‐08‐14	16:08	 0.84	 2014‐08‐14	19:44	 0.15	

6	

14	 2014‐08‐13	00:00	 0.00	 2014‐08‐13	16:36	 0.69	
3	 2014‐08‐13	16:36	 0.30	 2014‐08‐13	17:15	 0.03	
2	 2014‐08‐13	19:00	 0.00	 2014‐08‐14	14:15	 0.80	

Note:	the	unit	of	the	waiting	time	and	operating	time	is	days.		
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4.3 Discussion 

On	the	condition	of	small	samples	(Vn	=	14,	Bn	=	6),	for	Model	1,	the	total	service	time,	the	max‐
imum	waiting	time	and	the	maximum	operating	time	are	minimal,	and	the	makespan	is	the	ear‐
liest.	For	Model	2	and	Model	3,	the	total	service	time,	the	maximum	waiting	time	and	the	maxi‐
mum	operating	time	will	be	increased	slightly,	and	the	makespan	can	be	delayed.	For	model	4,	
the	total	service	time	is	the	highest,	but	the	maximum	waiting	time	and	the	maximum	operating	
time	are	relatively	small.	The	makespan	is	also	the	earliest	(Table	11).	

On	the	condition	of	big	samples	(Vn	=	24,	Bn	=	6),	for	Model	1,	the	total	service	time	is	still	the	
smallest,	but	the	maximum	waiting	time	and	the	maximum	operating	time	are	increased.	Addi‐
tionally,	the	makespan	is	the	latest.	For	Model	2	and	Model	3,	the	total	service	time	is	still	large,	
but	 the	maximum	waiting	 time	and	 the	maximum	operating	 time	are	 relatively	small,	 and	 the	
makespan	is	competitive	compared	with	Model	1.	For	model	4,	the	total	service	time	is	still	the	
highest,	but	 the	maximum	operating	time,	especially	the	maximum	waiting	time,	 is	 the	 lowest.	
The	makespan	is	the	earliest	(Table	11).		

On	one	hand,	the	total	service	time	of	berth	needs	to	be	decreased	to	satisfy	the	general	re‐
quirements,	so	the	model	considering	priority	offers	a	great	advantage.	On	the	other	hand,	the	
total	 service	 time	of	berths	 reflects	 the	capacity;	 the	 longer	 the	service	 time	 is,	 the	higher	 the	
berth	service	capacity	will	be.	The	departure	time	of	the	last	vessel	needs	to	considered,	so	the	
model	minimizing	makespan	offers	a	great	advantage.	In	short,	we	can	choose	a	suitable	model	
according	to	the	actual	situation	in	bulk	cargo	port	scheduling.	

	
Table	11	Comparative	results	of	four	models	

Model	
Total	service	time	

Maximum	waiting	
time	

Maximum	operating	
time	

Makespan	

Small	
samples	

Big		
samples	

Small		
samples	

Big		
samples

Small
samples	

Big	
samples	

Small	
samples	

Big		
samples	

1	 9.55		 24.01	 0.56	 2.20	 0.82 1.04 2014‐08‐14	20:24	 2014‐08‐16	00:25
2	 9.79	 24.39	 1.09	 2.09	 1.03 1.09 2014‐08‐14	22:57	 2014‐08‐15	19:18
3	 9.81	 24.30	 0.99	 2.08	 0.82 1.09 2014‐08‐15	03:51	 2014‐08‐15	19:18
4	 10.54	 27.54	 0.84	 1.52	 0.82 1.09 2014‐08‐14	20:24	 2014‐08‐15	17:49

5. Conclusion 

Social	and	economic	progress	drives	the	development	of	bulk	cargo	port	transportation,	so	the	
transportation	 demand	 is	 also	 growing.	 However,	 scheduling	 management	 and	 efficiency	 are	
incompatible	with	its	development.	The	problems	are	as	follows:	(1)	The	scheduling	is	dispersed.	
Due	 to	 multi‐level	 allocation,	 vessel	 scheduling	 is	 cumbersome,	 and	much	 repetitive	 work	 is	
done,	 thereby	 affecting	 the	 efficiency	 of	 scheduling.	 (2)	 The	 management	 mode	 lags	 behind.	
People	basically	 rely	 on	 experience	 to	manage	berth	 scheduling.	Therefore,	 reducing	 the	 total	
service	time	of	berths	and	maximizing	their	operational	capabilities	(minimizing	the	makespan)	
are	of	great	importance	to	improving	the	efficiency	and	management	of	bulk	cargo	port	schedul‐
ing.	

This	paper	sorts	the	factors	affecting	bulk	cargo	port	scheduling,	such	as	the	number	of	ves‐
sels,	the	number	of	berths,	vessel‐berthing	constraints,	the	service	priority,	and	the	makespan,	
and	establishes	the	NP	model,	which	aims	to	minimize	the	total	service	time	and	makespan,	and	
solves	 the	model	based	on	 the	MPPSO	algorithm.	Through	computational	experiments,	we	ob‐
tain	 information	not	only	 about	 the	berth	allocation	 (the	 starting	 time,	 finishing	 time,	waiting	
time,	and	operating	time)	but	also	the	comparative	results	of	different	modes	(the	total	service	
time,	maximum	waiting	time,	maximum	operating	time,	and	makespan).	We	can	choose	a	suita‐
ble	model	according	to	the	actual	situation	in	bulk	cargo	port	scheduling.	

Of	course,	like	all	studies,	this	paper	has	certain	limitations	and	deficiencies.	To	guarantee	the	
computability	of	the	model,	this	paper	assumes	that	the	vessels	cannot	move	to	other	berths	if	
the	berth	allocation	 is	complete,	and	 the	time	of	vessels	moving	 is	 ignored.	We	should	 further	
study	these	topics.	
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A B S T R A C T	   A R T I C L E   I N F O	

To	sustain	in	the	modern	era	of	rapid	manufacturing	development,	it	becomes	
necessary	to	generate	complex	shapes	on	materials	which	are	highly	tempera‐
ture	 and	 corrosion	 resistant,	 hard	 to	 machine,	 and	 have	 high	 strength‐to‐
weight	ratio.	Generation	of	complex	shapes	on	those	materials	using	conven‐
tional	machining	processes	ultimately	affects	surface	finish,	material	removal	
rate,	 accuracy,	 cost,	 safety	 etc.	 Non‐traditional	 machining	 (NTM)	 processes	
have	 the	 capability	 to	 machine	 those	 advanced	 engineering	 materials	 with	
satisfactory	results.	But,	selection	of	the	most	appropriate	NTM	process	for	a	
particular	machining	application	is	often	a	complicated	task.	Case‐based	rea‐
soning	 (CBR),	a	domain	of	artificial	 intelligence,	 is	a	paradigm	 for	 reasoning	
new	problems	from	the	past	experience.	In	CBR,	a	memory	model	is	assumed	
for	 representing,	 indexing	 and	 organizing	 past	 similar	 cases,	 and	 a	 process	
model	is	supposed	for	retrieving	and	modifying	the	past	cases	and	assimilat‐
ing	 the	 new	 ones.	 This	 paper	 primarily	 focuses	 on	 the	 application	 of	 CBR	
approach	for	NTM	process	selection.	Based	on	different	process	characteris‐
tics	 and	 process	 parameter	 values,	 the	 past	 similar	 cases	 are	 retrieved	 and	
reused	to	solve	a	current	NTM	process	selection	problem.	For	this,	a	software	
prototype	is	developed	and	three	real	time	examples	are	cited	to	illustrate	the	
application	potentiality	of	CBR	system.		
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1. Introduction 
With	 the	development	of	newer	materials	having	 improved	 thermal,	mechanical	 and	 chemical	
properties,	it	has	now	become	quite	difficult	to	machine	those	materials	using	conventional	ma‐
chining	processes.	These	processes,	generally	based	on	cutting	and	abrasion	mechanism,	 incur	
higher	machining	 cost	while	 generating	 complex	 shape	 features	 on	 composites,	 ceramics	 and	
other	advanced	engineering	materials.	The	achieved	surface	quality	and	dimensional	accuracy	of	
the	machined	components	are	also	not	satisfactory,	and	often	fail	to	meet	the	desired	target.	In	
these	machining	processes,	unwanted	material	from	the	parent	workpiece	is	generally	removed	
employing	mechanical	energy.	This	energy	is	supplied	by	means	of	a	cutting	tool	kept	in	contact	
with	the	workpiece,	causing	shear	deformation	along	the	shear	plane,	leading	to	chip	formation.	
New	exotic	work	materials	and	complex	geometrical	shapes	on	those	materials	have	been	put‐
ting	more	pressure	on	the	capabilities	of	the	conventional	machining	processes.	This	leads	to	the	
development	 and	 deployment	 of	 a	 new	 set	 of	machining	 processes,	 popularly	 known	 as	 non‐
traditional	machining	(NTM)	processes.	In	these	processes,	unwanted	material	is	removed	from	
the	parent	workpiece	using	various	forms	of	energy,	like	chemical,	thermal,	mechanical,	electri‐
cal	or	combination	of	those	energies.	In	an	NTM	process,	there	is	no	direct	contact	between	the	
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cutting	tool	and	the	workpiece.	In	abrasive	jet	machining	process,	excess	material	is	removed	by	
means	 of	microscopic	 chips	 and	 in	 electrochemical	machining	 process	 by	 electrolytic	 dissolu‐
tion.	 In	 laser	beam	machining	process,	 there	 is	 even	no	need	of	any	cutting	 tool.	 It	 is	also	not	
necessary	that	the	cutting	tool	should	be	harder	than	the	workpiece	material	in	an	NTM	process.	
Now‐a‐days,	 it	has	become	easier	 to	generate	complex	shapes	on	materials,	 like	steel,	 carbide,	
titanium	and	its	alloys,	ceramics,	superalloys	(Inconel	718,	hastelloy)	etc.	employing	NTM	pro‐
cesses	[1,2].	Till	date,	there	have	been	approximately	20	NTM	processes	developed	and	applied	
in	modern	manufacturing	industries.	Selection	of	the	best	suitable	NTM	process	for	a	particular	
work	material	and	shape	feature	combination	is	generally	made	by	a	domain	expert	on	the	basis	
of	various	factors,	such	as	workpiece	material,	shape	feature	to	be	generated,	material	removal	
rate,	surface	finish,	surface	damage,	corner	radii,	tolerance,	cost,	safety,	power	requirement	etc.	
Thus,	an	expert	in	this	domain	must	have	a	vast	and	in‐depth	knowledge	about	the	characteris‐
tics	and	capabilities	of	different	available	NTM	processes.	But,	in	the	present	manufacturing	sce‐
nario,	most	 of	 the	 process	 engineers	 lack	 the	 requisite	 domain	 knowledge	 and	 availability	 of	
experts	is	also	sometimes	constrained.		

Usually,	a	domain	expert	acquires	knowledge	from	the	past	experience	as	well	as	from	other	
reliable	sources.	Taking	this	concept	as	a	plinth,	when	an	expert	attempts	to	select	an	NTM	pro‐
cess	 for	a	given	machining	application,	he/she	 just	recalls	 the	similar	past	situations	and	their	
solutions.	Thus,	based	on	the	similar	past	problems	and	their	solutions,	new	NTM	process	selec‐
tion	cases	are	solved.	This	entire	cognitive	process	of	a	domain	expert’s	thinking	has	given	birth	
to	a	new	branch	of	artificial	 intelligence	(AI)	 technique,	known	as	case‐based	reasoning	(CBR)	
approach.	This	CBR	approach	is	applied	here	for	NTM	process	selection.	In	this	paper,	in	order	to	
choose	the	most	suitable	NTM	process	for	a	specific	machining	application,	an	exhaustive	case‐
base	containing	the	machining	characteristics	of	various	available	NTM	processes	and	their	per‐
tinent	process	parameters	is	first	created.	These	machining	characteristics	and	process	parame‐
ter	data	are	later	used	to	select	the	feasible	NTM	processes	according	to	the	end	requirements.	
The	selection	procedure	is	based	on	retrieval	of	the	best	matched	case	from	the	case‐base	using	
the	nearest	neighbourhood	technique,	while	calculating	the	similarity	score	between	two	cases.	
The	best	matched	case,	which	is	retrieved	from	the	case‐base	according	to	the	values	of	different	
process	characteristics	as	set	by	the	process	engineer/end	user,	has	the	similarity	score	greater	
than	the	other	cases.	To	automate	and	simplify	the	application	of	CBR	approach	in	NTM	process	
selection,	 a	 software	prototype	having	 a	 graphical	 user	 interface	 (GUI)	 is	 designed	 and	devel‐
oped	in	Visual	Basic	6.0.	The	developed	system	simultaneously	considers	both	the	user	require‐
ments	(product	characteristics)	and	technical	requirements	(process	characteristics)	for	a	given	
NTM	process	selection	problem.		

2. Literature review 

Using	two	multi‐attribute	decision	making	(MADM)	tools,	 i.e.	analytic	hierarchy	process	(AHP)	
and	 technique	 for	 order	 preference	 by	 similarity	 to	 ideal	 solution	 (TOPSIS),	 Yurdakul	 and	
Cçogun	 [3]	 attempted	 to	 simplify	 the	NTM	process	 selection	procedure	 for	 the	manufacturing	
personnel.	A	list	of	feasible	NTM	processes	satisfying	the	users’	requirements	was	first	generat‐
ed	and	those	processes	were	then	ranked	based	on	their	suitability	to	meet	the	desired	machin‐
ing	 operation.	 An	 expert	 system	was	 developed	 by	 Chakraborty	 and	Dey	 [4]	 for	 selecting	 the	
best	NTM	process	under	 constrained	material	 and	machining	 conditions.	 It	would	 rely	 on	 the	
priority	values	of	different	criteria	and	sub‐criteria	for	a	specific	NTM	process	selection	problem,	
and	the	NTM	process	with	the	highest	acceptability	index	was	finally	identified.	Chakraborty	and	
Dey	[5]	developed	a	quality	 function	deployment	(QFD)‐based	expert	system	for	NTM	process	
selection.	An	overall	score	 for	each	of	 the	NTM	processes	was	estimated	using	the	weights	ex‐
tracted	from	the	house	of	quality	matrix	for	various	process	characteristics.	The	overall	scores	of	
some	of	the	NTM	processes	simultaneously	satisfying	certain	critical	criteria	requirements	were	
again	compared	and	the	NTM	process	having	the	maximum	score	was	finally	selected	as	the	op‐
timal	choice.	A	web‐based	knowledge	base	system	was	proposed	by	Edison	Chandraseelan	et	al.	
[6]	for	identifying	the	most	suitable	NTM	process	to	meet	some	input	parametric	requirements,	
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like	type	of	the	work	material,	shape	application,	process	economy,	and	other	process	capabili‐
ties,	 like	surface	finish,	corner	radii,	width	of	cut,	tolerance	etc.	Sadhu	and	Chakraborty	[7]	ap‐
plied	an	input	minimized	Charnes,	Cooper	and	Rhodes	(CCR)	model	of	data	envelopment	analy‐
sis	for	NTM	process	selection.	Employing	weighted‐overall	efficiency	ranking	method	of	MADM	
theory,	the	efficient	NTM	processes	were	ultimately	ranked	in	descending	order	of	their	priori‐
ties.	Temuçin	et	al.	[8]	designed	a	fuzzy	decision	support	model	for	NTM	process	selection	while	
assessing	the	potentials	of	some	distinct	NTM	processes.	Chatterjee	and	Chakraborty	[9]	proved	
the	application	potentiality	of	evaluation	of	mixed	data	(EVAMIX)	method	for	solving	NTM	pro‐
cess	 selection	 problems	 using	 three	 demonstrative	 examples.	 Roy	 et	 al.	 [10]	 integrated	 fuzzy	
AHP	and	QFD	techniques	for	selection	of	NTM	processes	based	on	some	predefined	customers’	
perspectives.	 Temuçin	 et	 al.	 [11]	 solved	 the	NTM	 process	 selection	 problem	 under	 fuzzy	 and	
crisp	 environment,	 and	 proposed	 a	 decision	 support	model	 to	 guide	 the	 process	 engineers	 to	
explore	the	potentials	of	some	distinct	NTM	processes.	The	applicability	of	the	proposed	model	
was	also	validated.	Khandekar	and	Chakraborty	[12]	applied	 fuzzy	axiomatic	design	principles	
for	selection	of	NTM	processes.	Madić	et	al.	[13]	demonstrated	the	applicability,	suitability	and	
computational	 procedure	 of	 operational	 competitiveness	 ratings	 analysis	 (OCRA)	 method	 for	
solving	NTM	process	selection	problems.	

Nowadays,	 CBR	 as	 a	 part	 of	 cognitive	 science,	 has	 been	 emerged	 out	 as	 an	 interesting	 re‐
search	topic.	Amen	and	Vomacka	[14]	employed	CBR	approach	as	a	tool	for	selection	of	material	
and	heat	treatment	process	from	an	exhaustive	database	to	simplify	the	task	of	a	designer.	Khe‐
mani	et	al.	[15]	applied	CBR	approach	in	fused	cast	refractory	manufacturing	industry.	Fang	and	
Wong	[16]	applied	a	hybrid	CBR	approach	in	agent‐based	negotiation	for	effective	supply	chain	
management.	Armaghan	and	Renaud	[17]	adopted	CBR	approach	to	prove	the	complementary	
nature	of	multi‐criteria	decisions	and	CBR	approach.	Although	the	past	researchers	applied	nu‐
merous	MADM	methods	and	developed	different	distinct	decision	aids	for	selection	of	NTM	pro‐
cesses	for	varying	machining	applications,	but	till	date,	no	attempt	has	been	put	forward	on	se‐
lection	of	NTM	processes	using	CBR	approach.	This	paper	thus	proposes	development	of	a	deci‐
sion	making	model	based	on	CBR	approach	for	selecting	the	best	suited	NTM	process	for	a	given	
machining	application.	It	 is	observed	that	CBR	is	 the	correct	and	simplest	approach	in	this	do‐
main	where	availability	of	experts	is	sometimes	constrained.	In	CBR	approach,	a	set	of	feasible	
NTM	processes	is	first	retrieved	from	the	case‐base	satisfying	the	work	material	and	shape	fea‐
ture	 combination.	 Based	 on	 the	 user	 and	 technical	 requirements,	 it	 then	 identifies	 the	 best	
matched	NTM	process	from	the	stored	similar	cases.	The	past	cases	are	just	reused	here	for	NTM	
process	selection	for	providing	the	optimal	solution.	

3. CBR approach  

Intelligence,	being	a	part	of	 cognitive	science,	 can	be	defined	as	 the	process	 involving	 rational	
and	abstract	thinking.	It	is	often	goal	oriented	and	purposeful.	It	consists	of	knowledge	and	feats,	
both	conscious	and	unconscious,	which	are	acquired	through	continuous	study	and	experience.	
The	AI	is	actually	the	intelligence	in	machines.	Intelligent	system	is	the	basement	of	knowledge	
engineering.	It	involves	several	tasks,	like	knowledge	acquisition,	creation	of	a	knowledge	base,	
knowledge	 representation	 and	 use	 of	 the	 acquired	 knowledge.	 The	 represented	 knowledge	 is	
basically	used	for	reasoning	or	inference.	In	AI,	knowledge	is	represented	using	symbols	along	
with	heuristics	or	rules	of	thumb.	While	using	these	heuristics,	one	should	not	have	to	rethink	
when	a	similar	problem	is	encountered.	The	expert	system	can	be	defined	as	an	intelligent	com‐
puter	program	that	uses	knowledge	and	inference	procedures	to	solve	problems	that	are	diffi‐
cult	enough	requiring	significant	human	expertise	for	their	solution.	Basically	in	expert	system,	
knowledge	is	represented	using	‘if‐then’	rules.		

The	CBR	approach	is	a	part	of	AI	technique	that	utilizes	information	stored	in	the	knowledge	
base,	 when	 similar	 past	 problems	 are	 encountered	 again.	 It	 provides	 solution	 to	 the	 present	
problem	that	is	almost	similar	to	the	past.	In	CBR	approach,	a	problem	is	represented	as	an	input	
in	the	present	situation.	It	just	retrieves	the	most	similar	case	to	the	new	one	from	its	case‐base 
while calculating the similarity score over the defined parameters.	It	first	searches	the	case	history	
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and	chooses	 that	case	having	the	closest	similarity	 to	 the	current	problem.	 In	CBR	system,	 the	
case‐base	 is	well	 structured	 and	 documented.	 The	 case	 representation	may	 be	 flat,	 where	 all	
cases	 are	 represented	 at	 the	 same	 level,	 or	 it	 can	 be	 hierarchical,	 expressing	 relationship	 be‐
tween	cases	and	sub‐cases.		

There	are	four	major	steps	that	constitute	a	CBR	system,	i.e.	retrieve,	reuse,	revise	and	retain.	
Thus,	it	is	also	called	as	4‐R	cycle	or	CBR	cycle,	as	shown	in	Fig.	1.	When	a	problem	occurs	in	the	
current	situation,	similar	past	situations	are	retrieved	from	the	case‐base.	Reusing	the	past	cas‐
es,	a	predictable	solution	to	the	current	problem	is	thus	provided.	If	there	is	a	need	of	any	revi‐
sion,	 the	retrieved	data	are	revised	and	retained	as	a	new	case	 in	 the	case‐base	 for	 future	use	
[18‐21].		

	
Fig.	1	A	CBR	cycle	or	4‐R	cycle	

Retrieving	 the	most	similar	case	along	with	 the	solution	 is	based	on	some	 logical	expressions.	
The	 similarity	between	 two	 cases	 is	 usually	measured	with	 respect	 to	 each	parameter.	 It	 also	
depends	on	the	type	of	parameter	(beneficial	or	non‐beneficial)	being	used.	The	followings	are	
the	most	common	methods	for	calculating	similarity	between	two	cases:		

aሻ Numeric:	

Sim	(a,b) ൌ	|a	–	b|/Range	 (1)

where	Range	is	the	difference	between	the	upper	and	lower	boundaries	of	a	set.	

bሻ Symbolic:	

Sim(a,b)		=	1		if	a	=	b

																	=	0		if	a	≠	b	
(2)

cሻ Multi‐valued:	

	Simሺܽ, ܾሻ ൌ
݀ݎܽܥ ሺܽሻ ∩ ݀ݎܽܥ ሺܾሻ
݀ݎܽܥ ሺܽሻ ∪ ݀ݎܽܥ ሺܾሻ

	 (3)
	

where	Card	is	the	cardinality	(size)	of	a	set.	
	

dሻ Taxonomy:		

	Simሺܽ, ܾሻ ൌ
݄ ሺcommon node ሺܽ, ܾሻሻ

minሺ݄ሺܽሻ, ݄ሺܾሻሻ
	 (4)

	

where	h	is	the	height	(number	of	levels)	of	the	specified	taxonomy	tree.	

The	procedural	steps	of	a	CBR	approach	are	presented	as	below:	

a)	 A	solution	is	first	defined	using	several	parameters.	One	of	the	parameters	should	be	cho‐
sen	carefully	so	that	it	would	remain	unique	throughout	the	documentation	procedure,	e.g.	
case	number.	

b)	 A	huge	set	of	known	solutions	 is	put	 into	the	case‐base	of	CBR	system.	An	existing	data‐
base	can	also	be	used	for	this	purpose.	

c)	 The	CBR	system	generally	reads	the	database	and	organizes	a	copy	of	its	own.	
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d)	The	user	generally	formulates	a	query	according	to	the	end	requirements.	All	the	available	
variables	are	first	displayed.	The	user	has	the	option	to	choose	all	or	few	variables	based	
on	the	problem	statement.	The	query	includes	those	variables	as	set	by	the	user.	The	user	
also	has	the	option	to	allocate	different	priority	weights	to	the	considered	variables.	

e)	 As	a	result	of	 the	user‐defined	query,	CBR	system	may	display	a	number	of	cases	or	 the	
best	matched	case.	It	may	also	be	possible	that	none	of	the	cases	would	match	the	query	
exactly.	

Favouring	CBR	 technique	as	 the	most	efficient	 tool	 for	NTM	process	 selection	 is	 a	 challenging	
task,	 as	 several	 other	 approaches	 have	 already	 been	 available	 for	 the	 same	 purpose.	 It	 is	 ob‐
served	from	the	available	literature	that	none	of	the	MADM	methods,	like	AHP,	EVAMIX,	TOPSIS	
etc.	 can	provide	complete	solution	when	 the	domain	 is	 ill‐structured	and	murky.	The	working	
principle	of	CBR	is	based	on	some	available	specific	experiences	instead	of	abstracted	rules.	It	is	
considered	as	a	useful	tool	if	the	utilization	of	prior	experience	is	more	vital	than	to	produce	a	
thoroughly	optimized	 solution	 according	 to	 the	 specifications.	The	CBR	approach	has	no	opti‐
mizing	potentiality,	but	it	can	be	used	for	searching,	not	for	calculations.	Its	efficiency	is	deter‐
mined	by	fast	retrieval	of	the	most	similar	cases	from	the	case‐base.	The	principle	of	CBR	also	
states	that	it	can	find	the	similarities	between	cases	but	not	reasons.	So,	it	is	unable	to	judge	how	
important	the	encountered	departures	are	that	can	be	determined	only	by	an	experienced	user.	

A	comparison	between	the	existing	search	techniques	and	the	adopted	CBR	approach	is	elu‐
cidated	in	Table	1.	

Table	1	Comparison	between	different	search	techniques	and	CBR	approach	

Method	 Flexibility	
Operational	
approach	

Computational	
time	

Programming	
complexity	

Decision	
maker’s		
involvement	

Type	of	data	

Genetic	
algorithm	

Medium		
(lack	of	learn‐
ing	ability)	

Population	based	
probabilistic	search	
and	optimization	
technique	

High	(based	on	the	
desired	accuracy	
and	termination	
criterion)	

High	 High	
Numerical	
	

Artificial	
neural	
network	

High	
Mimics	the	working	
principle	of	biological	
neurons	

High	 Medium	 Medium	 Numerical	

Simulated	
annealing	

Medium	

Cooling	process	of	
molten	metal	is	
modeled	artificially	to	
construct	an	
optimization	algorithm

Medium	(based	on	
the	desired	accura‐
cy	and	termination	
criterion)	

High	 High	
Numerical	
	

Expert	
system	

Medium	

Exact	matching	of	
input	and	stored	data	
producing	several	
‘if‐then’	rules	for	
inference	

Medium	 Medium	 High	
Both	numerical	
and	textual	

CBR	 High	

Notion	of	similarity	
between	
present	and	prior	
stored	cases	

Low	 Low	 Medium	
Both	numerical	
and	textual	

4. CBR‐based approach for NTM processes selection  

Although	 CBR	 approach	 has	 already	 been	 successfully	 applied	 in	 various	 fields	 of	mechanical	
engineering,	 such	as	material	 selection,	design	 selection,	parts	 selection	 for	automobile	 indus‐
tries	etc.,	no	attempt	has	still	been	made	for	its	application	in	the	domain	of	NTM	process	selec‐
tion.	The	CBR	approach	has	the	potential	 to	provide	complete	 information	about	a	case	where	
minimum	information	is	available	to	the	user.	It	yields	the	best	results	when	the	user	provides	
detailed	query	information.		
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While	 selecting	 the	most	 suitable	 NTM	 process	 for	 a	 particular	machining	 application,	 the	
process	 engineer	 has	 to	 consider	 several	machining	 characteristics	 of	 the	 available	NTM	pro‐
cesses.	 In	the	developed	CBR	approach‐based	decision	making	model,	nine	NTM	processes,	 i.e.	
abrasive	jet	machining	(AJM),	abrasive	water	jet	machining	(AWJM),	electric	discharge	machin‐
ing	(EDM),	 laser	beam	machining	(LBM),	ultrasonic	machining	(USM),	electrochemical	machin‐
ing	(ECM),	electrochemical	discharge	machining	(ECDM),	plasma	arc	machining	(PAM)	and	wire	
electric	discharge	machining	(WEDM)	are	taken	into	consideration.	As	the	process	characteris‐
tics,	type	of	the	workpiece	material,	shape	feature	to	be	generated,	material	removal	rate	(MRR)	
(in	mg/min),	surface	roughness	(SR)	(in	µm),	surface	damage	(SD)	(in	µm),	tolerance	(Tol)	(in	
mm),	overcut	(OC)	(in	mm),	corner	radii	(CR)	(in	mm),	taper	(TP)	(in	mm/mm),	cost	(C)	(in	rela‐
tive	(R)	priority	scale),	power	(P)	(in	kW)	and	safety	(S)	(in	R	scale)	are	considered.	For	cost,	the	
R	scale	is	set	as	1	‐	lowest,	2	‐	very	low,	3	‐	low,	4	‐	medium,	5	‐	high,	6	‐	very	high	and	7	‐	highest.	
On	the	other	hand,	 for	safety,	 the	R	scale	 is	set	as	1	‐	highly	safe,	2	‐	safe	and	3	‐	attention	re‐
quired.	 As	work	materials,	 a)	 aluminium,	 b)	 aluminium	 alloys,	 c)	 ceramics,	 d)	 composites,	 e)	
glass,	f)	steel,	g)	superalloys	and	h)	titanium	are	considered	in	this	model.	The	above‐mentioned	
NTM	processes	can	generate	a)	hole	(precision)	(0.03	mm	≤	D	<	0.13	mm),	b)	hole	(standard)	
(L/D	≤	20),	 c)	 hole	 (standard)	 (L/D	>	20),	 d)	 through	 cut	 (shallow)	 (t/w	≤	2),	 e)	 through	 cut	
(deep)	(t/w	>	2),	 f)	 through	cavity	(standard)	(t/w	>	10),	g)	 through	cavity	(precision)	(t/w	≤	
10),	h)	pocket	(shallow)	(t	≤	1	mm),	i)	pocket	(deep)	(t	>	1mm)	and	j)	surface	of	revolution	fea‐
ture	on	the	work	material	(where	L	is	the	length	of	the	hole,	D	is	the	diameter	of	the	hole,	t	is	the	
thickness	and	w	 is	 the	width	of	 the	machined	 feature).	The	relevant	machining	characteristics	
data	 for	 different	 NTM	 processes	 are	 accumulated	 from	 experimentations,	 machining	 data	
handbooks	 and	 other	 reliable	 resources	 to	 create	 the	 corresponding	 case‐base.	 The	 collected	
data	are	then	organized	in	a	structured	manner	in	MS	Access.	The	step‐wise	operational	proce‐
dures	of	 the	developed	CBR	system	 for	 selecting	 the	best	 suited	NTM	process	 for	 a	particular	
machining	application	are	depicted	as	follows:	

Step	1:	When	the	developed	CBR	system	starts	to	run,	the	first	screen,	as	shown	in	Fig.	2,	appears	
to	the	end	user	where	the	type	of	the	work	material	to	be	machined	and	type	of	the	shape	fea‐
ture	to	be	generated	can	be	chosen	from	the	given	options	as	the	primary	inputs	to	the	system.	

Step	2:	 After	 clicking	 ‘OK’	 button,	 a	 list	 of	 feasible	NTM	process(es)	 capable	 of	 generating	 the	
desired	shape	on	the	specified	work	material	is	displayed.	For	this,	Eqn.	(2)	is	utilized	for	filter‐
ing	and	retrieving	the	data.	

Step	3:	When	the	user	presses	 ‘Next’	button,	another	screen,	as	shown	in	Fig.	3,	 is	displayed	to	
identify	the	most	suitable	NTM	process	from	the	list	of	feasible	processes	while	satisfying	the	set	
machining	requirements.	

Step	4:	 In	 this	screen,	 the	end	user	has	 to	choose	 the	desired	process	characteristics	based	on	
which	the	final	NTM	process	selection	is	made.	

Step	5:	When	‘Enter	range’	functional	key	is	clicked,	the	required	number	of	empty	cells	are	au‐
tomatically	generated	where	the	input	ranges	for	the	selected	NTM	process	characteristics	can	
be	provided.	

Step	6:	After	inputting	the	desired	ranges	of	values,	pressing	of	‘Best	NTM	process’	button	identi‐
fies	the	most	suitable	NTM	process	for	the	specified	machining	application	while	satisfying	the	
set	criteria	values.	For	retrieving	the	best	NTM	process	in	this	step,	Eqn.	(1)	is	employed.	

Step	7:	The	actual	retrieved	values	of	all	the	technical	characteristics	for	the	best	matched	NTM	
process	are	also	displayed.	

Step	8:	When	‘Best	NTM	process’	button	is	clicked,	the	technical	details	(tentative	settings	of	the	
associated	process	parameters)	of	the	best	matched	NTM	process	are	also	available,	as	shown	in	
Fig.	4.	
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Although	in	step	5,	there	is	an	option	for	entering	ranges	of	process	characteristic	values,	but	if	
the	 developed	 CBR	 system	 does	 not	 find	 any	 data	within	 those	 ranges	 from	 the	 case‐base,	 it	
would	retrieve	the	possible	data	nearest	to	the	query	set.	For	a	particular	NTM	process	selection	
problem,	MRR	is	the	sole	beneficial	attribute	where	its	value	is	always	required	to	be	maximized.	
On	the	other	hand,	SR,	SD,	Tol,	TP,	OC,	CR,	C,	P	and	S	are	non‐beneficial	attributes	requiring	their	
minimum	values.	The	best	matched	case	should	have	the	highest	similarity	score,	which	is	calcu‐
lated	 with	 respect	 to	 each	 of	 the	 process	 characteristics.	 After	 summing	 up	 these	 similarity	
scores	for	the	set	process	characteristics	for	each	case,	the	NTM	process	having	the	highest	simi‐
larity	score	is	chosen	as	the	most	suitable	option.	

5. Illustrative examples 

5.1 Example 1: Standard hole on composite material  

In	this	example,	standard	holes	are	to	be	generated	on	a	composite	material.	After	providing	the	
inputs	of	composite	as	the	work	material	and	hole	(standard)	as	the	shape	feature	options	in	the	
primary	 selection	window	of	Fig.	 2,	 a	 set	of	 feasible	NTM	processes	 consisting	of	AJM,	AWJM,	
ECDM,	ECM,	EDM,	LBM	and	USM	is	displayed,	when	‘OK’	button	is	clicked.	All	the	processes	can	
generate	standard	holes	on	composite	materials.	In	the	next	window	of	Fig.	3,	MRR,	SR,	Tol,	OC,	
CR	and	C	are	opted	as	the	most	important	process	characteristics	based	on	which	the	final	NTM	
process	selection	is	to	be	made.	In	this	example,	the	desired	input	ranges	for	those	process	char‐
acteristics	are	set	as	MRR	100‐1000	mg/min,	SR	2‐12	µm,	Tol	0‐0.5	mm,	OC	0‐0.05	mm,	CR	0‐0.5	
mm	and	C	1‐4	(in	R	scale).	Now,	when	‘Best	NTM	process’	functional	button	is	clicked,	LBM	pro‐
cess	is	identified	as	the	best	matched	case,	capable	of	meeting	the	set	process	characteristic	val‐
ues.	It	is	interesting	to	observe	that	apart	from	the	set	process	characteristics,	values	of	the	oth‐
er	process	characteristics	are	also	available	for	the	best	matched	NTM	process.	In	this	example,	
the	selected	LBM	process	can	achieve	values	of	MRR	as	286.08	mg/min,	SR	as	2.63	µm,	SD	as	
102	µm,	Tol	as	0.02	mm,	OC	as	0.001	mm,	CR	as	0.5	mm,	TP	as	0.05	mm/mm,	C	as	1	(in	R	scale),	
P	as	0.23	kW	and	S	as	3	(in	R	scale).		

In	Fig.	4,	the	process	engineer	can	also	have	an	idea	about	the	settings	of	different	machining	
parameters	of	LBM	process.	These	are	the	tentative	process	parametric	settings	and	for	achiev‐
ing	the	maximum	machining	performance,	fine‐tuning	of	these	settings	is	often	necessary.	A	real	
time	photograph	of	LBM	process	is	also	available	in	Fig.	4.	
	

	
Fig.	2	Primary	selection	window	for	Example	1	
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Fig.	3	Best	NTM	process	for	Example	1	

 

Fig.	4	Details	of	LBM	process		

5.2 Example 2: Standard through cavity on ceramics 

	Here,	the	process	engineer	wants	to	generate	a	standard	through	cavity	on	a	ceramic	work	ma‐
terial.	 In	 the	primary	 selection	window,	 as	 shown	 in	Fig.	 5,	 the	developed	CBR	approach	 first	
extracts	five	NTM	processes,	i.e.	AJM,	AWJM,	EDM,	USM	and	WEDM	as	the	feasible	options	satis‐
fying	the	said	work	material	and	shape	feature	combination	requirement.		

In	Fig.	6,	MRR,	SR,	Tol,	OC,	CR,	C	and	S	are	chosen	as	the	most	important	process	characteris‐
tics	based	on	which	the	final	NTM	process	needs	to	be	selected.	Based	on	the	ranges	of	values	for	
these	process	characteristics,	USM	process	is	identified	as	the	best	matched	case	for	this	machin‐
ing	 application.	 For	 USM	 process,	 the	 attainable	 process	 characteristics	 are	 MRR	 as	 131.96	
mg/min,	SR	as	0.66	µm,	SD	as	25	µm,	Tol	as	0.014	mm,	OC	as	0.15	mm,	CR	as	0.08	mm,	TP	as	
0.005	mm/mm,	C	as	5	(in	R	scale),	P	as	0.4	kW	and	S	as	1	(in	R	scale).	
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Fig.	5	Primary	selection	window	for	Example	2	

In	Fig.	7,	the	tentative	parametric	settings	and	the	technical	specifications	of	USM	process	along	
with	its	actual	photograph	are	displayed	to	guide	the	process	engineer	to	achieve	the	best	ma‐
chining	performance.		

	

 
Fig.	6	Best	NTM	process	for	Example	2	
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Fig.	7	Details	of	USM	process		

5.3 Example 3: Shallow through cutting on steel 

In	this	example,	a	shallow	through	cutting	operation	needs	to	be	performed	on	a	standard	steel	
plate.	 For	 this	work	material	 and	 shape	 feature	 combination,	 the	 CBR	 system	 first	 recognizes	
AJM,	 AWJM,	 ECM,	 EDM,	 LBM	 and	 PAM	 as	 the	 six	 feasible	 NTM	 processes,	 as	 shown	 in	 Fig.	 8.	
Then,	in	Fig.	9,	seven	process	characteristics,	i.e.	MRR,	SR,	SD,	Tol,	OC,	CR	and	C	are	identified	by	
the	process	engineer	 for	the	final	selection	of	 the	most	suited	NTM	process	 for	the	considered	
machining	application.	In	this	window,	the	ranges	of	values	of	the	set	process	characteristics	are	
also	provided.		
	

 
Fig.	8	Primary	selection	window	for	Example	3	
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Fig.	9	Best	NTM	process	for	Example	3	

 
Fig.	10	Details	of	AJM	process		

The	developed	CBR	system	identifies	AJM	as	the	most	appropriate	NTM	process	for	generating	a	
shallow	through	cut	on	steel	material.	In	Fig.	9,	values	of	various	process	characteristics	of	AJM	
process	are	provided	as	MRR	‐	99.76	mg/min,	SR	‐	1.9	µm,	SD	‐	2.5	µm,	Tol	‐	0.03	mm,	OC	‐	0.001	
mm,	CR	‐	0.1	mm,	TP	‐	0.005	mm/mm,	C	‐	4	(in	R	scale),	P	‐	0.22	kW	and	S	‐	2	(in	R	scale).	In	Fig.	
10,	this	CBR	system	also	guides	the	process	engineer	in	setting	the	most	desired	values	of	vari‐
ous	AJM	process	parameters	for	achieving	the	optimal	machining	performance.	But,	depending	
on	the	end	requirements	and	availability	of	the	machining	setup,	those	AJM	process	parameters	
need	to	be	accurately	adjusted.		

In CBR approach, all the cases, along with the relevant parameters, are well-structured in the case-
base. They are collected from real time experiments, machining handbooks and expert’s opinions. 
Hence, when a case is retrieved by CBR system, it is likely to be closely matched with the expert’s 
opinion. Moreover, CBR is a technique that can provide the closest solution to the input problem. In 
all these three examples, the final results provided by CBR system are well validated by the experts 
who have a vast capability of understanding and years of experience.  
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In CBR approach, as the selection procedure is entirely based on similarity score calculation over 
several process characteristics for an efficient case retrieval, there is almost negligible probability that 
two cases have exactly the same similarity score. Moreover, in the developed CBR approach-based 
software prototype, the data type for the similarity score is considered as 'double'. Thus, two NTM 
processes may be apparently same from the logical as well as application point of view, but they are 
always slightly different based on the calculated similarity scores over several process characteristics 
by CBR system. 

6. Conclusion 
In this paper, based on CBR approach, a decision making model is developed for selecting the 
most appropriate NTM process for a given work material and shape feature combination. The 
functional mechanism of CBR approach is based on retrieving and reusing the past similar cases 
from the case-base. In the case-base, numerous cases are stored from the real time experimental 
data which are later utilized to extract the case nearest to the given query set. It is observed that 
the CBR system can provide a reasonable solution to a given machining problem where there is a 
lack of expert knowledge. The developed model can be a pathway towards new research in the 
direction of NTM process selection. Its potentiality and solution accuracy are validated using 
three real time demonstrative examples. It can also guide a process engineer in setting various 
NTM process parameters for a specific machining operation, although fine-tuning of those par-
ametric settings may sometimes be required. Its accuracy can further be increased while devel-
oping a hybrid CBR system, incorporating more cases in the case-base or providing more options 
with respect to work material and shape feature choices. A validation of the results derived us-
ing the CBR approach against the existing search mechanisms, like genetic algorithm, simulated 
annealing, artificial neural network etc. may be the future scope of this research paper. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	main	objective	of	this	research	was	to	determine	the	deviations	and	eval‐
uate	the	dimensional	accuracy	of	3D	printed	camera	casing	models	compared	
to	the	original	models	in	the	STL	format.	The	study	sample	consisted	of	the	3D	
printed	 camera	 casing	models	 and	 the	 same	models	 in	 the	 STL	 format.	 The	
STL	 format	 came	 from	Mcor	 in	a	 set	of	 sample	models	 shipped	with	 the	3D	
printer.	 The	models	 were	 3D	 printed	 on	Mcor	 IRIS	 and	 then	 scanned	 with	
ATOS	3D	scanner.	A	comparison	between	the	scanned	and	original	STL	mod‐
els	was	made	in	the	GOM	Inspect	software.	The	results	indicate	that	the	max‐
imum	deviation	occurred	on	the	scanned	front	camera	cover	and	it	is	0.82	mm	
in	 the	 direction	 z.	 The	 average	 deviation	 of	 scanned	 front	 camera	 cover	 is	
0.0845	mm	and	the	average	deviation	of	scanned	back	camera	cover	is	0.0722	
mm.	 The	 analysis	 of	 the	 results	 proves	 that	 the	 three‐dimensional	 printed	
paper‐based	parts	have	the	dimensions	close	to	the	original	CAD	models.	
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1. Introduction  
One	of	the	most	important	specifications	of	three‐dimensional	printing	machines	is	the	ability	of	
a	machine	to	print	accurate	parts	in	comparison	to	the	designed	models.	The	dimensional	accu‐
racy	of	a	component	part	represents	the	degree	of	agreement	between	the	manufactured	dimen‐
sion	and	its	designed	specification.	According	to	current	dimensioning	and	tolerating	standards,	
the	dimensional	accuracy	of	a	part	is	evaluated	through	its	size	and	shape	by	changing	the	print‐
ing	parameters	[1].	The	determination	of	dimensional	accuracy	is	the	topic	of	many	researches,	
which	 is	 evident	 in	 the	number	of	 published	papers	 [2‐9].	 The	main	material	 in	 this	 research	
used	for	printing	parts	is	paper.	Paper	is	subject	to	the	influence	of	humidity.	Furthermore,	pa‐
per	can	absorb	glue	potentially	causing	the	paper	parts	 to	shrink	and	change	dimensions.	The	
question	is	whether	the	paper	based	parts	that	absorb	moisture	and	glue	can	have	considerable	
dimensional	 accuracy	 compared	 to	 the	 original	 model.	 Therefore,	 determining	 the	 deviation	
between	the	paper	based	parts	and	the	original	STL	model	is	the	main	objective	of	this	research.	

2. Method 

The	dimensional	accuracy	of	3D	printed	camera	casing	is	evaluated	in	a	few	steps:	

1. Printing	of	3D	models	of	camera	casing,	
2. Scanning	of	3D	models	of	camera	casing,	
3. Determination	 of	 deviation	 between	 the	 original	 STL	 and	 3D	 printed	models	 of	 camera	

casing.	
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The	camera	casing	models	are	one	of	the	samples	shipped	with	the	3D	printer.	Model	is	deliv‐
ered	as	an	STL	file	and	is	considered	as	a	reference	model	 for	further	analysis.	The	3D	printer	
used	in	this	research	was	model	Mcor	IRIS,	product	of	Mcor	Technology.	It	is	a	360°	high	defini‐
tion	color	paper‐based	printer,	that	uses	standard	A4	format	paper	(80	g/m2)	as	building	mate‐
rial	 [10].	 The	 STL	models	were	 aligned	 and	 prepared	 in	 the	 printer	 software	 SliceIT,	 version	
6.6.02.	The	aligned	STL	camera	casing	model	in	SliceIT	is	shown	in	Fig.	1.	After	that,	the	camera	
casing	was	3D	printed.	The	printed	models	were	composed	of	134	built	layers.	Time	needed	for	
printing	was	5h	51’	35’’.	The	3D	printed	models	of	camera	casing	are	shown	in	Fig.	2.	Moreover,	
the	printed	models	were	measured	with	digital	caliper	Lux	Profi	model	572587,	with	the	meas‐
urement	range	1‐150	mm	and	accuracy	0.01	mm.	The	measured	dimensions	on	the	front	camera	
cover	are	shown	at	Fig.	3	i.e.	on	the	back	camera	cover	at	Fig.	4.	

After	3D	printing,	the	camera	casing	models	were	stored	inside	the	plastic	bag	in	order	to	
avoid	the	influence	of	humidity	on	dimensions.	Furthermore,	the	models	were	kept	inside	the	
firm	paper	box	to	avoid	any	mechanical	damage	during	transportation.	

	
Fig.	1	STL	models	of	camera	casing	aligned	in	Slice‐IT	

	
Fig.	2	3D	printed	models	of	camera	casing	

	
Fig.	3	Measured	dimensions	of	original	front	cover	
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Fig.	4	Measured	dimensions	of	original	back	camera	cover	

The	 printed	models	were	 scanned	with	 3D	 scanner	 ATOS	 Compact	 Scan	 2M,	 product	 of	 GOM	
company,	 similar	 to	 those	used	 in	 [11].	The	parameters	of	ATOS	Compact	Scan	2M	are	as	 fol‐
lows:	Camera	Pixels	–	2	×	2	000	000,	Measuring	Area	from	35	×	30	up	to	1000	×	750	mm	(model	
dimensions:	108	x	63	x	14.4),	Point	Spacing	–	0.021‐0.615	mm,	Working	Distance	–	450‐1200	
mm	[12].	The	printed	camera	casing	was	scanned	and	two	models	were	obtained,	the	first	one	
for	the	front	cover	and	the	second	for	the	back	cover.	For	easier	comparison,	the	original	single	
STL	 file	 of	 camera	 casing	was	 separated	 in	 two	 files,	 the	 original	 front	 cover	 and	 the	 original	
back	cover.	The	camera	casing	was	separated	in	Autodesk	Meshmixer	software,	version	10.9.297	
[13].	 Details	 of	 original,	 scanned	 and	 printed	 front	 cover	 are	 shown	 side‐by‐side	 illustrating	
clearly	visible	deviations	in	Fig.	5.		

Furthermore,	 the	scanned	parts	and	 the	original	STL	parts,	 the	 front	and	back	covers	were	
compared	in	GOM	Inspect	software,	version	8.0	[14].	 In	GOM	Inspect,	 the	maximum,	minimum	
and	average	deviations	were	obtained.	The	original	STL	and	scanned	camera	casing	aligned	 in	
GOM	Inspect	are	presented	in	Fig.	6.	The	original	STL	model	is	marked	with	blue	color	and	the	
scanned	model	is	marked	with	grey	color.	Obtaining	the	dimensions	of	original	camera	case	was	
conducted	in	Autodesk	Inventor	2015	using	add‐in	Mesh	Enabler	version	1.0.4.	Using	Mesh	Ena‐
bler,	 the	STL	mesh	model	was	changed	 to	a	 solid	model.	Fig.	3	presents	 the	measured	dimen‐
sions	 of	 original	 front	 camera	 cover,	while	 the	measured	 dimensions	 of	 original	 back	 camera	
cover	are	shown	in	Fig.	4.	The	values	are	listed	in	Table	1.  

	

	
Fig.	5	Detail	of	original	(left),	scanned	(middle)	and	printed	(right)	front	camera	cover		
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Fig.	6	Original	STL	(blue)	and	scanned	front	cover	(grey)	aligned	in	GOM	Inspect	

3. Results 

The	measurement	results	of	the	camera	case	are	presented	in	Table	1.	The	nominal	value	of	di‐
mensions	 and	 common	 statistical	 calculated	 values	 are	 presented	 in	 table	 rows,	 grouped	 by	
measured	dimensions.	Calculated	values	are:	arithmetic	mean	(ݔ);	standard	deviation	(S);	rela‐
tive	 standard	deviation	 (RSD);	 average	error	 	The	.(ݔ∆) relative	 standard	deviation	adequately	
expresses	the	precision	of	a	particular	experiment	combination	regarding	the	measured	dimen‐
sions.	 It	 is	 the	absolute	value	of	 the	 coefficient	of	variation,	usually	expressed	as	a	percentage	
and	calculated	by:	

ܦܴܵ ൌ
ܵ
ݔ
∙ 100	 (1)

	
Table	1	Camera	case	measurements	for	controlled	dimensions	

	 A1	 B1	 C	 D	 A2 B2 E F G H	 I	 J
Nominal	
value	

63	 108	 14.4	 18	 63	 108	 57.24	 102.24	 14.58	 5.85	 8.1	 13.95	

	ഥ࢞ 63.1	 108.06 14.46	 17.94 62.98 108.05 57.22 102.24 14.49	 5.94	 8.11	 13.58
S	 0.045	 0.107 0.108	 0.133 0.031 0.031 0.041 0.046 0.058	 0.018	 0.029	 0.017

RSD,	%	 0.072	 0.099 0.747	 0.742 0.049 0.028 0.071 0.045 0.397	 0.302	 0.354	 0.126
	࢞∆ 0.10	 0.06	 0.06	 0.06	 0.02	 0.05	 0.02	 0.00	 0.09	 0.09	 0.01	 0.37	

	
If	average	error	for	every	measured	dimension	on	camera	case	are	presented	in	a	single	chart,	it	
can	be	noticed	that	the	“J”	dimension	have	significant	average	error	compared	to	other	dimen‐
sions	(Fig.	7).	

A	comparison	of	the	original	STL	file	containing	the	front	and	back	camera	covers	with	the	3D	
scanned	models	produced	on	the	3D	printer	provided	the	resulting	deviations	for	the	analysis.	
The	dimensions	of	original	camera	casing	 from	the	STL	 files	are	authoritative,	considered	as	a	
reference	 geometry	 for	 the	 evaluation.	 The	 deviations	 with	 positive	 values	 mean	 that	 the	
scanned	model	is	above	the	surface	of	original	model	and	the	negative	deviation	values	are	un‐
der	the	surface	of	original	model.	The	colors	on	the	3D	scanned	model	show	the	distribution	of	
deviation	starting	with	the	green	color	for	the	deviations	near	the	zero	value.	As	deviations	get	
more	positive,	the	model	colors	are	yellow,	followed	by	red	for	the	maximum	positive	value.	As	
deviations	get	more	negative,	 the	colors	of	model	are	cyan,	 followed	by	blue	for	the	maximum	
negative	value.	
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Fig.	7	Average	error	of	camera	casing	

 
Fig.	8	Deviations	of	front	camera	cover	–	front	view	

In	Fig.	8,	the	deviations	of	front	camera	cover	from	the	front	view	are	shown.	The	deviations	are	
uniformed,	only	tenths	of	millimeters	around	zero.	Maximum	deviations	occur	on	the	top	side	of	
the	front	camera	cover	model:	+0.69	mm.	In	order	to	investigate	those	deviations	more	closely,	
the	 top	 side	view	of	 the	 front	 camera	 cover	 is	 thoroughly	 examined,	Fig.	 9.	The	 top	 side	view	
reveals	grey	area	on	a	groove	for	the	camera	switch.		

 

Fig.	9	Deviations	of	front	camera	cover	–	detail	of	top	side	view	
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Fig.	10	Deviations	of	front	camera	cover	–	rear	view	

The	deviations	of	front	camera	cover	examined	in	the	rear	view	(Fig.	10)	reveal	similar	dis‐
tribution.	On	 the	 edge	 of	 positioning	 surface	 for	 the	 camera	 lens,	 the	minimum	value	 is	 ‐0.82	
mm.	These	 deviations	must	 be	 additionally	 verified	 and	 further	 analyzed	with	 the	 purpose	 of	
determining	the	probable	causes.	

Fig.	11	reveals	that	the	deviations	of	back	camera	cover	in	the	front	view	are	uniformed.	No	
significant	deviations	occur	on	a	front	side	of	the	back	camera	cover	model.	

	
Fig.	11	Deviations	of	back	camera	cover	–	front	view	

The	rear	view	of	deviations	of	back	camera	cover	presented	in	Figure	12	reveals	maximum	devi‐
ation	 alongside	 the	 fitting	 surface	 for	 joining	 the	 front	 and	back	 camera	 cover.	The	maximum	
deviation	of	the	fitting	surface	is	+0.38	mm.	The	minimum	deviation	occur	on	the	lower	left	edge	
of	the	bottom	opening	with	value:	–0.23	mm.	
	 Finally,	the	overall	average	deviation	of	the	scanned	front	camera	cover	is	0.0845	mm	and	the	
deviation	of	the	scanned	back	camera	cover	is	0.0722	mm.	
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Fig.	12	Deviations	of	back	camera	cover	–	rear	view	

4. Analysis 

A	review	of	the	deviations	for	the	camera	cover	reveals	that	the	maximum	deviations	occurred	
on	the	top	side	of	the	front	case	(Fig.	9).	The	minimum	deviation	occur	in	rear	view	of	front	case,	
at	the	edge	of	positioning	surface	for	the	camera	lens	(Fig.	10).	However,	no	similar	deviations	
appeared	on	other	investigated	surfaces.	

In	Fig.	13,	the	maximum	deviation	of	the	scanned	camera	casing	model	is	shown.	A	detailed	
look	at	the	critical	section	in	GOM	Inspect	reveals	the	maximum	deviation	of	+0.67	mm.	Analysis	
of	 the	average	errors	 for	measured	values	 in	Table	1,	reveals	 the	maximum	value	of	0.37	mm.	
Based	on	that,	the	upper	deviation	limit	in	GOM	inspect	is	set	to	1	mm	so	every	deviation	above	
1	mm	 is	 colored	grey	 i.e.	 ignored.	Due	 to	 the	 light	 reflection,	scanner	software	 is	 interpolating	
surface	in	shape	as	shown	at	Fig.	14.	

Detail	 section	analysis	of	minimum	deviation	on	 front	 camera	 case	 (Fig.	 10)	did	not	 reveal	
deviation	of	‐0.82	mm	(Fig.	15).	Furthermore,	analysis	of	this	section	show	large	sized	triangles	
(Fig.	16)	most	probably	generated	during	conversion	of	original	CAD	model	to	STL.	The	effect	of	
large	deviation	can	be	compared	with	hang	glider	and	pilot:	if	observer	look	at	the	side	view,	he	
will	notice	only	small	distance	between	pilot	and	glider’s	large	kite.	However,	if	observer	looks	
from	the	top,	he	can	clearly	see	large	distance	between	tips	of	the	kite	and	the	pilot.	In	the	same	
way,	cross‐section	here	does	not	reveal	present	big	distance.	The	whole	model	of	camera	case	
verified	the	deviations	only	in	the	range	of	tenths	of	millimeters.	

	

	
Fig.	13	Detail	of	section	with	maximum	
deviation	of	scanned	camera	casing	model		

 
Fig.	14	Generated	model	(blue)	and	

scanned	model	(grey)	 
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Fig.	15	Detail	of	section	with	minimum	

deviation	of	scanned	camera	casing	model		

	

Fig.	16	Large	size	triangles	on	section	with	minimum	deviation	of	
scanned	camera	casing	model		

5. Conclusion 

The	 results	 obtained	 in	 this	 research	 confirmed	 that	 the	 paper‐based	model	 has	 satisfactory	
accuracy,	with	the	average	deviation	within	only	tenths	of	millimeters.	Such	low	deviations	con‐
firm	the	accuracy	of	Mcor	IRIS	specified	by	manufacturer.	

Selected	long	shell	models	enable	special	observation	of	accuracy	in	Z	direction.	Z	direction	in	
long	thin	models	might	be	more	affected	by	cutting	force,	humidity,	gluing	and	post‐processing.	
However,	3D	scanning	results	did	not	reveal	significant	neither	concave	nor	convex	deviations	in	
Z	direction,	 thus	 confirming	 that	 glued	papers	 successfully	withstand	3D	printing	process	and	
deliver	sufficient	rigidity.	

Moreover,	since	we	printed	two	parts,	we	were	able	to	test	mating	and	relative	insertion	of	
parts.	It	is	additional	verification	of	assembling	capabilities	for	this	particular	technology,	valua‐
ble	to	design	engineers.	

Paper	changes	due	to	absorbing	of	glue	during	the	gluing	process	and	removing	of	excess	pa‐
per	result	in	slight	deviations	in	both	positive	and	negative	directions.	High	deviations	that	oc‐
curred	in	some	sections	of	the	camera	casing	were	caused	by	the	light	noise	and	reflection	dur‐
ing	the	3D	scanning	process.		

Since	the	accuracy	of	paper‐based	3D	printing	is	mainly	constrained	by	the	paper	thickness	
and	 cutting	methods,	 in	 order	 to	 improve	 the	 accuracy,	 researchers	 and	manufacturers	 could	
devote	some	additional	effort	 in	 this	direction.	The	adjustable	cutting	angle	of	 the	knife	might	
reduce	the	stair‐look	of	sloped	surface.	The	following	experimental	analysis	of	measured	surface	
roughness	 similar	 to	 the	 conventional	 processes	 should	 verify	 the	method	 [15].	However,	 the	
adjustable	cutting	angle	will	certainly	result	 in	a	more	complicated	tool	holder	and	controlling	
logic.	It	could	furthermore	increase	time	for	3D	printing,	so	it	should	be	very	carefully	balanced.	
The	tests	with	thinner	paper	could	also	be	considered	to	improve	the	accuracy,	although	it	might	
require	some	greater	changes	of	the	actual	3D	printer’s	components.	
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A B S T R A C T A R T I C L E   I N F O	

This	 study	 explores	 the	 effect	 of	 delayed	 differentiation	 on	 a	 multiproduct	
vendor‐buyer	integrated	inventory	system	with	rework	to	identify	its	poten‐
tial	benefits	and	provide	managers	with	in‐depth	information	for	operational	
decision‐making.	 The	 main	 considerations	 of	 the	 proposed	 study	 include	 a	
multiproduct	 fabrication	plan	 to	 increase	machine	utilization,	a	 rework	pro‐
cess	to	ensure	product	quality,	and	a	multi‐shipment	policy	to	distribute	the	
end	 products.	 In	 addition,	 these	 products	 sharing	 an	 intermediate	 part	 for	
which	a	two‐stage	fabrication	scheme	is	adopted,	wherein	the	common	parts	
are	produced	at	the	first	stage	and	the	end	products	are	manufactured	at	the	
second	stage.	The	aim	 is	 to	 reduce	 the	overall	 system	costs	and	shorten	 the	
replenishment	cycle	time.	Mathematical	modeling	and	optimization	methods	
were	employed	to	derive	the	closed‐form	optimal	replenishment	cycle	time	and	
delivery	decisions.	We	demonstrated	the	applicability	of	our	research	results	
through	numerical	examples	and	revealed	that	for	both	linear	and	nonlinear	
relationships	between	the	common	intermediate	part’s	completion	rate	α	and	
its	practical	value	at	α,	our	proposed	 two‐stage	production	scheme	with	de‐
layed	differentiation	is	considerably	beneficial	vis‐à‐vis	single‐stage	schemes	
in	saving	overall	system	costs	and	reducing	the	replenishment	cycle	time.	
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1. Introduction

Conventional	economic	production	quantity	(EPQ)	model	considers	a	single	product	fabrication	
with	all	items	produced	are	of	perfect	quality	and	customer’s	demand	satisfied	by	a	continuous	
inventory	 issuing	 policy	 [1–3].	 However,	 in	 real	world	 supply	 chain	 systems,	 vendors	 usually	
adopt	a	multi‐product	production	plan	 to	get	 the	most	out	of	machine	utilization	and	 consider	
reworking	 of	 nonconforming	 items	 to	 lower	 their	 production	 cost.	 Aggarwal	 [4]	 presented	 a	
simple	grouping	 idea	under	a	common	order	cycle	to	resolve	the	multi‐product	 inventory	sys‐
tem.	A	 computation	procedure	was	 also	presented	 to	derive	 optimal	 values	of	 common	order	
cycle.	 Rosenblatt	 and	Rothblum	 [5]	 studied	 the	multi‐item	 inventory	 systems	 under	 a	 single–
resource	capacity	constraint.	Two	solution	procedures	were	proposed	to	derive	optimal	capacity	
policy.	A	numerical	 example	 is	 used	 to	 show	 that	 their	 solution	procedures	 can	be	 applied	 to	
different	 types	 of	 cost	 functions.	 Aliyu	 and	 Andijani	 [6]	 examined	 a	 multi–item	 production‐
inventory	system	with	shortages,	deterministic	demand,	deterioration,	and	capacity	and	budget	
constraints.	 Linear	 quadratic	 theory	was	 used	 to	 solve	 the	 optimal	 control	 policy.	 Balkhi	 and	
Foul	 [7]	 studied	a	multi‐product	 inventory	model	with	deterministic	demand,	production,	and	
deterioration	rates	for	each	product	in	finite	time	periods.	Shortage	is	allowed	and	backordered	
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for	each	product.	For	each	product,	they	derived	the	optimal	production	and	restarting	times	in	
each	period	that	minimize	the	total	inventory	costs.	Rahmani	et	al.	[8]	investigated	a	two‐stage	
real	capacitated	production	system	with	uncertain	demand	and	production	costs.	A	mixed‐	inte‐
ger	programming	model	was	developed	to	the	problem.	An	initial	robust	schedule	was	obtained	
and	it	can	be	improved	against	any	possible	occurrences	of	uncertain	parameters.	They	provided	
a	 real	 case	 to	demonstrate	 the	practical	use	of	 their	model.	 Chiu	et	 al.	 [9]	developed	 an	exact	
mathematical	model	to	simultaneously	derive	the	production	and	shipment	decisions	for	a	mul‐
ti‐product	inventory	system	with	a	rework	process.	A	single‐stage	production	process	is	consid‐
ered	without	involving	the	common	intermediaate	part.	Their	results	enable	managers	of	such	a	
specific	system	to	better	understand	and	control	over	the	effects	of	variations	in	different	sys‐
tem	parameters	on	the	optimal	production‐shipment	policy	and	on	 the	expected	system	costs.	
Additional	studies	related	to	the	multi‐product	inventory	systems	can	also	be	found	elsewhere	
[10‐14].	
	 In	multi‐item	 production	 planning,	 if	multiple	 products	 share	 a	 common	intermediate	part,	
vendors	would	always	be	interested	in	evaluating	a	two‐stage	fabrication	scheme	with	the	first	
stage	making	common	intermediate	parts	for	all	products,	and	the	second	stage	producing	the	
end	products	to	reduce	overall	system	costs	and	shorten	the	replenishment	cycle	time.	Gerchak	
et	 al.	 [15]	developed	 a	model	 for	 an	 arbitrary	number	of	products	with	general	 joint	demand	
distribution.	They	discussed	the	case	of	using	a	service‐level	measure	where	rationing	of	com‐
mon	components	might	be	required	and	characterized	the	implied	rationing	rule.	Garg	and	Tang	
[16]	 stated	 that	 practically	most	 product	 families	 have	 a	 number	 of	 points	 of	 differentiation.	
They	developed	two	models	to	investigate	products	with	more	than	one	point	of	differentiation.	
Benefits	of	delayed	differentiation	at	each	point	in	each	model	are	examined.	Necessary	condi‐
tions	 are	 decided	when	 one	 type	 of	 delayed	 differentiation	 is	more	 beneficial	 than	 the	 other.	
They	 found	 that	 variations	 in	 demand	 and	 lead	 times	 have	 significant	 effects	 on	 determining	
which	point	of	differentiation	should	be	delayed.	Graman	[17]	developed	a	two–product,	single–
period,	 order‐up‐to	 cost	model	 to	 assist	 in	 deciding	 the	 inventory	 levels	 of	 end	 products	 and	
postponement	capacity.	A	non‐linear	programming	was	used	to	determine	the	optimal	solutions	
to	 inventory	levels	and	capacity	that	minimize	the	total	system	cost.	He	indicated	that	altering	
product	value,	holding	cost,	 cost	of	postponement,	packaging	cost,	 and	 fill	 rate	can	reduce	ex‐
pected	total	cost	and	increase	postponement	capacity.	Other	studies	addressed	various	aspects	
of	multi–product	systems	with	delayed	product	differentiation	can	also	be	found	elsewhere	[18–
21].	Also,	in	real	manufacturing	environments,	due	to	various	uncontrollable	factors	during	pro‐
duction	process,	generation	of	defective	items	is	inevitable.	Quality	assurances,	such	as	inspec‐
tion	 of	 product	 quality,	 rework	 of	 all	 repairable	 items,	 and	 scrapped	 of	 defective	 items,	 have	
been	extensively	studied	in	past	decades	[22–28].	Also,	in	contrast	to	the	assumption	of	continu‐
ous	issuing	policy	in	conventional	EPQ	model,	most	nowadays	supply	chain	systems	practically	
adopt	a	periodic	multi‐shipment	policy	to	distribute	end	products	to	their	customers.	Studies	of	
various	 aspects	 of	 periodic	 or	multi‐delivery	 issues	 of	 vendor‐buyer	 integrated	 systems	 have	
been	extensively	carried	out	during	past	decades	[29‐44].	
	 Inspired	 by	 the	 potential	 benefits	 derived	 from	 applying	 delayed	 differentiation	 to	 multi‐	
product	systems,	and	seeking	to	provide	managers	of	transnational	enterprises	with	information	
to	 assist	 them	 in	 achieving	 the	 key	 operational	 goals	 such	 as	maximizing	machine	 utilization,	
ensuring	product	quality,	 lowering	overall	operating	 costs,	 and	shortening	 response	 time,	 this	
study	 extends	 a	 prior	 work	 [9]	 and	 explores	 the	 effect	 of	 delayed	 differentiation	 on	 a	multi‐
product	vendor‐buyer	integrated	inventory	system	with	rework.	Since	little	attention	has	been	
paid	to	this	specific	research	area,	the	present	study	is	intended	to	bridge	the	gap.	

2. Model description and mathematical analysis 

Description	of	the	proposed	multi‐product	vendor–buyer	integrated	inventory	system	with	de‐
layed	differentiation	 strategy	and	 rework	using	 a	 single‐machine	production	 scheme	 is	 as	 fol‐
lows.	Consider	a	vendor	has	annual	demand	λi	 for	L	different	products	(where	i	=	1,	2,…,	L)	that	
must	 be	 satisfied.	 These	 L	 customized	 end	 items	 share	 a	 common	 intermediate	part	 and	 are	
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manufactured	using	a	two‐stage	process.	The	first	stage	produces	only	the	common	intermedi‐
ate	components,	and	the	second	stage	fabricates	 in	sequence	L	different	customized	end	prod‐
ucts	under	the	common	production	cycle	time	policy.	The	objectives	of	the	proposed	production	
plan	are	 to	maximize	machine	utilization,	 shorten	 the	replenishment	cycle	 time,	and	minimize	
total	production‐inventory‐delivery	costs.	The	common	intermediate	part	is	manufactured	at	a	
rate	of	P1,0	 in	stage	one.	After	that,	L	different	customized	end	products	are	produced	in	order	
under	a	common	cycle	time	policy	in	stage	two	(see	Fig.	1),	at	a	rate	of	P1,i.	

All	 items	made	are	screened	and	unit	 inspection	cost	 is	 included	 in	unit	production	cost	C	i.	
The	production	processes	in	each	stage	(either	for	common	intermediate	part	or	for	customized	
end	products)	may	randomly	produce	xi	portion	of	defective	items	at	a	rate	of	d1,i	and	d1,i	=	P1,i	xi	
(where	i	=	0,	1,	2,…,		L;	with	i	=	0	denotes	that	it	is	for	the	production	of	common	intermediate	part	
in	the	stage	1).	Under	the	ordinary	assumption	of	the	EPQ	model	without	shortages,	the	constant	
production	rate	P1,i	must	be	larger	than	the	sum	of	demand	rate	λi	and	production	rate	of	defec‐
tive	items	d1,i.	That	is:	(P1,i	–	d1,i	–	λi)	>	0	or	(1	–	xi	–	λi/P1,i)	>	0.	It	is	further	assumed	that	all	defec‐
tive	items	can	be	reworked	and	repaired.	The	rework	processes	starts	immediately	after	the	end	
of	regular	production	processes	in	each	production	cycle	(see	Fig.	2),	at	a	rate	of	P2,i.	

	 	
Fig.	1	Inventory	level	of	perfect	quality	common	intermediate	parts	and	customized	final	products	
in	the	proposed	two‐stage	multi‐product	vendor–buyer	integrated	inventory	system	with	rework	

	 	

						 	
Fig.	2	Inventory	level	of	defective	items	in	both	stages	of	the	proposed	two‐stage	multi‐product	system	
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 Fig.	3	Inventory	level	of	common	intermediate	parts	waiting	to	be	fabricated	into	customized	

final	products	in	the	stage	2	of	the	proposed	two‐stage	multi‐product	system	
	

Upon	completion	of	the	production	in	stage	1,	L	different	 lots	of	common	intermediate	parts	
are	made	ready	for	the	production	in	stage	2.	They	are	fabricated	in	sequence	into	customized	
end	products	under	the	common	production	cycle	time	policy.	The	 inventory	 level	of	common	
intermediate	parts	waiting	to	be	fabricated	in	stage	2	is	depicted	in	Figure	3.	
	 In	stage	2,	after	the	completion	of	rework	process	(t2,i)	of	each	end	product	i,	fixed	quantity	n	
installments	of	the	finished	batch	are	transported	to	customers	at	a	fixed	interval	of	time	in	the	
delivery	 time	 t3,i	 (see	Fig.	 1).	The	 inventory	 level	of	 end	products	at	 the	buyers’	 side	during	a	
production	cycle	is	depicted	in	Figure	4	(which	is	similar	to	Fig.	3	in	[9]).	
	 The	following	are	additional	notation	used	in	this	study	(where	i	=	1,	2,…,	L,	represents	L	dif‐
ferent	products	in	stage	2;	and	i	=	0	denotes	the	common	intermediate	part	in	stage	1):	

T	 –	 Production	cycle	length,	one	of	the	decision	variables,	
n	 –	 Number	of	fixed	quantity	installments	of	the	finished	batch	to	be	delivered	in	each	cycle,	

the	other	decision	variable,	
α	 –	 	Completion	rate	of	common	intermediate	part	as	compared	to	the	finished	product,	
Qi	 –	 	Production	lot	size	for	product	i,	
Ki	 –	 Production	setup	cost	for	product	i	in	a	production	cycle,	
Ci	 –	 Unit	production	cost	for	product	i,	
h1,i	 –	 Unit	holding	cost	for	product	i,	
h2,i	 –	 Holding	cost	per	reworked	item	for	product	i,	

	
Fig.	4	Inventory	level	of	customized	final	products	at	the	buyers’	side	during	a	production	cycle	[9] 
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h3,i	 –	Unit	holding	cost	for	stocks	stored	at	customer’s	side,	
h4,i	 –	Unit	holding	cost	for	safety	stocks	stored	at	producer’s	side,	
CR,i	 –	Unit	reworking	cost	for	product	i,	
t1,i	 –	Production	uptime	for	product	i	in	a	production	cycle,	
t2,i	 –	The	reworking	time	for	product	i	in	a	production	cycle,	
t3,i	 –	Delivery	time	for	product	i	in	a	production	cycle,	
Hi	 –	 Inventory	level	of	common	intermediate	part	at	the	time	of	producing	end	product	i,	
H1,i	 –	Maximal	level	of	perfect	quality	items	i	in	the	end	of	regular	production,	
H2,i	 –	Maximal	level	of	perfect	quality	items	i	in	the	end	of	rework	process	before	delivery,	
K1,i	 –	Fixed	delivery	cost	per	shipment	for	product	i,	
CT,i	 –	Unit	delivery	cost	for	product	i,	
tn,i	 –	A	fixed	interval	of	time	between	each	installment	of	 finished	items	of	product	i	 to	be	

delivered	to	customer	during	downtime	t3,i,		
I(t)i	 –	On‐hand	inventory	level	of	perfect	quality	items	i	at	time	t,	
Id(t)i	–	On‐hand	inventory	level	of	defective	items	i	at	time	t,	
Ic(t)I	–	On‐hand	inventory	level	of	finished	product	i	at	time	t,	at	customer’s	side,	
Ii	 –	The	left‐over	number	of	finished	items	of	product	i	in	each	tn,i,	at	customer’s	side,	
Di	 –	Number	of	finished	items	of	product	i	to	be	transported	to	customer	in	each	shipment,	
TC(T,	n)	–	Total	production‐inventory‐delivery	cost	per	cycle,	
E[T]	–	The	expected	production	cycle	length,	
E[TC(T,	n)]	–	The	expected	production‐inventory‐delivery	cost	per	cycle,	
E[TCU(T,	n)]	–	The	long‐run	average	costs	per	unit	time	for	the	proposed	model.	

2.1 Modeling and analysis 

A	 two‐stage	 EPQ‐based	 production	 plan	 considering	 the	 postponement	 is	 proposed	 to	 satisfy	
annual	demand	λi	of	L	different	customized	products.	From	Figure	1,	we	observe	the	production	
cycle	time	as	

ܶ ൌ ଵ,ݐ  ଶ,ݐ  ଷ,ݐ ൌ
ொ

݅	ݎ݂	 ൌ 0, 1, 2,⋯ , 	(1)																																				ܮ

	 In	 stage	1,	 the	production	 lot‐size	of	common	intermediate	parts	Q0,	depends	on	 the	sum	of	
production	lot	sizes	Qi	of	L	different	products	to	be	made	in	the	stage	2.	Therefore,	we	obtain	the	
following	equations	(refer	to	Fig.	1):	

ܳ ൌ ܶ					݂ݎ	݅ ൌ 1, 2,⋯ , 	(2)																																																											ܮ

ܳ ൌ ∑ ܳ ൌ ܶ
ୀଵ 																																																																					(3)	

ଵ,ݐ ൌ
ொబ
భ,బ

ൌ
ுభ,బ

భ,బିௗభ,బ
																																																																					(4)	

ଵ,ܪ ൌ ଵ,൫ݐ ଵܲ, െ ݀ଵ,൯																																																																	(5)	

ଶ,ܪ ൌ ଵ,ܪ  ଶܲ,ݐଶ, ൌ ∑ ܳ

ୀଵ 																																																							(6)	

ଶ,ݐ ൌ
௫బொబ
మ,బ

ൌ
ௗభ,బ௧భ,బ
మ,బ

ൌ
ுమ,బିுభ,బ

మ,బ 		
																																																							(7)	

ଵܪ ൌ ଶ,ܪ െ ܳଵ																																																																								(8)	

ܪ ൌ ሺିଵሻܪ െ ܳ			݂ݎ	݅ ൌ 2, 3,⋯ , 	(9)																																																						ܮ

ܪ		 ൌ ሺିଵሻܪ െ ܳ ൌ 0																																																														(10)	

	 In	stage	2,	 for	fabrication	of	L	different	products	we	obtain	the	following	equations	directly	
from	Figs.	1	to	4	(where	i	=	1,	2,…,	L):	

ଵ,ݐ ൌ
ொ
భ,

ൌ
ுభ,

భ,ିௗభ,
																																																																					(11)	

ଵ,ܪ ൌ ൫ ଵܲ, െ ݀ଵ,൯ݐଵ,	
																																																																(12)	

ଶ,ܪ ൌ ଵ,ܪ  ଶܲ,ݐଶ,																																																																			(13)	

ଶ,ݐ ൌ
௫ொ
మ,

ൌ
ௗభ,௧భ,
మ,

ൌ
ுమ,ିுభ,

మ,
																																																											(14)	
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ଷ,ݐ ൌ 	(15)																																																																											,ݐ݊

ܦ ൌ
ுమ,

																																																																															(16)	

ܫ ൌ ܦ െ ݐ,																																																																						(17)	
ܫ݊ ൌ ൫ݐଵ,  	(18)																																																																	ଶ,൯ݐ

2.2 Cost analysis	

Inventory	holding	costs	for	common	intermediate	parts	(including	perfect	and	imperfect	quality	
items)	during	t1,0,	t2,0,	and	t3,0,	are	(see	Figs.	1	and	2)	

݄ଵ, ቂ
ுభ,బ௧భ,బ

ଶ


൫ுమ,బାுభ,బ൯௧మ,బ
ଶ

 ∑ ଵݐሺܪ  ଶሻݐ

ୀଵ ቃ  ݄ଵ, ቂ

൫ௗభ,బ௧భ,బ൯௧భ,బ
ଶ

ቃ																				(19)	

In	stage	2,	inventory	holding	cost	for	common	intermediate	parts	waiting	to	be	fabricated	in‐
to	customized	end	products	(see	Fig.	3)	is	

∑ ቄ݄ଵ, ቂ
ொ
ଶ
൫ݐଵ,൯ቃቅ


ୀଵ 																																																																		(20)	

Inventory	holding	costs	for	imperfect	quality	items	waiting	to	be	reworked	in	both	stages	are	

݄ଶ, ቂ
ௗభ,బ௧భ,బ

ଶ
൫ݐଶ,൯ቃ  ∑ ቂ݄ଶ,୧ ቀ

మ,௧మ,
ଶ

ቁ ൫ݐଶ,൯ቃ

ୀଵ 																																									(21)	

In	stage	2,	fixed	and	variable	delivery	costs	and	inventory	holding	cost	for	finished	product	i	
waiting	to	be	distributed	in	t3,i	are	

∑ ଵ,ܭ݊ൣ  ܳ൧,்ܥ  ∑ ቄ݄ଵ, ቀ
ିଵ

ଶ
ቁܪଶ,ݐଷ,ቅ


ୀଵ


ୀଵ 																																							(22)	

The	stock	holding	cost	for	end	product	i	stored	at	customers’	sides	(see	Fig.	4)	is	

∑ ቄ݄ଷ, ቂ
ሺିூሻ௧,

ଶ


ሺାଵሻ

ଶ
,ݐܫ 

ூ൫௧భ,ା௧మ,൯

ଶ
ቃቅ

ୀଵ                                    (23) 

The	overall	cost	per	cycle	TC(T,	n)	for	the	proposed	system,	includes	production	setup	cost,	
variable	production	cost,	reworking	cost,	holding	cost,	and	safety	stock	cost	in	both	stages;	and	
fixed	and	variable	delivery	costs	and	holding	costs	for	stocks	stored	at	customers’	side	in	stage	2.	
Hence,	TC(T,	n)	is	

,ሺܶܥܶ ݊ሻ ൌ 	ቐ
ܭ  ܳܥ  ܳݔோ,ܥ  ݄ଶ, ቀ

ௗభ,బ௧భ,బ
ଶ

ቁ ൫ݐଶ,൯  ݄ସ,ሺݔܳሻܶ

݄ଵ, ቂ
ுభ,బ௧భ,బ

ଶ


ுమ,బାுభ,బ
ଶ

൫ݐଶ,൯ 
ௗభ,బ௧భ,బ

ଶ
൫ݐଵ,൯  ∑ ଵݐሺܪ  ଶሻݐ
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Substituting	Eqs.	1	to	18	in	Eq.	24	and	taking	randomness	of	defective	rate	into	account,	and	
the	long‐run	average	system	costs	E[TCU(T,	n)]	can	be	derived	as	follows:	
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where	
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3. Convexity and the optimal decision 
Upon	 obtaining	 the	 long‐run	 average	 system	 costs	E[TCU(T,	n)],	we	 then	 prove	 it	 is	 a	 convex	
function	by	applying	the	Hessian	matrix	equations	[45]	to	verify	that	Eq.	27	holds.	
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	 From	Eq.	25	we	obtain	
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  Substituting	Eqs.	29,	31,	and	32	in	Eq.	27,	we	obtain	
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	 Because	K0,	Ki,	and	T	are	all	positive,	we	find	Eq.	33	is	positive.	Hence,	E[TCU(T,	n)]	is	a	strictly	
convex	 function	 for	all	T	 and	n	different	 from	zero.	 In	order	 to	simultaneously	determine	pro‐
duction‐shipment	decision	for	the	proposed	system,	we	can	solve	the	linear	system	of	first	de‐
rivatives	of	E[TCU(T,	n)]	with	respect	to	T	and	n,	respectively,	by	setting	these	partial	derivatives	
equal	to	zero.	With	further	derivations	we	find	
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4. Numerical example and discussion 

The	following	numerical	example	is	used	to	show	the	practical	uses	of	research	results	obtained	
in	the	previous	section.	Consider	a	manufacturer	must	fabricate	five	different	products	and	they	
share	a	common	intermediate	part	that	has	completion	rate	α	=	0.5	(i.e.,	halfway	done).	To	ease	
comparison	 efforts	 for	 readers,	we	 reconsider	 a	 numerical	 example	 used	 in	 a	 prior	 study	 [9]	
regarding	optimization	of	a	single‐stage	multi‐product	system	without	adopting	postponement	
in	 its	 production.	 Annual	 production	 rates	 of	 five	 end	 products	P1,i	 =	 58,000,	 59,000,	 60,000,	
61,000,	and	62,000	units,	respectively;	annual	demands	λi	=	3,000,	3,200,	3,400,	3,600,	and	3,800	
units,	 respectively;	 annual	 reworking	 rates	 P2,i	 =	 46,400,	 47,200,	 48,000,	 48,800,	 and	 49,600	
units,	respectively;	setup	costs	Ki	=	$17,000,	$17,500,	$18,000,	$18,500,	and	$19,000,	respective‐
ly;	unit	fabrication	costs	Ci	=	$80,	$90,	$100,	$110,	and	$120,	respectively;	the	defective	rates	xi	
follow	uniform	distribution	over	the	intervals	[0,	0.05],	[0,	0.10],	[0,	0.15],	[0,	0.20],	and	[0,	0.25],	
respectively;	and	unit	reworking	costs	CR,i	=	$50,	$55,	$60,	$65,	and	$70,	respectively.	Based	on	
common	intermediate	part’s	 completion	 rate	α	=	 0.5,	 a	 straightforward	 relationship	 1/α	 is	 as‐
sumed	for	 its	relevant	production	rates.	Hence,	 in	the	proposed	two‐stage	single‐machine	pro‐
duction	scheme	we	have	P1,0	=	(1/α)*(the	mean	of	P1,i’s)	=	120,000	and	P2,0	=	(1/α)*(the	mean	of	
P2,i’s)	=	96,000.	
	 The	relationship	between	common	intermediate	part’s	relevant	costs	and	its	completion	rate	
α	can	either	be	linear	or	nonlinear.	Both	cases	are	investigated	in	the	following	subsections.	

4.1 Case 1: Analysis of linear relationship of cost relevant variables	

If	 the	 relationship	 between	 practical	 fabrication	 related	 cost	 of	 common	intermediate	part	 (or	
called	‘the	value’	of	common	part)	and	its	completion	rate	α	is	linear,	then	for	α	=	0.5	we	have	the	
following	linear‐based	relevant	values	of	variables	in	our	proposed	system:	

C0	 –	 $40,	unit	fabrication	cost	for	common	intermediate	part,	
K0	 –	 $8,500,	setup	cost	for	common	intermediate	part,	
CR,0	 –	 $25,	unit	reworking	cost	for	common	intermediate	part,	
h1,0	 –	 $5,	unit	holding	cost	for	common	intermediate	part,	
h4,0	 –	 $5,	unit	safety	stock	cost	for	common	intermediate	part,	
h2,0	 –	 $15,	unit	holding	cost	for	common	intermediate	part	during	the	reworking	processes,	
Ki	 –	 Setup	costs	of	end	products	are	$8,500,	$9,000,	$9,500,	$10,000,	and	$10,500	respec‐

tively,	
x0	 –	 [0,	0.04],	the	interval	uniformly	distributed	defective	rate	in	the	production	of	common	

intermediate	part,	
Ci	 –	 Unit	production	costs	of	end	products	are	$40,	$50,	$60,	$70,	and	$80,	respectively,	
h1,i	 –	 Unit	holding	costs	of	end	products	are	$10,	$15,	$20,	$25,	and	$30,	respectively,	
P1,i	 –	Annual	production	rates	of	five	end	products	are	112,258,	116,066,	120,000,	124,068,	

and	128,276	units,	respectively;	they	are	simply	calculated	by	P1,i	=	1/(1/P1,i	–	1/P1,0),	
xi		 –	 End	items’	defective	rates	follow	the	uniform	distribution	over	the	intervals	[0,	0.01],	

[0,	0.06],	[0,	0.11],	[0,	0.16],	and	[0,	0.21],	respectively,	
CR,i	 –	 Unit	reworking	costs	of	end	products	are	$25,	$30,	$35,	$40,	and	$45,	respectively,	
P2,i	 –	 Annual	reworking	rates	of	five	end	products	are	89,806,	92,852,	96,000,	99,254,	and	

102,621	units,	respectively;	they	are	simply	calculated	by	P2,i	=	1/(1/P2,i	–	1/P2,0),	
h2,i	 –	Unit	holding	cost	per	reworked	items	of	end	products	are	$30,	$35,	$40,	$45,	and	$50,	

respectively,	
K1,i	 –	 Fixed	delivery	costs	per	shipment:	$1,800,	$1,900,	$2,000,	$2,100,	and	$2,200,	respec‐

tively,	
CT,i	 –	 Unit	delivery	costs	of	end	items	are	$0.1,	$0.2,	$0.3,	$0.4,	and	$0.5,	respectively,	
h3,i	 –	 Unit	holding	costs	at	the	customer’s	side	are	$70,	$75,	$80,	$85,	and	$90,	respectively,	
h4,0	–	 Unit	safety	stock	costs	of	end	products	are	$10,	$15,	$20,	$25,	and	$30,	respectively.	
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First,	the	annual	demand	for	common	intermediate	parts	λ0	=	17,000	can	be	obtained	by	applying	
Eqs.	2	and	3.	Then,	by	calculating	Eqs.	34,	35,	and	25,	we	derive	the	optimal	number	of	deliveries	
n*	=	3,	optimal	production	cycle	time	T*	=	0.4614	(years),	and	the	expected	system	costs	per	unit	
time	E[TCU(T*,	n*)]	 =	 $2,145,834.	 Figure	 5	 depicts	 the	 effects	 of	 variations	 of	 the	 production	
cycle	time	T	on	the	expected	system	costs	E[TCU(T,	n)].	

The	behavior	of	E[TCU(T,	n)]	with	respect	to	the	common	intermediate	part’s	completion	rate	
α	is	exhibited	 in	Figure	6.	 It	can	be	seen	that	as	 the	completion	rate	α	 increases,	 the	 long‐	run	
expected	 system	costs	E[TCU(T,	n)]	decreases,	 and	 the	proposed	model	 realizes	 a	 system	cost	
savings	of	3.76	%	at	α	=	0.5	(i.e.,	system	costs	decreased	from	$2,229,658	[9]	to	$2,145,834)	as	
compared	 to	 that	 in	prior	 study	which	used	 a	 single‐stage	production	 scheme.	 This	 analytical	
result	 demonstrates	 that	 the	 proposed	 two‐stage	multi‐item	production	 scheme	with	 delayed	
differentiation	is	a	considerably	beneficial	model	for	manufacturers	who	must	meet	demands	for	
multiple	products	that	share	a	common	intermediate	part.	
	 Figure	7	shows	the	effects	of	variations	of	common	part’s	completion	rate	α	on	the	optimal	
production	cycle	time	T*.	As	the	completion	rate	α	increases,	the	optimal	cycle	time	T*	decreases	
significantly,	and	 in	the	proposed	model	optimal	cycle	time	T*	 is	reduced	by	25.5	%	at	α	=	0.5	
(i.e.,	 it	decreases	 from	0.6193	[9]	 to	0.4614	(years))	as	compared	to	 that	 in	prior	study	which	
used	 a	 single‐stage	 production	 scheme.	 Such	 an	 analytical	 result	 indicates	 our	 proposed	 two‐
stage	multi–item	production	scheme	with	delayed	differentiation	provides	a	shorter	cycle	time	
(or	faster	response	time)	than	that	in	a	conventional	one‐stage	multi‐item	system	[9].	
	

       
	

Fig.	5	The	effects	of	variations	of	the	production	cycle	time	T
on	the	expected	system	costs	E[TCU(T,	n)]	

Fig.	6	The	behavior	of	E[TCU(T,	n)]	with	respect	to	
the	common	intermediate	part’s	completion	rate	α	

	

 

Fig.	7	The	effects	of	variations	of	common	part’s	completion		
rate	α	on	the	optimal	production	cycle	time	T*	

4.2 Case 2: Analysis of nonlinear relationship of cost relevant variables	

In	this	section,	we	demonstrate	that	the	proposed	model	is	capable	of	analyzing	any	given	non‐
linear	relationship	between	the	common	part’s	relevant	costs	and	its	completion	rate	α.	For	in‐
stance,	 if	 a	 nonlinear	 relationship	 of	 ‘α^(1/3)’	 between	 common	part’s	relevant	 costs	 and	α	 is	
known,	 then	C0	=	 [α^(1/3)]C1	=	 [(0.5)^(1/3)]$80	=	$63,	 so	 it	obviously	has	higher	production	
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cost	(or	called	value)	than	that	in	the	linear	relationship	case	(which	is	$40).	Apply	the	similar	
computation	we	have	the	following	values	of	other	relevant	parameters:	CR,0	=	$40,	K0	=	$13,493,	
h1,0	=	h4,0	=	$8,	and	h2,0	=	$24.	Assume	the	following	parameters’	values	remain	the	same	as	stat‐
ed	in	subsection	4.1:	P1,0	=	120,000,	P2,0	=	96,000,	and	x0	=	[0,	0.04].	Accordingly,	in	stage	2	we	
obtain	the	values	of	other	variables	as	follows:	C,i	=	$17,	$27,	$37,	$47,	and	$57,	respectively;	Ki	=	
$3,507,	$4,007,	$4,507,	$5,007,	and	$5,507,	respectively;	CR,i	=	$10,	$15,	$20,	$25,	and	$30,	re‐
spectively;	and	xi	follows	the	uniform	distribution	over	the	intervals	[0,	0.01],	[0,	0.06],	[0,	0.11],	
[0,	0.16],	and	[0,	0.21],	respectively	

We	apply	Eqs.	34,	35,	and	25	to	obtain	the	optimal	number	of	shipments	n*	=	3,	the	optimal	
production	 cycle	 time	 T*	 =	 0.4005	 (years),	 and	 the	 expected	 system	 costs	 E[TCU(T*,	 n*)]	 =	
$2,093,253.	 Figure	 8	 depicts	 the	 behavior	 of	E[TCU(T,	n)]	 with	 respect	 to	 the	 common	 part’s	
completion	rate	α	under	both	linear	and	nonlinear	relationships.	In	nonlinear	relationship	case,	
as	 the	common	part’s	completion	rate	α	 increases,	 the	expected	system	costs	E[TCU(T,	n)]	de‐
creases,	and	 it	 indicates	 that	E[TCU(T,	n)]	 is	decreased	by	2.45	%	at	α	=	0.5	 (i.e.,	 system	costs	
declined	from	$2,145,834	to	$2,093,253)	compared	to	that	in	the	earlier	linear	case.	The	analyti‐
cal	results	demonstrate	that	the	proposed	two‐stage	multi‐item	production	scheme	with	delayed	
differentiation	 is	 a	 greatly	 beneficial	model	 to	manufacturers	who	 have	 to	meet	 demands	 for	
multiple	products	that	share	a	common	intermediate	part.	

Figure	9	illustrates	the	behavior	of	the	optimal	production	cycle	time	T*	with	respect	to	the	
common	part’s	completion	rate	α	under	both	linear	and	nonlinear	relationships.	As	completion	
rate	α	increases,	the	optimal	production	cycle	time	T*	decreases	significantly,	and	in	the	nonlin‐
ear	case,	the	optimal	cycle	time	T*	is	shortened	by	13.20	%	at	α	=	0.5	(i.e.,	it	reduces	from	0.4614	
to	0.4005)	compared	to	that	in	the	earlier	linear	case.	Therefore,	 it	demonstrates	that	the	pro‐
posed	 two‐stage	multi‐item	 production	 scheme	with	 delayed	 differentiation	 is	 a	 considerably	
beneficial	model	 (in	 terms	of	 faster	 response	cycle	 time)	 for	manufacturers	who	have	 to	meet	
demands	for	multiple	products	that	share	a	common	intermediate	part.		

Furthermore,	the	analytical	results	reveals	that	if	the	common	part’s	relevant	costs	are	higher	
(e.g.,	having	a	nonlinear	relationship	α^(1/3)	rather	than	the	linear	one),	then	the	optimal	cycle	
time	T*	reduces	significantly	compared	to	that	in	the	linear	case.	

       

	

Fig.	8	The	behavior	of	E[TCU(T,	n)]	with	respect	to	the	com‐
mon	intermediate	part’s	completion	rate	α	under	both	linear	
and	nonlinear	relationships	

Fig.	9	The	behavior	of	the	optimal	production	cycle	
time	T*	with	respect	to	the	common	intermediate	
part’s	completion	rate	α	under	both	linear	and	
nonlinear	relationships	

5. Conclusion 

Inspired	by	the	potential	benefits	derived	from	applying	delayed	differentiation	to	multi‐product	
systems,	and	with	the	aim	of	providing	managers	of	transnational	enterprises	with	information	
to	 assist	 them	 in	 achieving	 the	 key	 operational	 goals	 such	 as	maximizing	machine	 utilization,	
ensuring	product	quality,	 lowering	overall	operating	 costs,	 and	shortening	 response	 time,	 this	
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study explores the effect of delayed differentiation on a multi-product vendor-buyer integrated 
inventory system with rework, using a single machine production scheme. 
 Using mathematical modeling and optimization methods, we derive the closed-form optimal 
replenishment cycle time and delivery decisions and demonstrate the practical use of our results 
through a numerical example. The results reveal that our proposed multi-product fabrication 
scheme with delayed differentiation strategy is considerably beneficial in saving expected sys-
tem costs and reducing replenishment cycle time. Further analysis also indicates that when the 
common intermediate part’s value is higher (e.g., having a nonlinear relationship α^(1/3) rather 
than the linear one), both the expected system costs and production cycle time reduces signifi-
cantly compared to that in the linear case. For future study, to explore and compare the effects of 
the dual-machine production scheme on the optimal operating policies of the same system 
would be an interesting direction. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	 procedure	 of	 hydroforming	 belongs	 to	 one	 of	 the	 modern	 methods	 of	
sheet	and	tube	design,	usually	of	complex	configuration.	Research	in	the	field	
of	 plastic	 forming	 using	 fluids	 usually	 relates	 to	 the	 analysis	 of	 important	
parameters	that	would	enable	high‐quality	design	of	elements	and	execution	
of	 the	 process	 in	 stable	 conditions.	 The	 hydroforming	 process	 of	 welded	
sheets	found	its	application	in	manufacturing	of	tanks	and	other	sheet	parts	in	
automotive	industry,	where,	in	addition	to	technical	and	technological	charac‐
teristics	of	 the	obtained	piece,	 it	 is	necessary	 to	achieve	stability	of	 the	pro‐
cess	 and	 its	 economic	 feasibility.	 Experimental	 research	 in	 this	 paper	 had	
been	aimed	at	the	analysis	of	results	and	modeling	of	working	fluid	pressure	
during	hydroforming	of	welded	sheets	of	two	kinds	of	material	(St	37	and	Al	
99.5)	for	two	sheet	thicknesses	(1.5	mm	and	2.0	mm).	Modeling	was	done	by	
regression	 method,	 whose	 analysis	 is	 the	 determination	 of	 functional	 rela‐
tionships	between	a	dependent	variable	and	two	 independent	variables.	Ap‐
plication	 of	mathematical	modeling	method	 enabled	working	 fluid	 pressure	
which	confirmed	the	impact	of	input	variables	of	hydroforming	process	(yield	
strength	 and	 sheets	 thickness)	 onto	 the	 values	 of	 working	 fluid	 pressure.
Experimental	 results	 obtained	 for	 working	 fluid	 pressure	 enabled	 easier	
planning	and	projection	of	hydroforming	process.	
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1. Introduction 

The	development	of	 the	automotive	 industry	 is	based	on	 the	emergence	of	new	materials	and	
technologies	for	their	processing.	New	methods	of	processing	materials	enable	the	achievement	
of	technical	and	technological	characteristics	required	by	the	market	of	the	finished	product.	

Hydroforming	is	the	process	of	forming	sheets	and	tubes	during	which,	by	function	of	fluids	
under	pressure,	pieces,	most	often	of	complex	shapes,	are	formed	for	the	automotive	industry	[1‐4].	

The	process	is	quick,	inexpensive	and	meets	the	quality	of	shaped	elements.	So	far,	a	number	
of	studies	have	been	conducted	that	included	analytical,	experimental,	numerical,	mathematical	
and	other	analyses	of	various	treatment	processes	[5‐10].	Hein	and	Vollertsen	(1999)	have	con‐
ducted	experimental	and	numerical	research	in	order	to	establish	the	technological	and	econom‐
ic	 characteristics	 of	 the	 process	 during	 hydroforming	 of	 double	 sheets	 [11].	 The	 analysis	 and	
comparison	of	conventional	deep	drawing	and	process	of	sheet	element	hydroforming	by	using	
the	finite	element	method	[12]	 is	 the	area	of	research	of	Chang	et	al.	 (2001).	By	application	of	
CCD	(Charge	Coupled	Device)	camera,	Groche,	P.	et	al.	 (2007)	conducted	the	control	of	sealing	
system	during	the	execution	of	sheet	hydroforming	process.	
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The	control	of	 fluid	pressure	upon	hydroforming	of	double	sheets	 is	an	area	of	 research	of	
Assempour	and	Emami	(2009)	[13].	In	their	paper	Ertugrul	et	al.	(2009)	analyzed	hydroforming	
of	laser	welded	sheets	[14].		

In	addition,	Liewald	and	Bolay	(2010)	in	their	paper	state	the	analysis	of	hydroforming	pro‐
cess	of	double	 sheets	 [15].	By	application	of	 finite	element	method	 (FEM)	Zhang	et	 al.	 (2015)	
analyzed	the	impact	of	stress	or	pressure	of	fluids	on	the	improvement	of	quality	of	the	double	
sheets	hydroforming	[16].	As	can	be	seen,	there	is	a	constant	need	to	improve	the	technical	con‐
ditions	and	methods	for	execution	of	the	hydroforming	process.	

This	paper	gives	the	analysis	of	the	experimental	execution	of	hydroforming	process	of	weld‐
ed	 sheets	 of	 two	 types	of	materials	with	different	 thicknesses.	During	hydroforming	of	 pieces	
with	defined	 size	 and	 shape,	we	have	measured	 the	working	 fluid	pressure	 and	displacement	
(expansion)	of	welded	sheets.	The	experimental	results	were	used	in	the	process	of	mathemati‐
cal	modeling.	Mathematical	model	 for	working	 fluid	pressure	was	obtained	 for	defined	 condi‐
tions	of	process	execution.	

2. The hydroforming process 

Hydroforming	 of	 connected	 sheets	 is	 a	 technique	 of	 forming	by	 effect	 of	 fluid	 pressure	 in	 the	
interior	of	the	welded	sheets.	Thereby,	the	sheets	are	deformed	(spread)	to	the	interior	shape	of	
the	die	which	defines	the	shape	and	dimensions	of	the	finished	piece.	The	hydroforming	process	
of	welded	sheets	is	used	for	making	fuel	tanks,	the	car	doors,	etc.	

Execution	process	scheme	is	given	in	four	phases,	as	shown	in	Fig.	1:	

a) Placement	of	welded	sheets	into	a	die	(matrix),	
b) Activation	of	pressure	and	pre‐forming,	
c) Calibration	with	final	pressure	of	the	fluid,	
d) The	finished	piece	is	removed	from	the	die.	

With	this	process	 it	 is	possible	to	 form	welded	sheets	of	the	same	or	different	material	and	
thickness.	 For	 the	 analysis	 in	 this	 paper,	we	 conducted	 hydroforming	 of	work	 element	 of	 the	
defined	shape.	

 

	
	

Fig.	1	Scheme	of	welded	sheet	hydroforming	process	

3. Experimental measurement of working fluid pressure 

The	following	parameters	were	defined	for	the	execution	of	the	experiment:		

 Geometrical	shape	and	dimensions	of	finished	pieces,	
 Material	(sheet)	to	produce	beginning	piece,	
 Method	of	sheet	welding,	
 Tools	for	hydroforming	and	fluid,	

(a) (b)

(c) (d)
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 Pressure	system	or	measuring	amplifier	device	(pump),		
 System	for	control	and	measurement	of	process	parameters:	computer	and	measurement	

equipment	for	information	gathering.	
	

Fig.	2	gives	geometric	shape	and	dimensions	of	the	finished	piece	to	be	formed	[17].	

	

 
Fig.	2	Geometric	shape	and	dimension	of	finished	piece	

	

3.1 Beginning piece and tools for hydroforming 

When	producing	pieces	(beginning	piece),	two	types	of	materials	(sheets)	were	applied,	alumi‐
num	(99.5	%	)	and	steel	(St	37).	Raw	parts	were	produced	from	cold	rolled	sheets	with	thick‐
ness:	s	=	1.5	mm	and	s	=	2.0	mm.	Mechanical	properties	of	the	material	for	raw	parts	are	given	in	
Table	1.		
	

Table	1	Mechanical	properties	of	materials	
Types	of	materials	 Yield	strength,	N/mm2	 Mechanical	strength, N/mm2 Modulus	of	elasticity,	N/mm2

Steel	St	37	 235		 410	 2.1106		
Aluminium	99.5		 100		 120	 0.7	·	104		

	
MIG	welding	procedure	(protective	argon	gas)	was	selected	for	welding	of	the	two	materials.	
Fig.	3	depicts	the	position	of	raw	part	in	the	tool	for	hydroforming	of	welded	sheets.	
Tool	 for	hydroforming	of	welded	sheets	was	produced	 from	structural	steel	St	37	and	con‐

sists	of	two	parts	(upper	and	lower	matrix)	and	connection	bolts.	

	
	
	
	
	
	
	
	

	
	
	
	
	
	

Fig.	3	The	position	of	beginning	piece	in	the	tool	for	hydroforming	of	welded	sheets	
	

3.2. Pump for achieving working fluid pressure 

Hydraulic	 high‐pressure	 pump	 pmax	 =	 3·107	 Pa	was	 used	 for	 the	 execution	 of	 the	 experiment.	
Working	fluid	for	hydroforming	is	oil	„Inol	hidrol‐X	46“,	of	density	0.884	g/cm3	(20	°C).	
   

lower	matrix

upper	matrix

beginning piece
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3.3 Measuring equipment 

Measuring	amplifier	device	"Spider	8"	with	eight	independent	measuring	channels	was	used	for	
the	measurement	of	working	fluid	pressure	and	displacement	(expansion)	of	sheets,	as	shown	in	
Fig.	4.		
	

	
	
	
	
	
	
	
	
	

Fig.	4	Measuring	equipment	
	

Applied	sensor	for	the	measurement	of	the	working	pressure‐P8AP,	given	in	Fig.	5,	operates	
on	the	principle	of	strain	gauges.	The	nominal	sensitivity	of	the	sensor	is	2	mV/5·107	Pa.	Sensor	
measuring	range	is	0‐5·107	Pa.		

Displacement	sensor‐WA20,	shown	in	Fig.	4,	operates	on	inductive	principle.	Nominal	sensi‐
tivity	of	the	sensor	is	80	mV/20	mm.	Measuring	range	of	the	sensor	is	0‐20	mm.	

Fig.	5	depicts	the	position	of	the	sensor	for	measuring	fluid	pressure	and	displacement	(ex‐
pansion)	of	sheets	during	hydroforming	of	welded	sheets.	

	
	
	
	
	
	
	
	
	
	
	
	 	
	
	

	

	
	
	
	

Fig.	5	The	position	of	sensors	during	hydroforming	of	welded	sheets	and	shaped	piece	
 

3.4 Number of tests in the experiment 

Experimental	measurements	of	the	defined	parameters	are	aimed	at	practical	application	of	the	
results	obtained	in	the	planning,	design	and	implementation	process.	Research	and	analysis	of	
processes	are	important	for	achieving	greater	process	stability	in	the	given	circumstances.		

Number	of	probes	in	this	experiment	was	determined	by	the	rotatable	plan	of	the	experiment	
and	expression:	

ܰ ൌ 	2ି  2݇  ݊ ൌ ݊  ݊ఈ  ݊ ൌ 2ଶ  2 ∙ 2  5 ൌ 13	 	 (1)

	

measuring	amplifier	device	"Spider	8"	 pressure	sensor sensor	feed	

pressure	sensor	

sensor feed

tool

beginning	piece	
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where	N	 is	 total	 number	of	 experiments,	nk	 is	 number	of	 change	of	 variables,	n0	 is	 number	of	
repetitions	 in	plan	center,	and	na	 is	number	of	symmetrically	positioned	points	at	plan	center.	
Experiment	plan	matrix	has	 the	shape	presented	 in	Table	2.	Experiment	was	conducted	 in	 the	
laboratory	of	the	Faculty	of	Technical	Engineering	of	the	University	of	Bihac.		
	

Table	2	Experiment	plan	matrix	

Input	variables	of	the	process		
Physical	values		

Coded	values	

Trial	
No.	
	

Yield	strength,	
N/mm2	(0.2)	

	

Thickness,	mm	
(	si)	
	

X0	 X1	 X2	 X1	X2	 X12	 X22	
Vector		
output		
Yi	

1	 100	 1.5	 1	 ‐1	 ‐1	 1	 1	 1	 Y1	

2	 235	 1.5	 1	 1	 ‐1	 ‐1	 1	 1	 Y2	

3	 100	 2.0	 1	 ‐1	 1	 ‐1	 1	 1	 Y3	

4	 235	 2.0	 1	 1	 1	 1	 1	 1	 Y4	

5	 168	 1.75	 1	 0	 0	 0	 0	 0	 Y5	

6	 168	 1.75	 1	 0	 0	 0	 0	 0	 Y6	

7	 168	 1.75	 1	 0	 0	 0	 0	 0	 Y7	

8	 168	 1.75	 1	 0	 0	 0	 0	 0	 Y8	

9	 168	 1.75	 1	 0	 0	 0	 0	 0	 Y9	

10	 263	 1.75	 1	 1.414	 0	 0	 2.0	 0	 Y10	

11	 72	 1.75	 1	 ‐1.414	 0	 0	 2.0	 0	 Y11	

12	 168	 2.10	 1	 0	 1.414	 0	 0	 2.0	 Y12	

13	 168	 1.39	 1	 0	 ‐1.414	 0	 0	 2.0	 Y13	

4. Measurement results  

Experimental	results	of	working	 fluid	pressure	and	displacement	(expansion)	of	sheets	during	
hydroforming	of	welded	aluminum	and	steel	sheets,	with	thickness	of	1.5	mm	and	2.0	mm,	are	
given	in	Fig.	6.		

Experimental	results	of	working	fluid	pressure	for	hydroforming	of	welded	aluminum	sheets	
are	given	in	Fig.	7.	

Experimental	results	of	working	fluid	pressure	for	hydroforming	of	welded	steel	St	37	sheets	
are	given	in	Fig.	8.	

Comparative	results	of	the	working	fluid	pressure	for	hydroforming	of	welded	sheets	of	alu‐
minum	and	steel	with	1.5	mm	thickness	are	given	in	Fig.	9.	

Comparative	results	of	the	working	fluid	pressure	for	hydroforming	of	welded	sheets	of	alu‐
minum	and	steel	with	2.0	mm	thickness	are	given	in	Fig.	10.	
	

	

Fig.	6	Experimental	results	of	working	fluid	pressure	and	displacement	during	hydroforming	of	welded	sheets	
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Fig.	7	Working	fluid	pressure	for	hydroforming	of	welded	aluminum	sheets		

	
	

 	
Fig.	8	Working	fluid	pressure	for	hydroforming	of	welded	steel	sheets		

	

	
Fig.	9	Comparative	results	of	working	fluid	pressure	for	aluminum	and	steel	sheets	with	1.5	mm	thickness	

	

	

Fig.	10	Comparative	results	of	working	fluid	pressure	for	aluminum	and	steel	with	2.0	mm	thickness	
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Analysis	of	the	experiment	results	

The	analysis	of	the	obtained	experimental	values	of	the	working	fluid	pressure	for	13	samples	
(welded	sheet	1.5	mm	and	2.0	mm	thickness,	aluminum	Al	99.5	%	and	steel	St	37)	provides	the	
following	conclusions:	

 Average	value	of	 the	working	 fluid	pressure	to	 form	2.0	mm	thick	aluminum	sheet	com‐
pared	to	the	sheet	thickness	of	1.5	mm	is	higher	for	around	10.38	%,		

 Average	value	of	the	working	fluid	pressure	to	form	2.0	mm	thick	steel	sheet	compared	to	
the	sheet	thickness	of	1.5	mm	is	higher	for	around	7.67	%,		

 Increase	in	the	working	fluid	pressure	in	both	materials	is	the	result	of	an	increase	in	the	
thickness	of	welded	sheets,	

 The	design	of	welded	1.5	mm	thick	steel	sheet	requires	higher	values	of	the	working	fluid	
pressure	for	around	42.84	%	compared	to	welded	aluminum	sheets	of	the	same	thickness,	

 The	design	of	welded	2.0	mm	thick	steel	sheet	requires	higher	values	of	the	working	fluid	
pressure	for	around	41.12	%	compared	to	welded	aluminum	sheets	of	the	same	thickness,	

 Increase	in	the	working	fluid	pressure	during	hydroforming	of	welded	steel	sheets	is	justi‐
fied	due	to	the	differences	in	the	mechanical	properties	of	steel	and	aluminum,		

 Average	value	of	displacement	deviations	for	13	samples	is	about	7	%,	which	is	caused	by	
changes	in	the	structure	and	quality	of	the	sheet.	

5. Modeling of working fluid pressure during hydroforming od welded sheets 

The	measured	values	of	the	working	fluid	pressure	and	displacement	after	conducted	13	exper‐
iments	will	be	used	 to	define	a	mathematical	model	 that,	 in	 the	appropriate	 level	of	 accuracy,	
adequately	describes	the	hydroforming	process	of	welded	sheets	with	defined	shape	and	condi‐
tions	of	the	process	execution.		

The	model	would	be	used	in	the	design	phase	of	the	process,	in	analyzing	and	forecasting	the	
state	of	the	process	[18].	

The	analysis	of	the	stochastic	process	starts	from	the	general	functional	relationship	between	
the	dependent	variable	size	(Yi)	and	independent	variables	(xi),	which	can	be	presented	with	the	
model	as	follows:	

ܻ ൌ ሺ݂௫ሻ ൌ ሺ݂௫భ,௫మሻ	 (2)

i.e. ܻ ൌ  ൌ ݂ሺ0.2ߪ, 	ሻݏ (3)

Coded	values	of	physical	quantities	are	obtained	using	the	following	expressions:	
	

ܺ1 ൌ 1  2
ln.ଶ െ ݈݊.ଶ௫
ln.ଶ௫ െ ݈݊.ଶ

; ܺଶ ൌ 1  2
ln ݏ െ ln ௫ݏ
ln ௫ݏ െ ln ݏ

	 (4)

	
Table	3	gives	the	physical	and	coded	values	of	input	parameters	for	hydroforming	of	welded	

sheets.	
Table	3	Physical	and	coded	values	of	the	input	variables	

	
For	the	analysis	of	the	process,	the	most	commonly	used	form	is	polynomial	function,	so	the	

impact	of	 independent	variable	parameters	onto	output	variable	can	be	displayed	in	a	polyno‐
mial	mathematical	model	of	the	second	order:	

Input	variables	of	the	process	
Coded	values	

‐√2	 ‐1	 0	 1	 √2	

	
Physical	values	

x1	=	0.2	
N/mm2	

72.0	 100.0	 168	 235	 263	

x2	=	si		
mm	

1.39	 1.5	 1.75	 2.0	 2.10	
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ܻ ൌ 	ܾ  ܾଵݔଵ  ܾଶݔଶ  ܾଵଶݔଵݔଶ  ܾଵଵݔଵ
ଶ  ܾଶଶݔଶ

ଶ	 (5)

Testing	the	importance	of	coefficients	(b0,	b1,	b2,	b12,	b11,	b22)	and	the	adequacy	of	the	math‐
ematical	model	was	established	with	the	system	of	experiment	repetition	in	the	central	point	of	
the	plan.	

ܻ ൌ 68.04  22.01 ଵܺ  2.95ܺଶ െ 5.21 ଵܺଵ
ଶ  7.12ܺଶଶ

ଶ 	 (6)

Testing	 of	 adequacy	 was	 conducted	 with	 mathematical	 analysis	 according	 to	 F–criterion	
Fisher.	The	condition		ܨ  	.satisfied	is	௧ܨ

ܨ ൌ 5.04  ௧ܨ ൌ 9.12	 (7)

in	which	Fa	–	adequacy	according	to	Fisher	criterion,	and	Ft		–	tabulated	values	according	to	Fish‐
er	criterion.	

Testing	the	multiple	regression	coefficients	R	provided	additional	adequacy	indicator	of	the	
obtained	mathematical	model:	
	

ܴ ൌ ඨ1 െ
∑ ሺݕ

ாே
ୀଵ െ ݕ

ோሻଶ

∑ ሺݕ
ாே

ୀଵ െ തாሻଶݕ
ൌ 0.981	 (8)

in	which:	
ݕ
ா	–	Values	of	experimental	results,	
ݕ
ோ	–	Calculation	values	of	the	obtained	model,	and	

തாݕ ൌ 	
∑ ௬ೕ

ಶಿ
స1

ே
	–	Arithmetic	mean	of	all	experimental	results.	

	
The	value	of	R	=	0.981	(0	≤	R	≤	1)	indicates	that	the	model	positively	describes	the	results	of	

the	experiment	which	confirms	the	interdependence	between	the	input	variables	and	goal	func‐
tions	(working	fluid	pressure).		

The	coefficient	of	determination	R2	is	determined	by	the	quality	and	reliability	of	the	model.		

ܴଶ ൌ 0.962	 (9)

The	obtained	results	of	the	coefficient	of	determination	R2	indicate	that	96.2	%	of	the	variabil‐
ity	is	attributed	to	the	operation	of	the	input	variables	(Xi).		 	
	
Final,	decoded	form	of	mathematical	model	for	working	fluid	pressure	is	given	in	expression:	

ܻ ൌ  ൌ െ28.55 lnሺߪ.ଶሻଶ  348.25  338.84 lnሺߪ.ଶሻ െ 362.35 lnሺݏሻ െ820.3	 (10)

The	 fluid	 pressure	 values	 obtained	 by	 mathematical	 modeling,	 in	 regard	 to	 the	 change	 of	
sheet	thickness	and	yield	strength,	are	given	in	Fig.	11.	

Comparative	values	of	fluid	pressure	obtained	by	modeling	and	experimental	measurements	
are	presented	in	Fig.	12.	
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Fig.	11	Chart	of	the	fluid	pressure	as	a	function	of	the	sheet	thickness	and	yield	strength	by	model		
	
 

	

Fig.	12	Comparison	of	modeled	and	experimental	results	for	fluid	pressure	during	hydroforming	of	welded	sheets	

6. Conclusion 

Accuracy,	quality	and	ability	to	create	very	complex	sheet	pieces	in	one	phase	justify	the	fact	that	
about	20	%	of	the	parts	in	the	automotive	industry	are	obtained	by	applying	sheet	hydroforming	
process.	The	result	is	an	increase	in	the	number	of	research	and	development	of	hydroforming	
process.	Experimental	research	in	the	paper	aimed	to	obtain	a	mathematical	model	to	determine	
the	working	pressure	of	the	fluid,	which	would	be	applied	in	the	design	of	hydroforming	process	
of	welded	sheets	of	steel	St	37	and	Al	99.5,	with	sheet	thickness	of	1.5	mm	and	2.0	mm.	Analysis	
of	 the	 results	 was	 conducted	 after	 planning	 and	 execution	 of	 the	 experiment,	 confirming	 the	
influence	of	mechanical	properties	of	materials	(yield	strength)	and	the	geometric	sizes	(thick‐
ness	of	the	sheet)	on	the	value	of	the	experimentally	obtained	working	fluid	pressure.		

The	experimental	 results	were	applied	 to	mathematical	modeling.	A	series	of	mathematical	
verifications	referring	to	the	uniformity	of	results,	reliability	and	checking	the	adequacy	of	 the	
mathematical	model	were	conducted	in	order	to	obtain	the	resulting	mathematical	model.		

The	quality	and	reliability	of	the	model	has	been	confirmed	by	the	coefficient	of	determina‐
tion,	which	shows	that	96.2	%	of	the	variability	is	attributed	to	the	influence	of	input	variables,	
yield	strength	and	thickness	of	the	sheet.	Comparative	overview	of	the	results	(Fig.	12)	indicates	
that	the	deviation	in	the	values	of	working	fluid	pressure	obtained	by	mathematical	modeling	is	
very	small	compared	to	the	values	obtained	experimentally.		

The	 resulting	 mathematical	 model	 will	 be	 used	 in	 the	 design	 of	 hydroforming	 process	 of	
welded	sheets,	and	optimization	of	the	working	pressure	of	the	fluid.	
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A B S T R A C T	   A R T I C L E   I N F O	

Every	 automotive	 company	 is	 using	 ISO/TS	 16949	 standard	 for	 automotive	
industry.	According	to	this	standard	of	Process	failure	mode	and	effect	analy‐
sis	(PFMEA),	is	obligatory.	Also,	the	application	of	lean	in	automotive	industry	
is	 a	 trend	 nowadays.	 Both,	 PFMEA	 and	 lean	 have	 the	 same	main	 purpose	 –
identification,	 prevention,	 and	 correction	 of	 failures	 during	 the	 production	
process.	 But,	 PFMEA	 have	many	 shortcomings.	 In	 this	 paper,	 an	 integrated	
lean	approach	to	PFMEA	for	solving	specific	shortcomings,	is	presented.	This	
approach	is	new	and	it	has	not	been	used	until	now.	Lean	approach	(tools	and
principles),	were	 integrated	 in	PFMEA.	The	new	approach	to	solving	PFMEA	
was	 presented	 in	 algorithm	 form.	 Some	 of	 those	 lean	 tools	 and	 principles
integrated	in	PFMEA	are:	Genchi	Genbutsu,	Kaizen,	standardized	work,	Jidoka,	
and	5	why.	The	approach	presented	was	realized	 in	a	case	study	from	auto‐
motive	 industry	where	traditional	approach	 to	PFMEA	was	compared	to	the
new	 lean	approach	 integrated	 to	PFMEA.	Changed	and	 improved	 conditions	
were:	number	of	 team	members,	 the	actions	 taken,	 identification	of	 failures,	
change	of	Severity	(S),	Occurrence	(O),	detection	(D)	and	risk	priority	number	
(RPN)	values,	reduced	S,	O,	D,	and	RPN	values	after	 taken	actions,	RPN	with	
value	over	100,	and	S,	O,	D	indexes	with	value	over	8.	
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1. Introduction  
In	many	cases	from	the	automotive	industry,	the	largest	number	of	automobile	parts	(about	70	%),	
is	produced	by	suppliers.	Since	that,	design	and	design	risk	analysis	are	usually	conducted	inside	
car	manufacturer’s	companies.	Suppliers’	 job	 is	widely	related	 to	production	or	assembly	pro‐
cess,	so	it	is	very	important	to	predict	and	eliminate	potential	defects	(failures)	during	the	pro‐
cess.	Failures	reduce	product’s	quality,	leading	to	production	delay	due	to	rework	or	additional	
production	 that	 leads,	 once	more,	 to	 additional	 costs.	With	more	 time	needed	 to	 find	 failures,	
costs	are	much	bigger.	The	recommendation	would	be	to	eliminate	failures	with	quality	system	
on	source,	with	prevention	rather	than	detection	[1,	2].	Therefore,	if	companies	want	to	sustain	
market	 competitiveness,	 they	 have	 to	 install	 proactive	 systems	 for	 prevention	 of	 failures.	 Ac‐
cording	to	ISO	9000	and	ISO/TS	16949	standards,	best	classified	analysis	for	prevention	of	fail‐
ures	during	the	production	process	is	Process	failure	mode	and	effect	analysis	(PFMEA)	[3,	4].		

According	to	many	authors,	PFMEA	is	a	very	subjective	method	with	many	shortcomings,	so	
reliability	 of	 its	 results	 is	 variable	 [2,	 5,	 6].	 Case	 study	 for	 PFMEA	 conducted	 in	 150	 supplier	
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companies	 from	 automotive	 industry	 shows	 that	 the	 biggest	 part	 of	 surveyed	 suppliers	 sees	
PFMEA	as	additional	administrative	work	which	wastes	a	lot	of	time,	and	gives	back	less	benefits	
[5].	 Obviously	 it	 is	 a	 problem	 in	misunderstanding	 or	 in	 inadequate	 use	 of	 PFMEA	 by	 users.	
Therefore,	there	is	still	lot	of	space	for	improvement	of	this	analysis.	

From	the	other	side,	 lean	was	created	due	to	the	need	for	automotive	 industry	to	progress.	
Main	purpose	of	lean	was	identification,	prevention	and	correction	of	the	problems	in	industry.	
Nowadays,	a	wide	application	of	lean	can	be	found	in	automotive	companies	all	over	the	world.	
From	the	case	study	carried	out	on	300	manufacturers,	it	is	evident	that	90	%	of	them	are	apply‐
ing	 lean	[7].	Also,	according	to	 the	recent	research	 from	2015	published	by	Boston	Consulting	
Group,	30	%	of	the	world’s	original	equipment	manufacturers	use	lean	tools	in	their	production	
systems	 [8].	With	 this	data,	 the	 theory	about	wide	application	of	 lean	approach	 in	automotive	
industry,	is	confirmed.	

Since	lot	of	automotive	companies	are	using	lean	approach	and	PFMEA	for	prevention	of	fail‐
ures,	methodology	for	realization	of	PFMEA	with	integrated	lean	approach,	will	be	presented	in	
this	 paper.	 Also,	 a	 case	 study	 in	 one	 specific	 automotive	 company	will	 be	 realized.	 In	 a	 Case	
study,	results	from	reports	of	already	realized	traditional	PFMEA	and	new	PFMEA	with	integrat‐
ed	lean	approach,	will	be	compared.	

2. PFMEA in automotive industry 

The	main	objective	of	PFMEA	is	to	identify	potential	failures,	evaluate	causes	and	effects	of	these	
failures,	and	to	propose	solutions	to	prevent	these	potential	failures.	The	ultimate	goal	is	a	fail‐
ure‐free	 product	 in	 production	process.	 PFMEA	 is	 one	 of	 two	main	 types	 of	 failure	mode	 and	
effect	analysis	(FMEA).	Two	main	types	are	defined	according	to	 the	phase	where	the	product	
currently	is.	That	could	be	design	or	production	phase.	According	to	this	FMEA,	the	analysis	re‐
lated	to	design	phase	is	a	Design	failure	mode	and	effect	analysis	(DFMEA)	and	FMEA	related	to	
process	 is	PFMEA.	One	of	 the	differences	between	 these	 two	 types	 is	 that	 for	DFMEA	 the	end	
user	is	a	customer,	but	for	PFMEA	it	can	be	the	next	user	in	a	process.	Also,	PFMEA	is	more	com‐
plicated	and	time‐consuming	then	DFMEA.	This	analysis	is	a	living	document,	which	means	that	
it	have	to	be	upgraded	with	new	information	or	changed	due	to	changes	of	product	or	process.	
For	PFMEA	report	in	automotive	industry,	a	standard	report	form	is	usually	used.	This	form	is	
proposed	in	reference	manual	by	Chrysler	LLC,	Ford	Motor	Company,	and	General	Motors	Cor‐
poration	 in	2008	 [9].	Traditional	 risk	priority	number	 (RPN)	 is	 calculated	by	multiplication	of	
Severity	(S),	Occurrence	(O),	and	Detection	(D)	as	it	is	shown	on	Eq.	1.	These	three	indexes	S,	O,	
D	and	RPN	are	also	defined	according	 to	standard	 tables	 for	automotive	 industry	proposed	 in	
the	 same	 reference	manual.	 RPN	goes	 from	1‐1000	 and	 S,	O,	D	 indexes	 from	1‐10.	 Corrective	
actions	should	be	taken	any	time,	but	especially	when	RPN	exceeds	100	or	one	of	indexes	S,	O	or	
D	 exceeds	8.	 PFMEA	 is	mostly	 conducted	 in	 team,	with	 classic	 brainstorming	 technique	while	
some	standards	obligate	companies	to	realize	PFMEA	reports	in	a	team	[3,	4].	

ܵ ∙ ܱ ∙ ܦ ൌ ܴܲܰ	 (1)

In	1973,	Ford	Motor	Company	was	among	the	first	users	of	PFMEA	in	automotive	industry	for	
preventive	maintaining	quality	[10].	Later	in	the	1990s,	PFMEA	became	the	standard	practise	in	
most	majority	 automotive	 companies	 and	 their	 suppliers,	 until	 today.	 Three	most	 prestigious	
automotive	manufacturers	 from	USA	(Chrysler	LLC,	Ford	Motor	Company,	and	General	Motors	
Corporation),	set	PFMEA	as	a	mandatory	to	their	suppliers	in	1990s.	Because	of	this,	suppliers	
had	 a	 lot	 of	 problems	 due	 to	 the	 regulations	 disagreement.	 So,	 in	 1993	 (Automotive	 Industry	
Agency	Group)	AIAG	integrated	different	FMEA	regulations	into	one	uniformed	document.	This	
resulted	with	publishing	guide	reference	manual	[9,	11].	Today,	the	fourth	edition	of	this	guide	
from	2008	is	actual	[9].	The	Case	study	from	2003	presented	various	use	of	traditional	PFMEA	in	
automotive	industry	in	Europe	[5].	Also,	in	review	paper	from	2013	a	wide	use	of	PFMEA	is	pre‐
sented	in	industry,	especially	in	automotive	industry	[6].	This	means	that	a	proper	use	of	PFMEA	
could	be	of	a	great	importance	for	automotive	industry.	
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Traditional	 PFMEA	 approach	 have	 many	 shortcomings.	 Some	 of	 these	 shortcomings	 were	
identified	 in	 the	case	study	realized	on	150	automotive	supplier	companies	 from	United	King‐
dom	and	Central	Europe	[5].	This	case	study	also	highlighted	main	opportunities	 for	 improve‐
ments:	costs,	S,	O,	and	D	data,	technical	and	resource,	standardization,	training,	PFMEA	software.	
There	is	also	one	review	paper	which	highlighted	problems	related	to	traditional	RPN	[6].	This	
study	shows	about	75	articles	related	to	RPN	improvements	or	alternative	ways	to	RPN	calcula‐
tion.	In	this	paper,	various	authors	were	using	artificial	intelligence,	multi‐criteria	decision	mak‐
ing,	 mathematical	 programing,	 hybrid	 approaches,	 and	 other	 approaches	 like	 cost‐based	 ap‐
proaches,	Monte	Carlo	simulations,	etc.	All	these	approaches	were	giving	more	precise	RPN	but	
increasing	 time‐consuming	of	PFMEA	realization	and	 therefore	were	very	hardly	applicable	 in	
real‐world	cases.	All	these	improvements	and	different	approaches	are	partially	solving	PFMEA	
shortcomings	which	was	the	biggest	problem	for	its	application.	

Companies	have	to	respond	to	customers	demand	fast,	with	right	quality	and	with	acceptable	
price.	That	means	that	the	PFMEA	team	will	not	have	the	time	to	realize	all	 these	complicated	
and	time‐consuming	methods	partially.	Industry	has	the	need	for	comprehensive	solution	which	
will	satisfy	all	three	mentioned	factors	(time,	quality,	and	cost).	

3. Lean approach 

Lean	 is	American	 term	 to	describe	 the	Toyota	production	 system	 (TPS).	 The	 advent	 of	TPS	 is	
related	to	period	after	World	War	II.	This	Company	was	 in	need	of	a	great	solution	which	will	
turn	the	company	on	and	make	it	more	competitive	on	the	market.	TPS	was	that	solution.	Mass	
production	which	was	widely	used	all	over	the	world,	was	changed	with	“pull	system”,	or	pro‐
duction	of	the	customer	demanded	products	only	[12].	Company	focus	were	changed	to	contin‐
uous	improvement	and	quality	management	in	every	step.	TPS	was	not	famous	beside	the	Toyo‐
ta	company	and	its	suppliers	until	1943,	when	first	oil	crisis	attacked	the	world.	The	most	 im‐
portant	fact	is	that	the	TPS	led	Toyota	company	to	the	first	place	on	world’s	car	manufacturers	
list.	Lean	became	popular	worldwide	in	the	1990s,	when	many	companies	started	applying	it	[13].	

The	lean	approach	in	this	paper	is	approach	made	of	using	lean	thinking,	principles	and	tools	
for	solving	PFMEA.	Lean	principles	can	be	understood	best	 through	4	basic	Toyota	principles:	
Genchi	Genbutsu	 (go	and	see	 for	yourself),	Kaizen	 (continuous	 improvement),	 team	work	and	
respect	for	people,	and	challenge.	Based	on	this	4	principles,	Liker,	J.	K.	[13]	preformed	his	own	
4	principles	known	as	4P:	philosophy,	process,	people	and	partners,	and	problem	solving.	Lean	
approach	could	be	applied	to	any	other	business	aspect	or	in	any	business	situation	[13].	Firstly,	
lean	approach	have	been	applied	to	manufacturing	process	–	lean	manufacturing.	But	nowadays,	
lean	approach	is	applicable	in	many	other	aspects	like:	lean	enterprise,	lean	office,	lean	start‐up,	
lean	 development,	 lean	 system,	 etc.	 Lean	 approach	 in	 automotive	 industry	 is	mostly	 used	 for	
production	process	 improvements.	 For	 these	 improvements,	 various	 lean	 tools	 are	 commonly	
used.	 For	 example:	 Jidoka,	 Poka‐Yoke,	 Kanban,	 single	minute	 exchange	 of	 die	 (SMED),	 just	 in	
time	(JIT),	5S,	standardized	work,	5	why,	total	productive	maintenance	(TPM),	PDCA,	etc.		

Main	purposes	of	lean	are	in	identifying,	preventing	and	correcting	of	failures	and	problems.	
According	to	that,	lean	approach	have	almost	the	same	purpose	in	production	process	as	PFMEA.	
Therefore,	there	is	a	lot	of	space	for	 integration	of	 lean	approach	in	PFMEA	for	failure	preven‐
tion	improvement.	

4. Integrated lean approach in PFMEA 

This	 is	 the	new	approach	 in	science	until	now.	Various	authors	conducted	several	research	on	
similar	but	reverse	approach.	They	were	using	FMEA	as	a	tool	 to	 improve	 lean	system.	This	 is	
not	necessary,	because	companies	which	are	using	 lean	approach	does	not	need	FMEA	to	pre‐
vent	risks	and	failures.	Automotive	company	is	the	unique	example,	because	PFMEA	is	obligato‐
ry,	with	most	of	them	using	lean	approach	also.	

Shekari,	A.	et	al.	[15]	were	using	FMEA	as	a	tool	for	failure	detection	to	improve	lean	system.	
Sawhney,	R.	et	al.	[16]	presented	modified	FMEA	approach	for	reliability	improvements	of	lean	
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system.	Then,	Shahrabi,	M.,	et	al.	[17]	applied	FMEA	and	AHP	methods	for	improvements	due	to	
maintenance	of	lean	system.	These	papers	were	related	to	the	use	of	FMEA	in	order	to	improve	
lean	systems.	There	was	one	example	of	using	lean	tools	to	improve	FMEA.	Pavanasvaran,	P.,	et	
al.	[18,	19]	used	lean	tool	named	Poka‐Yoke	to	improve	FMEA.	But	this	tool	was	used	separately,	
not	as	a	whole	lean	approach.	

Idea	is	to	integrate	lean	approach	into	steps	to	PFMEA	realization.	But	firstly,	shortcomings	
which	occur	during	PFMEA	realization	have	to	be	 identified	and	 fixed	with	 lean	approach.	For	
many	of	 these	shortcomings	various	solutions	have	been	already	 found.	For	example,	 for	RPN,	
costs,	S,	O,	D	indexes,	etc.	lot	of	solutions	have	been	found.	But,	there	is	still	a	lot	of	space	for	im‐
provements.	 Specified	 shortcomings	 identified	 in	 literature,	 which	 can	 be	 fixed	with	 lean	 ap‐
proach	are	presented	 in	Table	1.	These	shortcomings	are	defined	by	various	authors	and	they	
are	presented	 in	 the	 left	column.	 In	 the	right	column,	 the	 lean	approach	solutions	 for	 fixing	of	
specified	shortcomings	are	presented.	

As	it	can	be	noticed,	each	of	the	shortcomings	is	solved	with	lean	approach.	Some	of	the	used	
lean	tools	are:	standardized	work,	Kaizen,	Jidoka,	and	5	why.	One	of	principles	used	was	–	Gen‐
chi	Genbutsu.	These	 tools	and	 the	principle	will	be	 integrated	as	a	 lean	approach	 into	PFMEA,	
resulting	with	the	new	PFMEA	approach.	

The	new	PFMEA	approach	is	proposed	in	algorithm	form	on	Fig.	1.	Proposed	algorithm	is	di‐
vided	in	four	phases	of	Deming’s	PDCA	cycle	for	problem	solving.	Plan	(P),	do	(D),	check	(C),	act	
(A)	is	a	four‐phase‐cycle	for	problem	solving	which	Deming	proposed	in	1950	[23].	Plan	phase	is	
broken	down	 in	 several	 segments	 for	detailed	 analysis.	Do	phase	 is	 related	 to	plan	 execution.	
Check	phase	 is	 needed	 for	 checking	 of	 every	progress.	Act	 phase	 is	 related	 to	 recognized	 and	
standardized	 solution.	 PDCA	 cycle	 is	 the	 approach	 to	problem	 solving	 frequently	used	 in	 lean	
approach.	
	

Table	1	Application	of	lean	approach	for	fixing	the	specific	PFMEA’s	shortcomings	

Shortcomings	 Lean	approach	for	fixing	the	shortcomings	

Wrong	 approach	 to	 detecting	 failures	 of	 root	
cause	[5]	

Root	cause	of	failure	can	be	identified	with	lean	tool	for	identifi‐
cation	of	root	cause	of	problem	–	5	why	

Unutilized	existing	resources	[5]	

There	are	many	resources	unutilized	in	companies	which	can	be	
used	 for	 improvements	 during	 PFMEA	 realization.	 One	 of	 the	
most	unused	resources	are	people	 in	company.	 In	 lean	systems,	
all	 employees	 should	 be	 involved	 in	 improvements	 –	 Lean	 ap‐
proach	

Problem	during	defining	RPN	actions	[6]	
Failures	should	be	treated	respectively	with	higher	RPN.	Surely,	
all	failures	need	to	be	solved	or	reduced	due	to	the	“zero	failure”	
goal	of	lean	approach	–	Kaizen	

Repeating	of	failures	in	next	row	[6]	
Failures	should	be	solved	with	solutions	consequently	standard‐
ized.	Data	base	also	needs	to	avoid	failure	repeating	–	standard‐
ized	work	

Traditional	 brainstorming	 is	 boring	 and	 time	
consuming	[11].	

Failure	 identification	 should	 be	 done	 directly	 in	 shop	 floor	 and	
workers	should	be	also	involved	in	analysis	–	Genchi	Genbutsu	

It's	impossible	to	use	again	FMEA	report	[20].	
Use	 of	 software	with	 tables	 in	which	 revision	 can	 be	 done	 that	
imply	a	constant	improvement	–	software	solution	and	Kaizen	

FMEA	report	fulfilment	is	very	time	consuming	
[21,	22].	

Lean	should	be	accessed	slowly	and	thoroughly,	rather	than	fast	
and	 superficially.	 Standardization	 of	 PFMEA	 failures	 will	 mean	
less	failures	to	improve.	So	PFMEA	realization	will	go	faster	‐	lean	
approach.		
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Fig.	1	Algorithm	model	for	PFMEA	with	integrated	lean	approach	
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New	 PFMEA	 approach	 is	 starting	 with	 multidisciplinary	 team	 forming.	 When	 the	 team	 is	
formed,	 identification	 of	 problems	 should	 start.	 Firstly,	 team	 have	 to	 go	 directly	 to	 the	 place	
where	the	process	is	going	to	be	performed	and	observe	how	the	process	really	looks	like	–	Gen‐
chi	Genbutsu.	Also,	it	is	highly	recommended	to	include	shop	floor	workers	in	decision	making	
process.	Workers	are	directly	in	contact	with	the	process,	and	they	usually	know	best	what	kind	
of	problems	may	occur.	When	these	terms	are	satisfied,	team	should	propose	process	flow	chart.	
After	flow	chart	definition,	process	and	product	characteristics	should	be	deeply	analysed.	Iden‐
tification	 of	 failures	 is	 one	 of	 the	most	 important	 steps,	 because	 it	 directly	 depends	 on	 team	
members’	opinion.	There	are	two	types	of	 failures:	standardized	failures	and	the	new	one	fail‐
ures.	Standardized	failures	are	already	known	and	they	exist	 in	data	base.	New	failures,	occur‐
ring	for	the	first	time,	have	to	be	defined,	solved	and	standardized.	For	these	new	failures	effects	
and	causes	of	failures	have	to	be	identified.	Team	is	often	blending	effects	and	causes	which	is	a	
very	big	problem	[5].	For	all	causes,	one	lean	tool	is	specified	for	finding	a	root	cause	of	the	prob‐
lem	–	5	why.	According	to	the	current	state,	S,	O,	and	D	indexes	should	be	defined.	For	O	index,	a	
special	data	base	is	needed.	This	data	base	should	contain	the	amount	of	same	or	similar	prob‐
lem	occurrence.	D	is	another	index	with	special	issue,	due	to	the	lean	approach	purpose	of	pro‐
ducing	in	quality,	so	quality	have	to	be	provided	on	source	‐	Jidoka.	For	the	case	of	automotive	
industry,	in	detection	table	from	fourth	edition	of	reference	manual	guide	for	automotive	indus‐
try,	automatized	control	for	first	5	indexes,	is	predicted	[9].	Over	5	isn’t	automatized,	so	if	D>5	
then	Jidoka	or	quality	on	source,	should	be	applied.	With	all	three	indexes	defined,	RPN	can	be	
calculated	as	the	end	of	the	plan	phase.	

After	the	plan	phase,	do	phase	or	realization	phase	follow.	For	all	defined	RPN,	corrective	ac‐
tions	or	Kaizen,	 should	be	 taken.	Suggested	 improvements	had	 to	be	set	on	a	 list	of	 solutions,	
with	exact	deadlines	and	with	responsible	team	members.	

Third	phase	is	check	phase	where	the	action	taken	has	to	be	checked	with	repeating	of	RPN	
calculation.	 If	 there	 is	 no	 progress,	 then	Kaizen	 should	 be	 performed	 again.	 This	 check	 phase	
have	to	be	realized	very	carefully,	because	after	this	phase	failure	should	be	standardized.		

Last	phase	is	act	phase.	When	the	solution	is	finally	found	and	the	progress	has	been	made,	
failure	and	elected	solution	have	to	be	standardized	and	ready	to	use.	

5. The new PFMEA approach: Case study from automotive industry 

The	company	elected	for	the	case	study	is	automotive	company	which	produce	electronic	circuit	
boards	and	electronic	cables	 for	automobiles.	Company	 is	supplying	automotive	suppliers	and	
corporations	all	over	the	world.	This	company	applies	lean	approach	in	their	production	system	
for	a	long	time	and	also	use	PFMEA	for	prevention	of	failures	and	risks.	The	use	of	PFMEA	in	this	
company	is	obligatory	according	to	ISO9000	and	ISO	TS16949	standards.		

PFMEA	for	product	MSM6BL	was	already	realized	on	traditional	way.	Results	are	presented	
in	Table	2.	Measured	conditions	taken	for	comparation	are:	number	of	team	members,	identifi‐
cation	of	failures,	change	of	S,	O,	D	and	RPN	values,	reduced	S,	O,	D,	and	RPN	values	after	taken	
actions,	RPN	value	over	100,	and	S,	O,	D	value	over	8.	These	conditions	are	measured	 in	 total	
amount	for	whole	PFMEA.	The	goal	is	to	compare	them	with	the	new	approach	and	see	the	dif‐
ferences	 after	 its	 implementation.	 S,	 O,	 D	 and	 RPN	 value	 changes	 are	 also	 calculated	 in	 total	
change	regardless	if	it	is	increased	or	reduced	value.		

Methodology	 set	 in	 algorithm	 form	 from	 Fig.1	 is	 used	 for	 realization	 of	 PFMEA.	 Realized	
PFMEA	report	is	shown	in	Appendix	1.	The	changes	made	after	the	new	approach	are	painted	in	
grey	in	Appendix	1.	They	have	been	implemented	and	used	for	calculation.	The	data	for	a	new	
state	are	presented	in	Table	2.	These	data	were	taken	from	Appendix	1,	also.	After	this	step,	the	
comparation	 between	 the	 state	 after	 traditional	 approach	 to	 PFMEA	 realization	 and	 the	 new	
approach	to	PFMEA	realization	with	integrated	lean	approach,	was	made.	These	results	are	also	
presented	in	Table	2.	

From	Table	2,	it	can	be	seen	that	almost	all	conditions	are	changed,	except	one	‐	S.	Two	condi‐
tions;	 the	 actions	 taken	 and	 identification	 of	 failures,	 are	 very	 important	 for	 analysis	 because	
they	are	related	to	the	purpose	of	analysis	to	detect	a	failure	and	take	action	to	improve	it.	Gen‐
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chi	Genbutsu	have	mostly	contributed	to	these	changes.	Lean	approach	stimulated	involvement	
of	more	employees,	including	six	workers.	As	it	was	predicted,	workers	contributed	a	lot	to	fail‐
ure	identification	because	they	are	directly	involved	in	a	process.	But	Genchi	Genbutsu	stimulat‐
ed	PFMEA	team	to	go	directly	in	process	and	observe	an	actual	status.	Increased	identification	of	
failures	and	the	taken	action	can	avoid	hidden	failures	reaching	customer.	Also,	they	affected	the	
changes	of	S,	O,	D	indexes	and	RPN	values.	Moreover,	during	these	changes,	value	of	some	S,	O,	D	
indexes	exceeded	8	and	RPN	values	exceeded	100.	The	lack	of	situations	when	S,	O,	D	and	RPN	
exceed	 predicted	 values	 for	 improvements,	may	 cause	 problems	 if	 failures	 reach	 a	 customer.	
Only	one	condition	which	is	not	reduced	is	S	index	due	to	the	actions	taken,	which	is	not	a	big	
issue	due	to	the	O	and	D	indexes	reduction	for	that	failures.	This	was	achieved	due	to	the	appli‐
cation	of	Kaizen.	Also,	some	of	D	indexes	were	reduced	due	to	the	application	of	Jidoka.	Causes	of	
failures	were	 superficially	 defined	 and	 some	 resulted	with	mixing	 of	 causes	 and	 effects.	With	
application	of	lean	tool	‐	5	why,	root	causes	of	failures	were	deeply	analysed.	The	actions	taken	
were	oriented	on	fixing	root	causes	of	 failure,	not	effects.	One	more	lean	tool	used	in	this	case	
study,	 is	 standardized	work.	 Some	 of	 failures	were	 standardized.	 This	means	 that	 in	 the	 next	
PFMEA	for	some	of	the	new	processes	or	products,	standardized	solution	will	be	used.	That	will	
save	a	 lot	of	 time.	Along	 these	 integrated	 lean	 tools	 into	PFMEA,	Poka‐Yoke	and	5S	were	also	
used	as	the	lean	tool	for	recommended	actions	during	PFMEA	realization.	

Table	2	Comparison	of	state	before	and	after	lean	approach	integration	in	PFMEA	

Measured	conditions	
State	after	traditional	

approach	
New	state	after	
lean	approach	

Improvements	(%)	

Number	of	team	members	 2	 9+6	workers	 85	
The	actions	taken	 1	 19	 95	

Identification	of	failures	 18	 27	 33	
Change	of	S	value	 155	 227	 32	
Change	of	O	value	 64	 105	 39	
Change	of	D	value	 85	 161	 47	
Change	of	RPN	value		 1642	 3720	 56	

Reduced	RPN	value	due	to	taken	actions	 2602	 3366	 23	
Reduced	S	value	due	to	taken	actions	 226	 226	 /	
Reduced	O	value	due	to	taken	actions	 80	 127	 37	
Reduced	D	value	due	to	taken	actions	 121	 139	 13	

RPN	value	over	100	 /	 16	 100	
S,	O,	D	values	over	8	 /	 3	 100	

6. Conclusion 

The	new	approach	with	the	integration	of	lean	approach	into	PFMEA	for	improvement	of	specif‐
ic	 shortcomings,	 is	presented	 in	 this	paper.	This	new	PFMEA	approach	has	proven	 to	be	very	
good	and	practical	combination	for	identifying	and	fixing	problems	and	failures.	The	case	study	
realized	 from	 the	 automotive	 industry	was	used	 for	 the	new	approach	 testing.	The	 state	with	
traditional	PFMEA	is	compared	with	the	new	state	where	almost	all	measured	conditions	were	
changed	and	improved.	Therefore,	this	approach	was	practically	approved.		

The	main	 advantage	 of	 this	 approach	was	 in	 improvement	 of	 process	 and	 product	 quality,	
which	is	mostly	important	for	customers.	For	a	change,	this	approach	is	applicable	in	real‐world	
cases	in	every	process	or	industry	where	the	lean	approach	is	implemented.	Also,	it	is	very	sim‐
ple	and	practical	to	use	and	does	not	require	big	investments,	implementation	of	new	technolo‐
gy	and	complicated	additional	education.	The	way	this	approach	has	stopped	potential	failures	
to	reach	a	customer	was	not	identified	with	traditional	approach.	This	was	presented	on	practi‐
cal	example.	Therefore,	this	new	approach	increased	identification	and	prevention	possibilities	
as	well.	
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This new approach have also few constraints. It is used for specific group of shortcomings 
and it is not comprehensive. Also cannot be applicable in processes and industries where the 
lean approach has not been implemented. Costs are not included and there is different aspect of 
looking on it from perspective of PFMEA and lean approach.  

Future work should be oriented to fixing all other shortcomings of PFMEA, costs especially. 
Lean approach is oriented to long term thinking about costs. From PFMEA team perspective is 
different. During PFMEA realization team have to percept immediately if the solution is profita-
ble. Thus in further research, the balance should be found between urgent need for costs from 
PFMEA aspect and long term thinking profitability from the lean approach aspect.  

Acknowledgement 
This paper has been supported by Croatian Science Foundation under the project Innovative Smart Enterprise –  
INSENT (1353). This publication also has been supported by the European Commission under the Erasmus Mundus 
project Green-Tech-WB:Smart and Green technologies for innovative and sustainable societies in Western Balkans 
(551984-EM-1-2014-1-ES-ERA MUNDUS-EMA2). 

References 
[1] Harrison, A., van Hoek, R. (2005). Logistics management and strategy, Pearson Education, Harlow, England. 
[2] Stamatis, D.H. (2003). Failure mode and effect analysis: FMEA from theory to execution, ASQ Quality Press, Mil-

waukee, Wisconsin, USA. 
[3] ISO 9000. Quality management systems – Fundamentals and vocabulary, FMEA obligations, from 

http://www.bti.secna.ru/education/smq/docs/news/iso_9000_2005_e.pdf, accessed October 30, 2016. 
[4] ISO/TS 16949:2002(E). Quality management systems – Particular requirements for the application of ISO 9001: 

2000 for automotive production and relevant service part organizations, FMEA obligations, from 
https://ciiaas.files.wordpress.com/2007/11/iso-ts-16949-2002.pdf, accessed June 13, 2016. 

[5] Johnson, K.G., Khan, M.K. (2003). A study into the use of the process failure mode and effects analysis (PFMEA) in 
the automotive industry in the UK, Journal of Materials Processing Technology, Vol. 139, No. 1-3, 348-356, doi: 
10.1016/S0924-0136(03)00542-9. 

[6] Liu, H.C., Liu, L., Liu, N. (2013). Risk evaluation approaches in failure mode and effects analysis: A literature 
review, Expert systems with applications, Vol. 40, No. 2, 828-838, doi: 10.1016/j.eswa.2012.08.010. 

[7] Biddle, J. The lean benchmark report, from http://consumergoods.edgl.com/column/The-Lean-Benchmark-
Report48987, accessed June 13, 2016. 

[8] Lorenc, M., Jentzsch, A., Andersen, M., Noack, B., Waffenschmidt, L., Schuh, G., Rudolf, S. The lean advantage in 
engineering: developing better products faster and more efficiently, from https://www.bcgperspectives.com, ac-
cessed June 13, 2016. 

[9] Chrysler LLC, Ford Motor Company, General Motors Corporation, Potential failure mode and effect analysis 
(FMEA), Reference Manual, 4th edition, from www.engmatl.com/home/finish/20-engineering.../160-fmea-manual, 
accessed June 13, 2016. 

[10] Korenko, M., Krocko, V., Kaplík, P. (2012). Use of FMEA method in manufacturing organization, Journal of Manu-
facturing and Industrial Engineering, Vol. 11 No. 2, 48-50. 

[11] Montgomery, T.A., Pugh, D.R., Leedham, S.T., Twitchett, S.R. (1996). FMEA automation for the complete design 
process, In: Proceedings of Reliability and Maintainability Symposium – International Symposium on Product Qual-
ity and Integrity, IEEE, Las Vegas, NV, USA, 30-36. 

[12] Vujica-Herzog, N., Tonchia, S. (2014). An instrument for measuring the degree of lean implementation in manu-
facturing, Strojniški vestnik – Journal of Mechanical Engineering, Vol. 60, No. 12, 797-803, doi: 10.5545/sv-
jme.2014.1873. 

[13] Liker, J.K. (2004). The Toyota way, 14 management principles from the world's freatest manufacturer, McGraw-
Hill, New York, USA. 

[14] Womack, J.P., Jones, D.T. (2010). Lean thinking: Banish waste and create wealth in your corporation, Simon and 
Schuster, New York, USA. 

[15] Shekari, A., Fallahian, S. (2007). Improvement of lean methodology with FMEA, In: Proceedings of the 18th Annual 
Conference – POMS (Production and Operation Management Society), Texas, USA, 007-0520. 

[16] Sawhney, R., Subburaman, K., Sonntag, C., Rao Venkateswara Rao, P., Capizzi, C. (2010). A modified FMEA ap-
proach to enhance reliability of lean systems, International Journal of Quality & Reliability Management, Vol. 27, 
No. 7, 832-855, doi: 10.1108/02656711011062417. 

[17] Shahrabi, M., Shojaei, A.A. (2014). Application of FMEA and AHP in lean maintenance, International journal of 
Modern Engineering Science, Vol. 3, No. 1, 61-73.  

[18] Puvanasvaran, A.P., Jamibollah, N., Norazlin, N., Adibah, R. (2014). Poka-Yoke Integration into process FMEA, 
Australian Journal of Basic and Applied Sciences, Vol. 8, No. 7, 66-73. 

362 Advances in Production Engineering & Management 11(4) 2016 
 

http://www.bti.secna.ru/education/smq/docs/news/iso_9000_2005_e.pdf
https://ciiaas.files.wordpress.com/2007/11/iso-ts-16949-2002.pdf
http://dx.doi.org/10.1016/S0924-0136(03)00542-9
http://dx.doi.org/10.1016/S0924-0136(03)00542-9
http://dx.doi.org/10.1016/j.eswa.2012.08.010
http://consumergoods.edgl.com/column/The-Lean-Benchmark-Report48987
http://consumergoods.edgl.com/column/The-Lean-Benchmark-Report48987
https://www.bcgperspectives.com/
http://www.engmatl.com/home/finish/20-engineering.../160-fmea-manual
http://dx.doi.org/10.5545/sv-jme.2014.1873
http://dx.doi.org/10.5545/sv-jme.2014.1873
http://dx.doi.org/10.1108/02656711011062417


An integrated lean approach to Process Failure Mode and Effect Analysis (PFMEA): A case study from automotive industry 
 

[19] Puvanasvaran, A.P., Jamibollah, N., Norazlin, N. (2014). Integration of POKA YOKE into process failure mode and 
effect analysis: A case study, American Journal of Applied Sciences, Vol. 11 No. 8, 1332-1342, doi: 10.3844/ 
ajassp.2014.1332.1342. 

[20] Teoh, P.C., Case, K. (2007). An evaluation of failure modes and effects analysis generation method for conceptual 
design, International Journal of Computer Integrated Manufacturing, Vol. 18, No. 4, 279-293, doi: 10.1080/ 
0951192042000273122. 

[21] Arabian-Hoseynabadi, H., Oraee, H., Tavner, P.J. (2010). Failure modes and effects analysis (FMEA) for wind 
turbines, International Journal of Electrical Power & Energy Systems, Vol. 32 No. 7, 817-824, doi: 10.1016/j.ijepes. 
2010.01.019. 

[22] Moore, C. Failure Modes and Effects Analyses (FMEA) and critical items list (CIL) for the ECS project; EOSDIS 
core system project, from https://prod.nais.nasa.gov/eps/eps_data/161793-AMEND-002-002.pdf, accessed No-
vember 13, 2016. 

[23] Liker, J., Convis, G.L. (2011). The Toyota way to lean leadership: Achieving and sustaining excellence through lead-
ership development, McGraw Hill Professional, New York, USA. 

Appendix 1 

 
PFMEA report 1/4 

Advances in Production Engineering & Management 11(4) 2016 363 
 

https://doi.org/10.3844/ajassp.2014.1332.1342
https://doi.org/10.3844/ajassp.2014.1332.1342
http://dx.doi.org/10.1080/0951192042000273122
http://dx.doi.org/10.1080/0951192042000273122
http://dx.doi.org/10.1016/j.ijepes.2010.01.019
http://dx.doi.org/10.1016/j.ijepes.2010.01.019
https://prod.nais.nasa.gov/eps/eps_data/161793-AMEND-002-002.pdf


Banduka, Veža, Bilić 
 

 
PFMEA report 2/4 

 

 
PFMEA report 3/4 

364 Advances in Production Engineering & Management 11(4) 2016 
 



An integrated lean approach to Process Failure Mode and Effect Analysis (PFMEA): A case study from automotive industry 
 

 

 
PFMEA report 4/4 

Advances in Production Engineering & Management 11(4) 2016 365 
 



 
 
 
   

366 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	11	|	Number	4	|	December	2016	|	pp	366–376	 Journal	home:	apem‐journal.org	

http://dx.doi.org/10.14743/apem2016.4.234 Original	scientific	paper	

 
 

Multi‐objective optimization of the turning process using a 
Gravitational Search Algorithm (GSA) and NSGA‐II approach 

Klancnik, S.a,*, Hrelja, M.a,b, Balic, J.a, Brezocnik, M.a 
aProduction Engineering Institute, Faculty of Mechanical Engineering, University of Maribor, Maribor, Slovenia 
bAVL, Piezocryst: Advanced Sensorics GmbH, Graz, Austria 
 
 
A B S T R A C T	   A R T I C L E   I N F O	

In	 this	 paper,	 we	 proposed	 a	 Gravitational	 Search	 Algorithm	 (GSA)	 and	 an
NSGA‐II	approach	for	multi‐objective	optimization	of	the	CNC	turning	process.	
The	 GSA	 is	 a	 swarm	 intelligence	method	 exploiting	 the	 Newtonian	 laws	 on	
elementary	mass	 objects	 interaction	 in	 the	 search	 space.	 The	NSGA‐II	 is	 an
evolutionary	algorithm	based	on	non‐dominated	sorting.	On	the	basis	of	vary‐
ing	values	of	the	three	independent	input	machining	parameters	(i.e.,	cutting	
speed,	depth	of	cut,	and	feed	rate),	the	values	of	the	three	dependent	output	
variables	were	measured	(i.e.,	surface	roughness,	cutting	forces,	and	tool	life).	
The	obtained	data	set	was	divided	 further	 into	 two	subsets,	 for	 the	 training	
data	and	the	testing	data.	In	the	first	step	of	the	proposed	approach,	the	GSA	
and	the	training	data	set	were	applied	to	modelling	a	suitable	model	for	each	
output	variable.	Then	the	accuracies	of	the	models	were	checked	by	the	test‐
ing	data	set.	In	the	second	step,	the	obtained	models	were	used	as	the	objec‐
tive	functions	for	a	multi‐objective	optimization	of	the	turning	process	by	the	
NSGA‐II.	The	optimization	constraints	relating	to	 intervals	of	dependent	and	
independent	variables	were	set	on	the	theoretical	calculations	and	confirmed	
with	 experimental	measurements.	 The	 goal	 of	 the	multi‐objective	 optimiza‐
tion	was	to	achieve	optimal	surface	roughness,	cutting	forces,	and	increasing	
of	the	tool	life,	which	reduces	production	costs.	The	research	has	shown	that	
the	 proposed	 integrated	 GSA	 and	 NSGA‐II	 approach	 can	 be	 implemented	
successfully,	not	only	for	modelling	and	optimization	of	the	CNC	turning	pro‐
cess,	but	also	for	many	other	manufacturing	processes.		
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1. Introduction  
Advances	in	existing	production	are	measured	in	terms	of	the	flexibility,	autonomous	function‐
ing	and	extent	of	automation.	Modernisation	of	production	covers	the	modernisation	and	inte‐
gration	of	the	latest	technologies	into	production	systems	so	that	the	companies	remain	compet‐
itive.	Integration	of	advanced	technologies	results	in	shorter	manufacturing	times,	higher	capac‐
ities	and	reduction	of	production	costs.	Because	of	the	dynamics	and	increase	in	the	amount	of	
input	parameters	or	data,	the	optimization	of	systems	has	become	more	difficult	than	previous‐
ly.	Because	of	high	quantities	of	data,	the	optimal	functioning	of	production	can	often	be	reached	
no	more	 by	 conventional	methods;	 therefore,	more	 advanced	methods	 are	 applied	 to	 acquire	
new	and	better	solutions	in	the	optimization	of	production	systems.	
	 The	research	is	aimed	at	conceiving	an	advanced	system	for	modelling	of	CNC	machining	op‐
erations	and	subsequent	optimization	of	machining	parameters	by	the	use	of	the	developed	ma‐
chining	models.	 In	the	past,	a	 lot	of	researches	have	been	executed	 in	the	field	of	optimization	
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and	modelling	of	 the	CNC	machining	operations	 [1‐3].	 Important	 researches	 in	 this	 field	have	
been	carried	out	 for	optimization	of	milling	[4],	 turning	[5],	 laser	cutting	and	water	 jet	cutting	
[6].	Successful	optimization	relies	on	the	use	of	the	training	and	testing	databases	[7]	comprised	
of	the	values	measured	in	experiments	[8,	9].	The	training	and	testing	databases	allow	the	train‐
ing	of	algorithms	and	testing	of	correctness	of	the	models	developed.	The	development	of	mod‐
ern	methods	 of	 optimizing	 and	modelling	 of	 complex	production	 systems	 requires	 know‐how	
from	 the	area	of	 intelligent	 systems,	which	presupposes	 incorporation	of	 artificial	 intelligence	
into	solving	 complex	engineering	problems.	One	of	 the	most	widespread	nondeterministic	ap‐
proaches	for	solving	complex	engineering	problems	is	evolutionary	computation,	especially	ge‐
netic	 algorithms	 and	 genetic	 programming	 [10].	 There	 are	 many	 works	 where	 genetic	 algo‐
rithms,	as	well	as	other	nondeterministic	methods	(e.g.,	Artificial	Neural	Networks	–	ANN)	were	
implemented	for	solving	various	problems	in	cutting	systems,	 including	surface	roughness	op‐
timization	and	optimal	tool	selection	(see	for	example	[1,	14‐21]).	Another	artificial	intelligence	
method	used	frequently	is	swarm	intelligence.	Swarm	intelligence	is	only	a	covering	term	and	is	
divided	into	many	sub‐types	[22].	Often,	the	authors	refer	to	intelligence	adopted	from	biological	
aspects,	e.g.	bee	swarms,	bird	flights	or	ant	colonies	[23].	A	relative	novelty	in	the	swarm	intelli‐
gence	methods	 is	 the	Gravitational	Search	Algorithm	(GSA)	working	on	the	principle	of	 the	 in‐
teraction	of	masses	[24].	A	review	of	the	literature	reveals	that,	so	far,	the	GSA	has	not	been	re‐
ported	frequently	for	optimization	of	manufacturing	technologies.	
	 This	paper	proposed	an	effective	approach	for	modelling	and	multi‐objective	optimization	of	
CNC	machining	 processes	 by	 the	 GSA	 and	 NSGA‐II.	 Data	 gained	 on	 the	 basis	 of	 experimental	
measurements	 were	 used	 for	 training	 and	 testing	 of	 the	 model	 developed	 by	 the	 GSA.	 After	
modelling,	the	multi‐objective	optimization	of	the	cutting	parameters	was	done	on	the	basis	of	
CNC	cutting	models	developed	by	the	GSA.	The	NSGA‐II	algorithm	was	implemented	for	the	mul‐
ti‐objective	 optimization.	 The	 system	 is	 generally	 convenient	 for	 different	 CNC	machine	 tools	
and	can	be	adapted	to	several	different	materials`	removing	processes,	e.g.	milling	and	laser	cut‐
ting.	However,	our	research	was	restricted	to	turning	as	far	as	training	of	the	system	and	testing	
of	its	effectiveness	are	concerned.	
	 The	 article	 is	 composed	 as	 follows:	 Section	 2	 presents	 detailed	 descriptions	 of	 the	 experi‐
mental	 setup,	Gravitational	Search	Algorithm,	and	elitist	Non‐dominated	Sorting	Genetic	Algo‐
rithm`s	(NSGA‐II)	background.	The	results	and	discussion	are	presented	in	Section	3.	The	article	
ends	with	a	short	Conclusion.	

2. Materials and methods 

2.1 Experimental setup and results 

Models	of	the	turning	process	were	created	by	means	of	experimental	measurements	of	the	out‐
put	parameters	of	machining	operations	depending	on	the	input	parameters,	in	accordance	with	
the	work	of	Jurkovic	[25].	The	experiment	was	carried	out	during	a	fine	turning	operation	on	the	
CNC	lathe	Georg	Fischer	NDM–16.	Samples	from	the	material	C45E	were	used	for	execution	of	
the	experiment.	This	is	a	hot	rolled	structural	steel.	The	workpiece	diameter	for	machining	was	
Ø10	mm	×	380	mm.	The	tool	used	for	the	test	samples	was	the	cutting	insert	Sandvik	Coromant	
DNMG	150608‐PM4025.	The	following	equipment	was	used	for	proper	measuring	of	tool	wear,	
machining	forces,	and	surface	roughness:	

 Measuring	of	cutting	forces:		
Force	meter	Kistler	9257A.	Measuring	range	Fx.y.z	=	5	kN	allowing	capturing,	displaying	and	
processing	of	resulting	cutting	forces	with	the	aid	of	the	programme	package	Labview	TM.	

 Surface	roughness:		
Roughness	meter	Ra	produced	by	Mitutoyo	SJ‐201P.	

 Tool	wear:		
Microscope	Carl	Zeiss	with	magnification	30	and	0.0001	mm	resolution.	
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The	input	data	for	execution	of	the	experiment	were	as	follows:	

 Cutting	speed	Vc	(m/min)	
 Feed	rate	f	(mm/rew)	and	
 Cut	depth	ap	(mm).	

	

The	output	data	were	gained	from	the	input	data,	as	the	latter	have	direct	impact	on	their	values.	
The	output	data	and/or	the	experiment	results	were:	

 Main	cutting	force	Fc	(N)	
 Surface	roughness	Ra	(µm)	and	
 Tool	resistance	time	T	(min).	

	

The	experimental	results	obtained	during	the	fine	turning	are	presented	in	Table	1.	
	

Table	1	The	results	of	the	experiment	

	 Input	data	 Output	data	 	

Trial	No.	 Vc	(m/min)	 f	(mm/rev)	 ap	(mm)	 Fc	(N)	 Ra	(μm)	 T	(min)	 	

1	 400	 0.100	 0.40	 128.893	 0.77	 32.66	

T
raining	data	

2	 500	 0.100	 0.40	 130.755	 0.80	 11.15	

3	 400	 0.200	 0.40	 201.899	 1.70	 25.89	

4	 500	 0.200	 0.40	 202.200	 1.67	 7.450	

5	 400	 0.100	 1.20	 337.859	 1.11	 28.43	

6	 500	 0.100	 1.20	 330.745	 1.19	 9.230	

7	 400	 0.200	 1.20	 492.945	 2.14	 20.74	

8	 500	 0.200	 1.20	 550.848	 1.77	 5.610	

9	 450	 0.150	 0.80	 299.005	 1.26	 14.44	

10	 450	 0.150	 0.80	 301.647	 1.30	 14.38	

11	 450	 0.150	 0.80	 304.772	 1.29	 14.39	

12	 450	 0.150	 0.80	 299.519	 1.28	 14.48	

13	 450	 0.150	 0.80	 299.875	 1.27	 14.43	

14	 450	 0.150	 0.80	 303.832	 1.28	 14.46	

15	 366	 0.150	 0.80	 313.225	 1.37	 34.46	

16	 534	 0.150	 0.80	 307.622	 1.31	 6.120	 T
esting	data	

17	 450	 0.066	 0.80	 174.024	 1.21	 20.25	

18	 450	 0.234	 0.80	 406.719	 2.32	 10.93	

19	 450	 0.150	 0.13	 61.2230	 1.17	 12.18	

20	 450	 0.150	 1.47	 497.895	 1.13	 10.05	

2.2 Gravitational Search Algorithm background 

In	the	Gravitational	Search	Algorithm,	a	set	of	objects	with	relevant	atomic	masses	is	concerned,	
the	objects	representing	the	search	mechanism	[24].	Those	objects	find	the	proper	solution	dur‐
ing	the	searching	process.	The	search	mechanism	works	on	the	principle	of	Newtonian	gravita‐
tion	laws	and	laws	of	motion	and,	on	the	basis	of	gravitational	attraction,	it	searches	for	the	op‐
timum	solution	in	the	multitude	of	potential	solutions,	where	each	of	the	solutions	has	a	specific	
mass.	All	particles	within	the	population	are	attracted	by	mutual	gravitational	forces	according	
to	Eq.	1	and	2,	which	causes	global	motion	of	objects	 in	 the	system,	heavier	objects	attracting	
lighter	 objects	 to	 a	 larger	 extent.	 The	objects	 communicate	mutually	by	means	of	 the	 gravita‐
tional	 force.	 Larger	masses	 result	 faster	 in	 a	 better	 solution,	 but	 they	move	more	 slowly	 than	
lower	masses	with	worse	solutions.	In	the	GSA,	each	particle	has	four	basic	properties:	Location,	
inertial	mass,	active	gravitational	mass	and	passive	gravitational	mass.	The	location	of	mass	co‐
incides	with	the	location	of	the	result	of	the	problem.	With	the	aid	of	the	active,	passive	and	iner‐
tia	masses,	 it	 is	also	possible	 to	write	 the	mathematical	 function.	 In	 that	way,	 the	algorithm	 is	
guided	 through	 the	 space	 of	 solutions	 by	means	 of	mutual	 effects	 of	 gravitational	 and	 inertia	
masses.	After	 expiration	 of	 the	 search	 time,	 the	 solutions	 are	 expected	 to	 start	 tending	 to	 the	
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largest	mass	in	the	system,	that	mass	increasing	during	the	search	process	and	representing	the	
optimum	solution	in	the	search	space.	The	search	space	represented	by	the	algorithm	is	not	in‐
fluenced	by	the	external	masses	so	that	only	two	physical	 laws,	 i.e.	the	gravitation	law	and	the	
law	of	motion	act	on	it.	In	a	system	of	two	or	more	bodies,	it	is	the	active	gravitational	mass	MA	
that	 affects	 most	 the	 remaining	 bodies	 inside	 the	 system	 with	 its	 gravitational	 field,	 which	
means	 that	 it	has	 the	greatest	mass.	The	passive	gravitational	mass	MP	 represents	 the	gravita‐
tional	field	of	the	body	with	less	mass	and	affects	the	gravitational	field	of	the	more	massive	ob‐
ject	 passively	 only	 and	has	 a	 lesser	mass.	 The	 system	of	 several	 bodies	must	 be	 calculated	 in	
pairs,	 two	 by	 two	 bodies	 simultaneously.	 The	 inertia	 gravitational	 mass	MI	 is	 the	 mass	 with	
which	the	object	in	the	system	resists	the	position	change,	if	acted	upon	by	a	specific	mass.	The	
body	 having	 larger	 inertia	 mass	 changes	 the	 direction	 of	 motion	 slower	 than	 the	 body	 with	
smaller	mass,	as	 the	 force	must	act	on	 the	body	 longer	 in	order	 to	direct	 the	body	 into	a	new	
direction.	If	the	Newtonian	equations	are	written	by	using	newly	named	masses	in	combination	
with	two	bodies,	the	result	is	as	follows:	
	

ଵଶܨ ൌ ܩ
ଶܯ ∙ ଵܯ

ܴଶ
	 (1)

where:	
	ଵଶܨ –			Attraction	with	which	the	second	body	acts	on	the	first	body	
	ܩ 	 –			Gravitational	constant	
	object	second	of	mass	Active			–	ଶܯ
	object	first	of	mass	Passive			–	ଵܯ
ܴ	 	 –			Distance	between	the	two	objects	

	

Consequently,	the	gravitational	force	F12	acting	on	the	first	object	with	the	mass	of	the	second	
object	is	proportional	to	the	product	of	the	active	part	of	gravitational	mass	in	the	system	with	
the	passive	part	of	gravitational	mass,	and	 inversely	proportional	 to	 the	distance	between	 the	
two	objects.	The	acceleration	with	which	the	body	moves	and/or	the	effect	of	the	second	on	the	
first	body	can	be	written	with	the	equation:	
	

ܽଵ ൌ
ଵଶܨ
݉ூଵ

	 (2)
	

ܽଵ		 –			Acceleration	with	which	the	body	moves;	effect	of	the	second	on	the	first	body	
	ଵଶܨ –			Attraction	with	which	the	second	body	acts	on	the	first	body	
݉ூଵ	–			Inertia	mass	of	the	first	body	

	

Transformation	 of	 the	 system	 by	 means	 of	 a	 random	 component	 ensures	 random	motion	 of	
mass	bodies.		

ሻݐሺܨ ൌ  ݀݊ܽݎ ∙ ܨ


ே

ୀଵ.ஷ

ሺݐሻ	 (3)

	

where:	

	ሻݐሺܨ –			Force	with	stochastic	characteristic	in	given	time	t	
	݀݊ܽݎ –		Random	number	at	interval	[0,1]	ensures	randomization	
ܨ
 ሺݐሻ	 –		Force	which	is	caused	by	the	b‐th	mass	particle	and	acts	on	the	a‐th	mass	particle	in	

time	t	
	

As	the	stochastic	mode	of	operation	of	gravitational	force	has	been	given,	the	same	must	be	
effected	 also	 on	 the	 gravitational	 acceleration	 and,	 thus,	 Eq.	 2	 is	 transformed	 to	 an	 n‐
dimensional	equation	in	specific	time	t:	
	

ܽሺݐሻ ൌ
ሻݐሺܨ
ሻݐሺܯ

	 (4)
	

where:	
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ܽሺݐሻ	 –			Gravitational	acceleration	of	body	a	in	the	n‐dimension	space	
	ሻݐሺܨ –			Force	with	stochastic	characteristic	in	specific	time	t	
	ሻݐሺܯ –			Inertia	mass	of	body	a	in	specific	time	t	

	

On	 the	basis	of	 the	updated	equation	 for	 the	 force	with	 stochastic	 characteristic	 in	 specific	
time	t,	and	on	the	basis	of	the	gravitational	acceleration	of	body	a	in	the	d‐dimension	space,	the	
new	velocity	of	particle	or	body	 in	the	space	with	n‐dimensions	–	Eq.	5,	can	be	expressed;	 the	
same	also	applies	to	the	newly	calculated	position	of	the	body	in	the	solution	space	–	Eq.	6:	
	

ݐሺݒ  1ሻ ൌ ݀݊ܽݎ ∙ ሻݐሺݒ  ܽሺݐሻ	 (5)

ݐሺݔ  1ሻ ൌ ሻݐሺݔ  ݐሺݒ  1ሻ	 (6)
	

Terms	in	Eq.	5	and	6:	

ݐሺݒ  1ሻ	 –			New	velocity	of	body	a	in	newly	calculated	time	t	+	1	
ݐሺݔ  1ሻ	 –			New	position	of	body	a	in	newly	calculated	time	t	+	1	
	݀݊ܽݎ 	 –			Random	number	at	interval	[0,1]	ensures	randomization	
	ሻݐሺݒ 	 –			Velocity	of	motion	of	body	a	in	specific	time	t	
ܽሺݐሻ	 	 –			Acceleration	of	body	a	in	specific	time	t	
	ሻݐሺݔ 	 –			Position	of	body	a	in	specific	time	t	
n	 	 –			Index	n	stands	for	the	n‐dimension	space	with	solutions	

	

Gravitational	and	inertia	masses	of	bodies	in	the	system	can	also	be	written	as	a	fitness	func‐
tion	to	define	the	success	of	the	algorithm	in	searching	for	the	solution.	It	must	be	borne	in	mind	
that	 larger	masses	are	better	 indicators	of	solutions	and	are	more	effective;	however,	as	those	
bodies	 have	 larger	mass,	 they	move	 slower	 in	 the	 space	with	 solutions.	 That	 phenomenon	 is	
compensated	 for	 by	 a	 random	 number	 of	 lighter	 bodies	 representing	worse	 solutions	 but,	 in	
combination	with	heavier	bodies,	they	take	part	in	converging	to	proper	solutions	much	faster.	If	
it	is	assumed	that	gravitational	and	inertia	masses	are	identical,	they	can	be	written	in	the	form	
of	an	equation.	Updated	equations	of	the	mass	system	are:	

ܯ ൌ ܯ ൌ ܯ ൌ ܯ . ݊ ൌ 1,2, . . . , ܰ	 (7)

݉ሺݐሻ ൌ
ሻݐሺݐ݂݅ െ ሻݐሺݐݏݎݓ
ሻݐሺݐݏܾ݁ െ ሻݐሺݐݏݎݓ

	 (8)

ሻݐሺܯ ൌ
݉ሺݐሻ

∑ ݉ሺݐሻே
ୀଵ

	 (9)
	

where	݂݅ݐሺݐሻ	stands	for	the	fitness	value	of	body	a	in	specific	time	t,	while	ܾ݁ݐݏሺݐሻ	and	ݐݏݎݓሺݐሻ	
are	values	representing	the	best	and	worst	current	values	of	results	and	can	be	written	even	in	
more	detail,	particularly,	when	searching	for	minimums	and	maximums.	
 

For	minimum:	
ሻݐሺݐݏܾ݁ ൌ ݉݅ ݊∈ሺଵ,ଶ,…,ேሻ݂݅ݐሺݐሻ
ሻݐሺݐݏݎݓ ൌ 	ሻݐሺݐ∈ሺଵ,ଶ,…,ேሻ݂݅ݔܽ݉

(10)
	

For	maximum:	
ሻݐሺݐݏܾ݁ ൌ ሻݐሺݐ∈ሺଵ,…,ேሻ݂݅ݔܽ݉
ሻݐሺݐݏݎݓ ൌ ݉݅ ݊∈ሺଵ,…,ேሻ݂݅ݐሺݐሻ	

(11)

To	 avoid	 efficiently	 the	 local	minimums	 at	 the	 beginning	 of	 the	 algorithm	 start‐up	 the	 re‐
search	principle	must	be	introduced,	whereas,	after	n‐iterations,	the	research	limit	is	dimmed	by	
means	of	elimination	and	the	system	of	algorithm	functioning	passes	into	the	search	mode.	That	
is	reached	by	gradual	elimination	and	each	subsequent	algorithm	iteration	assures	better	con‐
vergence	 of	 solutions.	 Each	 subsequent	 potential	 optimal	 solution	 can	 be	 designated	N‐best,	
where	each	iteration	changes	the	action	of	the	virtual	gravitational	force	with	which	it	affects	all	
the	remaining	bodies	in	the	space	of	solutions.	Consequently,	N‐best	is	the	time	function	having	
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the	value	No	at	 the	beginning	of	 time	 t.	 In	 that	way,	at	 the	beginning	of	 the	algorithm,	all	 ele‐
ments	 act	with	 gravitational	 force	 on	 all	 remaining	 bodies,	while	 the	 force	 decreases	 linearly	
with	 the	reduction	of	 the	number	of	objects	 in	 the	system	and/or	convergence	of	 solutions	 to	
one	point,	which	 can	 also	be	described	by	means	of	 gravitational	 collision	of	 two	bodies.	The	
algorithm	finalises	the	optimization,	when	only	one	body	is	still	available	with	the	greatest	pos‐
sible	mass	with	which	 it	 acted	on	 the	 remaining	bodies	 and	 attracted	 them	gravitationally.	 In	
that	way,	the	Eq.	3	can	be	transformed	and	the	result	is:	

ሻݐሺܨ ൌ  ܨ݀݊ܽݎ
 ሺݐሻ

∈ேି௦௧.ஷ

	 (12)

	

	ሻݐሺܨ –			Force	with	stochastic	characteristic	in	specific	time	t	
	݀݊ܽݎ –			Random	number	at	interval	[0,1],	it	assures	randomization	
ܨ
 ሺݐሻ	 –			Force	which	is	caused	by	the	b‐th	mass	particle	and	acts	on	the	a‐th	mass	particle	

in	time	t	
N‐best	 –			Set	of	first	bodies	with	largest	mass	and	highest	fitness	value	

	

The	pseudocode	of	the	GSA	algorithm	is	presented	in	Fig.	1.	

1:		 Start	GSA	
2:		 Set‐up	search	space	
3:		 For	each	particle	
4:										Initialize	mass	particle	
5:										Start	regression	analysis	module/with	measured	experimental	data		
6:		 END	
7:		 Do	
8:	 For	each	particle/import	measured	experimental	data		
9:	 				Calculate	capacity/fitness	function	of	particle	
10:	 				Capacity	of	particle	>	best	capacity	of	particle	(best	(t))		new	best	
11:	 				Evaluate	worst	values	as	worst	(t)	
12:	 END	
13:	 For	each	particle	
14:	 				Calculate	velocity,	masses	and	accelerations	of	mass	particle		
15:	 				Update	particle	position	and	velocity		
16:	 END	
17:		 While		number	N	of	iterations	is	reached	
18:				END	GSA	

	

Fig.	1	Pseudocode	of	the	GSA	algorithm	

2.3 NSGA‐II algorithm background 

The	NSGA‐II	(elitist	Non‐dominated	Sorting	Genetic	Algorithm)	is	a	genetic	algorithm	designed	
for	multi‐objective	optimization	[26].	The	algorithm	uses	the	crowding	distance	metric	and	non‐
dominated	sorting	as	its	main	features.	Fig.	2	presents	the	algorithm`s	pseudocode.	

Roughly	speaking,	an	algorithm	consists	of	initialization,	selection	and	re‐combination.	Selec‐
tion	and	re‐combination	are	the	main	algorithm	steps	(see	Fig.	2).	In	the	first	step,	the	old	popu‐
lation	of	parents	and	descendants	is	combined	into	a	joint	population	of	size	2n.	In	the	next	step,	
the	subjects	from	that	combined	population	Rt‐1	are	sorted	front	by	front	using	non‐dominated	
sorting.	Subjects	not	dominated	by	any	other	subject	go	into	the	first	front.	The	first	i	fronts	still	
going	whole	 into	 the	new	parent	population	Pt	are	written	 into	 that	population.	The	 first	next	
front	(front	i+1)	not	going	whole	into	the	newly	created	population	is	sorted	by	using	the	crowd‐
ing	metric.	The	 least	crowded	subjects	 from	front	 i+1	are	added	to	the	new	population	Pt.	The	
solutions	have	the	largest	range	if	the	extreme	subjects	in	the	front	are	evaluated	as	best	when	
sorting	with	the	crowding	metric.	Evaluation	of	the	remaining	subjects	in	the	front	is	performed	
by	calculating	the	distance	to	its	nearest	neighbours.	
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1:		 Randomly	generate	and	evaluate	initial	population	of	parents	P0.
2:		 Prepare	empty	initial	population	of	descendants	Q0.	
3:		 Setup	t	=	0.	
4:		 Until	stopping	criterion	has	been	fulfilled,	repeat:	
5:	 Setup	t	=	t	+	1.	
6:	 Unite	two	old	populations	of	parents	and	descendants:	Rt‐1	=	Pt‐1		Qt‐1.	
7:	 Perform	non‐dominated	sorting	on	Rt‐1	and	determine	fronts	Fi,	i	=	1,2,…	
8:	 Prepare	new	empty	population	of	parents	Pt.	
9:	 Put	into	population	Pt	the	first	i	front	fronts	still	fitting	whole	into	it.	
10:	 With	the	use	of	crowding	distance	metric	sort	front	Fi+1	no	more	fitting	whole	into	population	Pt		
11:	 Add	the	least	crowded	subjects	from		Fi+1	to	population	Pt	
12:	 Generate	population	of	descendants	Qt	from	parent	population	Pt	by	using	tournament	selection,	crosso‐

ver	and	mutations.	
13:	 Evaluate	subjects	from	population	of	descendants	Qt.

Fig.	2	Pseudocode	of	the	NSGA‐II	algorithm	
	
When	optimising	k	criteria,	k	subjects	are	first	sorted	according	to	growing	evaluating	values	fj	
for	each	criterion	 j	=	1,	2,…,	k.	 In	the	next	step	for	each	subject	I,	 the	distance	between	its	two	
neighbours	u	and	v	is	calculated	according	to	the	following	equation:	
	

݀ሺ݅ሻ ൌ
݂ሺݑሻ െ ݂ሺݒሻ

݂
௫ െ ݂

 	 (13)

where	 ݂
௫	and	 ݂

	are	 the	maximum	and	the	minimum	values	of	 the	 j‐th	criterion,	respec‐
tively.	

The	following	must	apply:	

݂ሺݑሻ  ݂ሺ݅ሻ  ݂ሺݒሻ	 (14)

As	already	mentioned,	the	highest	possible	distance	is	assigned	to	the	two	extreme	subjects	
(with	respect	to	the	 j	criterion).	For	all	remaining	subjects,	the	crowding	metric	for	subject	 i	 is	
equal	to	the	sum	of	those	distances	according	to	all	criteria:	
	

ܿሺ݅ሻ ൌ ݀ሺ݅ሻ



ୀଵ

	 	(15)

	

The	parent	population	Pt	is	obtained	in	the	manner	described	above.	In	the	next	steps,	the	de‐
scendant	population	is	generated	from	that	population	by	using	tournament	selection,	crossover	
and	mutation.	Out	of	two	random	subjects,	the	subject	classified	into	the	front	with	lower	con‐
secutive	value,	wins	in	the	selection.	If	two	subjects	taking	part	in	selection	come	from	an	equal	
front,	then	the	subject	better	evaluated	by	the	crowding	metric	is	chosen.	The	descendant	popu‐
lation	is	designated	Qt.	Each	subject	from	the	descendant	population	is	evaluated	in	the	last	step	
of	the	NSGA‐II	algorithm.	That	estimate	is	used	in	the	next	generation	for	non‐dominated	sorting	
of	 subjects.	 The	 algorithm	 is	 repeated	 until	 the	 maximum	 number	 of	 generations	 has	 been	
reached	or	until	another	stopping	criterion	has	been	reached.	

3. Results and discussion 

3.1 Modelling of turning process by the Gravitational Search Algorithm 

For	processing	experimental	data	the	GSA	method	was	used	for	the	purposes	of	turning	system	
modelling.	For	the	modelling	process	the	following	control	parameters	of	the	GSA	optimization	
algorithm	were	used:	

 Number	of	mass	bodies:	210	
 Number	of	iterations:	1000	
 Size	of	mass	body	(dimension):	10	
 Power	of	Euclidean	distance	between	mass	bodies:	1	
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 Power	factor	:ߙ	20	
 Gravitational	constant	G0:	100	

	

In	particular,	the	two	random	factors	ߙ	and	G0	must	be	pointed	out.	Both	of	them	are	inter‐
related	 and	 form	 the	 refreshment	 of	 iteration	 within	 the	 scope	 of	 the	 gravitational	 constant,	
where	the	G0	value	is	the	initial	value	of	the	gravitational	constant	and	is	changed	exponentially	
on	the	basis	of	 factor	α	which,	 in	combination	with	 the	ratio	of	consecutive	 iteration	and	total	
number	of	iterations,	affects	the	contingency	of	gravitational	constant	values	additionally	during	
each	iteration.	The	mass	particle	size	and/or	the	properties	of	solutions	written	in	the	mass	par‐
ticle	are	represented	with	a	dimension	which	also	defines	the	number	of	coefficients	in	the	poly‐
nomial	 representing	 the	model	 of	 the	 individual	machining	 operation.	 A	 prerequisite	 for	 suc‐
cessful	 execution	of	modelling	was	 correct	 selection	of	 the	polynomial	optimized	by	means	of	
GSA.	Eq.	16	shows	the	form	of	a	ten‐coefficient	polynomial	which	proved	to	be	a	good	choice	for	
prediction	of	output	variables.	
	

݂ሺݔଵ, ,ଶݔ ଷሻݔ ൌ 	݇ଵ  ݇ଶ ∙ ଵݔ  ݇ଷ ∙ ଶݔ  ݇ସ ∙ ଷݔ  ݇ହ ∙ ଵݔ ∙ ଶݔ  ݇ ∙ ଵݔ ∙ 	ଷݔ
															 	݇ ∙ ଶݔ ∙ ଷݔ  ଼݇ ∙ ଵݔ ∙ ଵݔ  ݇ଽ ∙ ଶݔ ∙ ଶݔ  ݇ଵ ∙ ଷݔ ∙ 	ଷݔ

(16)

where	ݔଵ	is	cutting	speed	vc	,	ݔଶ	is	feed	rate	f,	and	ݔଷ	is	depth	of	cut	ap.	
The	polynomial	 represents	 the	core	of	 the	system	round	which	 the	optimization	process	 is	

designed.	Input	and	output	experimental	values	are	inserted	into	the	polynomial,	while	the	op‐
timization	process	optimises	the	coefficients	in	such	a	manner	that	the	predictions	given	by	the	
polynomial	model	are	as	near	 the	experimental	values	as	possible.	Out	of	all	 the	experimental	
measurements	performed,	fifteen	measurements	were	chosen	at	random	for	the	process	of	op‐
timising	of	the	polynomial	coefficients,	while	the	remaining	5	measurements	were	used	for	re‐
sult	verification.	The	results	of	optimization	are	polynomial	models	for	the	calculation	of	cutting	
force,	surface	roughness	and	tool	wear	(Eq.	17‐19).	

	
ܨ ൌ 523.66 െ 1.89 ∙ ଵݔ െ 	813.18 ∙ ଶݔ  48.88 ∙ ଷݔ  3.05 ∙ ଵݔ ∙ ଶݔ
										0.29 ∙ ଵݔ ∙ ଷݔ  1439.13 ∙ ଶݔ ∙ ଷݔ  0.0014 ∙ ଵݔ ∙ ଵݔ െ 1257.73 ∙ ଶݔ ∙ 	ଶݔ
									െ	43.70 ∙ ଷݔ ∙ 	ଷݔ

(17)

	

ܴ ൌ 3.74 െ 0.01 ∙ ଵݔ െ 4.25 ∙ ଶݔ  1.53 ∙ ଷݔ െ 0.01 ∙ ଵݔ ∙ ଶݔ െ 0.001 ∙ ଵݔ ∙ ଷݔ
	 					െ	1.03	 ∙ ଶݔ ∙ ଷݔ  0.00002 ∙ ଵݔ ∙ ଵݔ  68.81 ∙ ଶݔ ∙ ଶݔ െ 0.31 ∙ ଷݔ ∙ 	ଷݔ

(18)
	

ܶ ൌ 294.77	 െ 0.95 ∙ ଵݔ െ 	242.17 ∙ ଶݔ െ 4.60 ∙ ଷݔ  0.24 ∙ ଵݔ ∙ ଶݔ  0.02 ∙ ଵݔ ∙ 	ଷݔ
								െ	9.20 ∙ ଶݔ ∙ ଷݔ  0.0007 ∙ ଵݔ ∙ ଵݔ  287.75 ∙ ଶݔ ∙ ଶݔ െ 5.37 ∙ ଷݔ ∙ 	ଷݔ

(19)

	
Testing	of	the	developed	models	was	recorded	as	a	comparison	of	experimental	values,	predic‐
tions	and	percent	deviation;	experimental	value	→	prediction	→	percent	deviation:	
	

 Principal	cutting	force	(Eq.	17)	
Lowest	deviation	with	measured	value:	550.848	N	→557.877	N	→1.28	%	
Highest	deviation	with	measured	value:	174.024	N	→189.579	N	→8.94	%	
Average	deviation	of	all	twenty	measurements	with	ten	predictions:	3.57	%	

	

 Surface	roughness	(Eq.	18)	
Lowest	deviation	with	measured	value:	2.32	µm	→2.31	µm	→0.43	%	
Highest	deviation	with	measured	value:	1.31	µm	→1.48	µm	→13.30	%	
Average	deviation	of	all	twenty	measurements	with	ten	predictions:	4.02	%	

	

 Tool	life	(Eq.	19)	
Lowest	deviation	with	measured	value:	10.93	min	→	10.77	µm	→1.49	%	
Highest	deviation	with	measured	value:	28.43	min	→	26.45	min	→	6.97	%	
Average	deviation	of	all	twenty	measurements	with	ten	predictions:	4.50	%	

	
In	this	case,	the	deviation	was	within	the	acceptable	ten	percent.	In	any	case,	the	lowest	pos‐

sible	 deviations	 are	 desirable,	 but	 the	 size	 of	 deviations	 depends	 primarily	 on	 the	 number	 of	
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measurements.	 The	 experiment	 assured	 only	 20	 results	 of	 finishing	machining,	 therefore,	 the	
final	average	of	results	can	be	assumed	to	be	acceptable.	

3.2 Multi‐objective optimization by the NSGA‐II algorithm 

On	the	basis	of	models	created	by	means	of	the	GSA	algorithm	and	outlined	in	the	previous	sub‐
section,	in	this	paragraph,	a	set	of	optimal	solutions	for	the	chosen	machining	operation	will	be	
searched	for.	In	our	case,	the	resulting	models	for	force,	roughness	and	tool	resistance	represent	
three	 objective	 (criteria)	 functions	 having	 to	 satisfy	 also	 the	 limitations	 stated	 below.	 In	 this	
research,	the	aim	of	multi‐objective	optimization	by	the	NSGA‐II	method	was	to	determine	such	
a	combination	of	independent	input	variables	(i.e.	cutting	force,	feed	rate	and	cut	depth)	at	cho‐
sen	 intervals,	 that	optimal	values	of	 criteria	 functions	will	be	 reached	and	 the	 limitations	pre‐
scribed	satisfied.	On	the	basis	of	theoretical	calculations	of	limitations,	and	on	the	basis	of	exper‐
imental	data,	the	optimization	limitations	of	cutting	force	Fc,	roughness	Ra	and	tool	resistance	T	
were	determined:	

 ܨ  450.0	N	
 1.0  ܴ  1.6	μm	
 15.0  ܶ	  20.0	min	

	

According	to	the	theoretical	calculations	and	experimental	data,	the	intervals	of	independent	
variables	of	cutting	speed	vc,	feed	rate	f	and	cut	depth	ap	were	also	prepared:	

 366.0 ൏ ݒ ൏ 540.0
୫

୫୧୬
	

 0.10 ൏ ݂ ൏ 0.18
୫୫

୰ୣ୴
	

 0.2 ൏ ܽ ൏ 1.2	mm	
	

The	results	of	 the	 fine	 turning	operation	are	presented	by	means	of	a	Pareto	optimal	 front.	
Minimal	surface	roughness	has	priority	as	fine	machining	is	aimed	at	securing	final	shapes	and	
dimensions.	Fig.	3	shows	the	results	of	optimization	developed	by	using	the	GSA	algorithm.		
	

 
Fig.	3	Pareto	optimal	front		

The	Pareto	optimal	front	contains	53	equivalent	solutions.	The	most	successful	optimal	combi‐
nation	is	proposed,	where:	
	

Independent	parameters:	
x1	=	vc	=	439.9	m/min	
x2	=	f	=	0.11	mm/rev	
x3	=	ap	=	0.62	mm	

Dependent	parameters:	
Fc	=	201.36	N	
Ra	=	1	μm	
T	=	19.53	min	
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4. Conclusion 
In the first step of the research an intelligent system was devised, ensuring effective modelling of 
the CNC machining process by the use of a GSA. The relevant GSA was developed, with an added 
regression analysis module allowing wider algorithm functioning for modelling machining oper-
ations with a training base. The developed system is useful in all standard machining processes, 
e.g. turning, milling, drilling, but, for the purpose of this research, the models of the CNC turning 
process have been developed with the use of experimental measurements relating to the turning 
process, and their accuracy tested. Results have confirmed that the CNC machining process can 
be modelled effectively by using a GSA.  

In the second step, the models of CNC turning were used for multi-objective optimization of 
machining parameters by the NSGA-II algorithm. The result of multi-objective optimization of 
machining parameters was the Pareto front of optimal solutions, out of which the solution most 
suitable in practice can be selected for the chosen machining operation. For example, if fine ma-
chining parameters are looked for, the solution, giving priority to minimum surface roughness, 
will be selected, as the aim of fine machining is securing final shapes and dimensions. 
 Prospective further researches could focus on the enhancement of the training and testing 
base with new measurements, and on repetition of the whole experiment with other materials 
and tools. The use of appropriate machine tools and sensors could also ensure current measur-
ing of cutting force which would be transmitted via computer communication into the base on 
an intermediate server or computer. 
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