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A B S T R A C T A R T I C L E   I N F O 
This paper focuses on financing choices and information-sharing strategies in 
the capital-constrained supply chain. We model four scenarios with the capi-
tal constraints of the respective manufacturer and retailer using bank credit 
financing (BCF) and trade credit financing (TCF) approaches to address fi-
nancing problems, and investigate the retailer’s willingness to share demand 
forecasting information. We find that TCF is an equilibrium financing choice 
for a capital-constrained supply chain. However, when a capital-constrained 
member chooses TCF, sharing demand information over the supply chain 
becomes more difficult. The interactions between the choices of financing 
approach and information sharing based on the game equilibriums, as well as 
the conditions that encourage the well-funded member to offer TCF in the 
capital-constrained supply chains, have also been analytically explored and 
numerically verified. Additional managerial insights are provided for discus-
sions. 
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1. Introduction
Capital is the basic guarantee for smooth operations and management of supply chains, never-
theless, many enterprises are capital-constrained during startup phases [1]. According to Enter-
prise Surveys (World Bank Group, 2018), which encompass more than 135,000 enterprises in 
139 countries, 53.6 % of the enterprises require a loan, and 26.5 % cited access to finance as a 
major restriction. Both the manufacturer and the retailer may face capital constraints. In March 
2018, Peugeot Citroen immediately issued a supply disruption warning when noticed that up to 
85 % of the major suppliers were facing financing difficulties. A total of 19 % of U.S. retailers 
closed their stores due to capital-constrained reasons in the first half of 2019, and more than 
7,000 retail stores were finally closed. In 2020, the outbreak of the COVID-19 pandemic posed 
great challenges to the stability of the supply chain system and undermined the shortage of 
funds in the supply chain [2]. Many companies suffer from budget pressure had to close down a 
mass of their factories and stores. On March 23, 2020, Tesla temporarily suspended production 
at its two plants in New York and California. In May, the first major fashion retailer, J. Crew 
Group Inc. filed for bankruptcy, followed by Neiman Marcus, a luxury department store, and in 
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December, Debenhams, a British retail giant with more than 230 years of history, declared bank-
ruptcy.  

To ease the capital constraints, a firm may have access to more than one financing sources. 
Bank credit financing (BCF) is a common financing approaches provided by banks for firms to 
meet the financing requirements. In 2016, 20 % of China's small and medium-sized firms (SMEs) 
borrowed from banks [3], To increase the overall efficiency of the entire supply chain, large 
well-funded firms often provide trade credit financing (TCF) to the participants within the sup-
ply chain in practice. Ford Motor Credit Company LLC, a wholly-owned subsidiary of Ford Motor 
Company, offers wholesale loans to dealers to finance the purchase of vehicle inventory, as well 
as loans to dealers to finance working capital and enhancements to dealership facilities [4]. And 
Haier provides trade credit to its small partners to alleviate their financial strain [5]. However, 
the related research seem to have opposing opinions on whether capital-constrained buy-
ers/retailers should adopt BCF or TCF. Through numerical research, Zhou and Groenevelt [6] 
contend that bank credit is better than trade credit. Whereas Kouvelis and Zhao [7] pointed out 
that if the retailer is provided an effectively constructed scheme, they would always choose sup-
plier financing over bank financing. Jing et al. [8] demonstrate that TCF (BCF) is the unique fi-
nancing equilibrium when production costs are below (above) a certain threshold, when both 
bank credit and trade credit are available. 

Specifically, for the capital-constrained supply chain with the coexistence of bank and trade 
credits, demand uncertainty and information asymmetry should also be emphasized. Demand 
uncertainty would not only aggravate the internal difficulties of enterprises’ operations but also 
exert external financing pressure on capital-constrained enterprises [9]. Internally, it necessi-
tates greater financial investment in inventory management to prevent stock-outs, while exter-
nally, the uncertain sales revenue makes it harder for firms to maintain robust cash flow and 
may raise the risk of default, a critical factor for their lending agents or institutions in determin-
ing the interest rate. Wang et al. [1] have shown that increased demand uncertainty may prompt 
lenders to charge a higher interest rate, which would further impact the decisions and perfor-
mance of supply chain participants in the lending market. Therefore, demand forecasting is im-
portant for capital-constrained enterprises because it is an effective way to reduce demand un-
certainty [10]. If the retailer shares demand information with the upstream manufacturer, it 
would help the manufacturer improve the accuracy of demand forecasting. Thus, the problem 
would be whether the retailer decides to share private demand information with the upstream 
manufacturer in a capital-constrained supply chain. Given that both manufacturers and retailers 
may face increasing capital constraints, wherein the uncertain demand and asymmetric infor-
mation further complicate the financing for the capital-constrained member, this paper address-
es the following issues: How does a capital-constrained member make financing choices in the 
face of asymmetric demand information? Will the retailer share demand information when the 
capital-constrained member addresses the financing problem through BCF and TCF respective-
ly? How will the information be shared with different financing choices? All the above-
mentioned problems are key to capital-constrained supply chain management under infor-
mation asymmetry. 

However, while the theoretical studies on respective financing and information sharing are 
abundant, there is limited research focusing on supply chain management that considers both 
demand information asymmetry and capital constraints at an operational level. This paper 
shows the equilibrium choices of financing and information-sharing strategies for an infor-
mation-asymmetric supply chain with either capital-constrained manufacturers or retailers. 
Based on the game equilibriums, the interactions between the above two strategies (i.e., financ-
ing vs. information sharing) are analysed, and the conditions that the well-funded member is 
willing to provide TCF are further discussed.   

This paper contributes to the state-of-the-art research in three ways: First, we identify the fi-
nancing choices, i.e., BCF or TCF, that the capital-constrained manufacturer/retailer prefers to 
take in the face of asymmetric demand information. We find that TCF is an equilibrium financing 
choice in both scenarios with capital constraints of manufacturer and retailer. Second, we fur-
ther analyse the correlation between the choice of financing approach and information sharing. 
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Although the capital-constrained member’s financing choice does not directly affect the retailer's 
information-sharing strategy, the value of information sharing has changed: when the capital-
constrained member opts for TCF, the retailer is less willing to share demand information in 
case of losing profits. Third, we consider the bank deposit and loan rates for the choice of BCF in 
the construction of the game model and numerically analyse the ranges of deposit and loan rates 
that urge the well-funded member become willing to provide TCF. 

The rest of the paper is organized as follows. Section 2 reviews the relevant literature and 
Section 3 introduces the model framework. In Section 4, the game model when capital-
constrained manufacturer adopts BCF and TCF are built respectively, and the equilibrium solu-
tions are discussed. And the game equilibriums of the model when capital-constrained retailer 
adopts BCF and TCF are analysed in Section 5. Based on the equilibrium results, the impact of 
the financing approach on the value of information sharing is explored in Section 6, and the will-
ingness of the well-funded member to provide TCF in Section 7. Section 8 is the numerical study. 
The last section summarizes the conclusions and provides additional managerial insights for 
discussions. 

2. Literature review 
This is an interface study of operations management and finance in which the financing options 
in a capital-constrained supply chain are investigated. It is a typical practice for enterprises suf-
fering capital constraint to establish alternate financing approaches with distinct decisional dy-
namics amongst supply chain participants. Numerous studies have investigated the selection of 
financing approaches in a capital-constrained supply chain when alternative capital sources are 
available [11-16], wherein a significant amount of research has shown the effect of demand un-
certainty on the efficiency of BCF and TCF. Jing et al. [8] conclude that BCF should be used under 
high demand uncertainty to increase channel efficiency. Overall, TCF is more lucrative than BCF 
for the manufacturer provided manufacturing costs and demand fluctuation are modest but is 
less profitable otherwise. Based on this study, Chen et al. [17] further verify that TCF improves 
the efficiency of the channel compared with bank credit. The retailer shares the demand risk 
with the manufacturer under TCF, and the manufacturer's risk sharing effectively reduces the 
retailer's marginal cost, which causes the retailer to increase the order quantity. Increased in-
ventory at the store improves anticipated product sales, hence increasing the manufacturer's 
earnings. They conclude that trade credit is the only financing equilibrium in wholesale price 
contracts. According to Zhao and Arnd [18], the retailer may select between two pre-shipment 
finance mechanisms (APD, advance payment discount; BPOF, buyer-backed purchase order fi-
nancing) to alleviate the supplier's financial difficulties. They discover that the retailer chooses 
APD over BPOF until the marginal cost of financial hardship outweighs the value of the unit dis-
count. They demonstrate that the financing equilibrium zone of APD grows with both the retail-
er's internal capital level and demand fluctuation. The decisional dynamics of a supply chain that 
includes a supplier and a capital-constrained retailer that selects between BCF and TCF are ex-
amined by Shi et al. [9] in relation to demand uncertainty reduction (DUR). They recommend 
that when DUR is high and wholesale price is exogenous and cheap, the retailers should take 
TCF. And retailers should only take TCF, when the wholesale price is determined endogenously. 
and both DUR and manufacturing costs are low.  

Notably, the research described above has mostly focused on choosing a financing approach, 
and some of them have shown that reducing demand uncertainty would impact the efficacy of 
BCF and TCF. But all the above literature is conducted under information symmetry. None of 
them has examined the information-sharing decision of retailers in a capital-constrained supply 
chain. Information sharing decision, that is, whether to share information based on the self-
interest of the information holder, is the core issue in the field of information sharing. In recent 
years, much study has been undertaken on the relationship between information sharing and 
supply chain operation decisions. Mishra et al. [19] demonstrate that in both make-to-order and 
make-to-stock situations, sharing the forecast unconditionally by the retailer is advantageous for 
the manufacturer but detrimental for the retailer. However, Li and Zhang [20] conclude that if 



Duan, Wang, Ye 
 

266 Advances in Production Engineering & Management 17(3) 2022 
 

the level of demand uncertainty is moderate, the retailer has an incentive to voluntarily share 
the information manufacturer in the make-to-stock situations. Lai et al. [21] demonstrate that 
forecast sharing from the port can not only increase profitability for both partners, but also en-
courage investments in sustainability, even when the carrier is risk-averse in the marine supply 
chain. Liu et al. [22] investigate information sharing in a fresh-produce e-commerce supply chain 
in which the supplier provides freshness-keeping effort, and the e-tailer offers value-added ser-
vices. They discover that information sharing is more likely to happen when the supplier is more 
cost-effective in investment in freshness-keeping or when the e-tailer is more effective in service 
investment. Li et al. [23] focus on a supply chain in which the manufacturer buys a component 
from the supplier who has private information on supply disruption risk. They discover that 
when the supplier's initial reliability is low in the pull regime, greater information transparency 
may be damaging to the manufacturer, but the high-type supplier might surprise provide a sig-
nificant return under information asymmetry. Wang et al. [24] investigate information sharing 
in secondary supply chains in the presence of potential supplier intrusion and find that the de-
gree of information sharing by retailers was not related to supplier intrusion. Liu et al. [25] 
study the information-sharing problem in a secondary supply chain consisting of two homoge-
neous manufacturers and a value-added retailer and find that when value-added services are 
cost-inefficient, the manufacturer's receipt of information shared by the retailer hurts its profit 
instead. Guan et al. [26] develop the information-sharing strategies for two competing supply 
chains and conclude that when one supply chain chooses an information-sharing strategy will 
affect the strategy choice of the other supply chain. Yan et al. [27] analyse the impact of block-
chain technology on supply chain information coordination and conclude that blockchain tech-
nology can effectively reduce supply chain operating costs. 

However, very few studies consider the effect of information sharing on the financing options 
of a capital-constrained supply chain, as far as we are aware. To take advantage of this research 
opportunity, this research seeks to analyse the equilibrium choices of financing approach and 
information-sharing strategy in a capital-constrained supply chain with the analysis of the inter-
actions between financing channel choice and information-sharing decisions.  

3. Model framework 
Consider a capital-constrained supply chain consisting of a manufacturer (he) and a retail-
er(she) with asymmetric demand information. The manufacturer or the retailer facing capital 
constraints chooses between BCF and TCF when challenged with financing problems. BCF is a 
common financing approach whereby capital constraints are eased by bank loans, whereas TCF 
with capital-constrained manufacturer/retailer differs. When the manufacturer faces capital 
constraints, the retailer can offer TCF through advance payment. On the other hand, if the retail-
er is capital-constrained, TCF is provided via deferred payment from the manufacturer. Thus, it 
is important for the capital-constrained member to determine which financing approach should 
be adopted. The proximity to the customers facilitates the retailer to receive more accurate in-
formation about the market demand than the manufacturer does. It enables the retailer to de-
termine whether to share the demand information with the manufacturer. This paper explores 
the equilibrium financing decision of the capital-constrained member and the equilibrium in-
formation-sharing decision of the retailer, as well as the interplay of the above two decisions. 

The sequence of the game when manufacturer faces capital constraints is as follows. Before 
the selling season, the retailer decides whether to share the information, and the manufacturer 
decides whether to accept the information if retailer is willing to share. Then the manufacturer 
determines wholesale price 𝑤𝑤 (𝑤𝑤 > 𝑐𝑐), and the retailer determines retail price retail price 𝑝𝑝 (𝑝𝑝 >
𝑤𝑤) and places the order. After receiving the order, the manufacturer begins production with per-
unit production cost 𝑐𝑐 if he has sufficient funds, otherwise, he resorts to TCF or BCF for financ-
ing. When production is completed, the manufacturer sells the products to the retailer at 𝑤𝑤 and 
deposits profits into bank. During the selling season, the retailer sells products in the market at 
𝑝𝑝, and also deposits the sales proceeds on zero deposit and withdrawal. At the end of the sales 
season, the manufacturer and retailer take back the principal and interest on the deposit, and 
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the manufacturer pays off the debt. If the retailer is capital-constrained, she pays for the product 
upon receipt by taking out a loan from the bank or at the end of the sale season through a de-
ferred payment option offered by the manufacturer. 

3.1 Demand function 

The demand function is written as 𝐷𝐷 = 𝑎𝑎 − 𝑏𝑏𝑏𝑏 + 𝜀𝜀, where 𝑎𝑎 refers to the market size and b the 
demand elasticity of retail price. 𝜀𝜀 is the randomness of market demand, which is assumed to be 
normally distributed with a mean of 0 and a variance of 𝜎𝜎2. We assume that the retailer has pri-
vate demand forecasting information 𝛾𝛾, i.e., 𝛾𝛾 = 𝜀𝜀 + 𝛿𝛿 , where 𝛿𝛿 captures the noise in the fore-
cast error, which is also normally distributed with a mean of 0 and a variance of 𝜎𝜎02. According to 
the existing literature [19, 21], we denote 𝐻𝐻 = 𝐸𝐸[𝜀𝜀|𝛾𝛾] = 𝜎𝜎2𝛾𝛾

𝜎𝜎02+𝜎𝜎2
 and 𝑉𝑉𝑉𝑉𝑉𝑉[𝜀𝜀|𝛾𝛾] = 𝜎𝜎2𝜎𝜎02

𝜎𝜎02+𝜎𝜎2
, where 𝐻𝐻 

refers to the market demand fluctuation. 

3.2 Model assumptions 

To facilitate the construction of the models, we have the following assumptions: 

(1) The capital-constrained member's initial capital is assumed to be zero. 
(2) No moral hazard exists. Both the manufacturer and retailer are creditworthy and the 

loan will be repaid at the conclusion of the sales period;. 
(3) No bankruptcy risk happens. The supply chain system and the bank operate in good con-

ditions in the game and there are no extreme changes in the market environment. 
(4) During the s season, the retailer deposits the sales revenue in the bank on a zero-deposit 

basis, disregarding the self-retaining non-deposit. 

4. Manufacturer's choice with capital constraints 
4.1 Analysis of trade credit financing 

The retailer can ease the manufacturer's capital constraints by paying in advance, which is a 
typical type of TCF. The sequence of the game when a capital-constrained manufacturer adopts 
TCF is shown in Fig. 1. 

When the retailer is not willing to share demand information, the manufacturer has to de-
termine the wholesale price according to his private information. The expected profit functions 
of the manufacturer and the retailer can be described as follows: 

𝐸𝐸[𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀] = (1 + 𝐼𝐼𝑀𝑀)(𝑤𝑤1𝑀𝑀𝑀𝑀 − 𝑐𝑐)(𝑎𝑎 − 𝑏𝑏𝑝𝑝1𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀]) (1) 
𝐸𝐸[𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝1𝑀𝑀𝑀𝑀 − 𝑤𝑤1𝑀𝑀𝑀𝑀](𝑎𝑎 − 𝑏𝑏𝑝𝑝1𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (2) 

where 𝐼𝐼𝑀𝑀 and 𝐼𝐼𝑅𝑅 refer to the deposit rate of the manufacturer and the retailer. We express 𝐼𝐼𝑀𝑀 =
(𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑡𝑡𝑠𝑠𝑠𝑠)𝑖𝑖𝑀𝑀 and 𝐼𝐼𝑅𝑅 = 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅 , wherein 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 denotes the length of lead time, 𝑡𝑡𝑠𝑠𝑠𝑠 the length of sales 
period, 𝑖𝑖𝑀𝑀 the bank deposit rate and 𝑖𝑖𝑅𝑅 the deposit rate for zero deposit and withdrawal. 
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Fig. 1 The sequence of events with manufacturer’s choice of TCF 
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When the retailer decides to share her private demand forecasting information, the manufac-
turer determines the wholesale price depending on the information shared by the retailer. The 
expected profit functions of the manufacturer and the retailer are written as: 

𝐸𝐸[𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀 ] = (1 + 𝐼𝐼𝑀𝑀)(𝑤𝑤1𝑀𝑀𝑀𝑀 − 𝑐𝑐)(𝑎𝑎 − 𝑏𝑏𝑝𝑝1𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (3) 
𝐸𝐸[𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝1𝑀𝑀𝑀𝑀 − 𝑤𝑤1𝑀𝑀𝑀𝑀](𝑎𝑎 − 𝑏𝑏𝑝𝑝1𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]). (4) 

By solving with back induction, we can get the equilibriums of the game with retailer’s shar-
ing or not sharing demand information as shown in Table 1. 

Table 1 The game equilibriums with manufacturer’s choice of TCF 
 No information sharing Information sharing 

𝑝𝑝1∗ 𝑝𝑝1𝑀𝑀𝑀𝑀∗ =
(3𝑎𝑎 + 2𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

4𝑏𝑏(1 + 𝐼𝐼𝑅𝑅)  𝑝𝑝1𝑀𝑀𝑀𝑀∗ =
3(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

4𝑏𝑏(1 + 𝐼𝐼𝑅𝑅)  

𝑤𝑤1∗ 𝑤𝑤1𝑀𝑀𝑀𝑀∗ =
𝑎𝑎(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

2𝑏𝑏  𝑤𝑤1𝑀𝑀𝑀𝑀∗ =
(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

2𝑏𝑏  

𝜋𝜋𝑅𝑅1∗  𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ = 𝐴𝐴1 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ = 𝐵𝐵1 

𝜋𝜋𝑀𝑀1∗  𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ = (1 + 𝐼𝐼𝑀𝑀)𝐶𝐶1 −
𝐻𝐻2(1 + 𝐼𝐼𝑅𝑅)(1 + 𝐼𝐼𝑀𝑀)

8𝑏𝑏  𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ = 2(1 + 𝐼𝐼𝑀𝑀)𝐵𝐵1

 
𝜋𝜋𝑆𝑆𝑆𝑆1∗  𝜋𝜋𝑆𝑆𝑆𝑆1𝑀𝑀𝑀𝑀∗ = 𝐴𝐴1 + (1 + 𝐼𝐼𝑀𝑀)𝐶𝐶1 −

𝐻𝐻2(1 + 𝐼𝐼𝑅𝑅)(1 + 𝐼𝐼𝑀𝑀)
8𝑏𝑏

 

𝜋𝜋𝑆𝑆𝑆𝑆1𝑀𝑀𝑀𝑀∗ = (3 + 2𝐼𝐼𝑀𝑀)𝐵𝐵1 

Note: 𝐴𝐴1 = [(𝑎𝑎+2𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅) , 𝐵𝐵1 = [(𝑎𝑎+𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅)  , 𝐶𝐶1 = [(𝑎𝑎−𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅) . The deposit rate of the respective 
manufacturer and retailer and the bank loan rate is denoted as 𝐼𝐼𝑀𝑀 = (𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑡𝑡𝑠𝑠𝑠𝑠)𝑖𝑖𝑀𝑀 , 𝐼𝐼𝑅𝑅 = 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅 
where 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑡𝑡𝑠𝑠𝑠𝑠 , 𝑖𝑖𝑀𝑀, and 𝑖𝑖𝑅𝑅 represent the length of lead time, the length of sales period, the bank 
deposit rate and the deposit rate for zero deposit and withdrawal respectively. 

According to the game equilibriums, when the manufacturer faces capital constraints and 
adopts TCF, the optimal wholesale price is positively related to the retailer's deposit rate and 
deposit time regardless of whether she shares demand information. Inversely, the optimal retail 
price is negatively related to the retailer's deposit rate and deposit time. Both the optimal 
wholesale price and retail price are independent of the manufacturer's deposit rate and deposit 
time.  

The retailers' profits are only positively related to the retailer's time deposit rate of small 
savings for lump-sum withdrawal over time, which is independent of the manufacturers' deposit 
rate and time. In contrast, the manufacturers' profits are positively correlated not only with both 
members’ deposit rates and time but also with the retailer's time deposit rate of small savings 
for lump-sum withdrawal over time.  

4.2 Analysis of bank credit financing 

BCF refers to the financing channel where the manufacturer raises seed money from bank loans. 
The sequence of events when a capital-constrained manufacturer adopts BCF is shown in Fig. 2. 
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When the retailer does not share demand information, the manufacturer can only determine 
the wholesale price based on his private information. The expected profit functions of the manu-
facturer and the retailer are as follows: 

𝐸𝐸[𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀] = [(1 + 𝐼𝐼𝑀𝑀)𝑤𝑤2𝑀𝑀𝑀𝑀 − (1 + 𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑀𝑀)𝑐𝑐](𝑎𝑎 − 𝑏𝑏𝑝𝑝2𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀]) (5) 
𝐸𝐸[𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝2𝑀𝑀𝑀𝑀 − 𝑤𝑤2𝑀𝑀𝑀𝑀](𝑎𝑎 − 𝑏𝑏𝑝𝑝2𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀|𝛾𝛾])  (6) 

On the other hand, if the retailer shares her private demand forecasting information with the 
manufacturer, the wholesale price is chosen according to the information that is shared by re-
tailer. The expected profit functions of the manufacturer and the retailer can be described as 
follows: 

𝐸𝐸[𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀 ] = [(1 + 𝐼𝐼𝑀𝑀)𝑤𝑤2𝑀𝑀𝑀𝑀 − (1 + 𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑀𝑀)𝑐𝑐](𝑎𝑎 − 𝑏𝑏𝑝𝑝2𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (7) 
𝐸𝐸[𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝2𝑀𝑀𝑀𝑀 − 𝑤𝑤2𝑀𝑀𝑀𝑀](𝑎𝑎 − 𝑏𝑏𝑝𝑝2𝑀𝑀𝑀𝑀 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (8) 

By solving the above formulas, we derive the game equilibriums with alternative infor-
mation-sharing decisions of the retailer, which is shown in Table 2.  

Table 2 The game equilibriums with manufacturer’s choice of BCF 
 No information sharing Information sharing 

𝑝𝑝2∗ 𝑝𝑝2𝑀𝑀𝑀𝑀∗ =
(3𝑎𝑎 + 2𝐻𝐻)(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑀𝑀)

4𝑏𝑏(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅)  𝑝𝑝2𝑀𝑀𝑀𝑀∗ =
3(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑀𝑀)

4𝑏𝑏(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅)  

𝑤𝑤2∗ 𝑤𝑤2𝑀𝑀𝑀𝑀∗ =
𝑎𝑎(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑀𝑀)

2𝑏𝑏(1 + 𝐼𝐼𝑀𝑀)  𝑤𝑤2𝑀𝑀𝑀𝑀∗ =
(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑀𝑀)

2𝑏𝑏(1 + 𝐼𝐼𝑀𝑀)  

𝜋𝜋𝑅𝑅2∗  𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗ = 𝐴𝐴2 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗ = 𝐵𝐵2 

𝜋𝜋𝑀𝑀2∗  𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗ = 𝐶𝐶2 −
𝐻𝐻2(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅)

8𝑏𝑏  𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗ = 2(1 + 𝐼𝐼𝑀𝑀)𝐵𝐵2

 
𝜋𝜋𝑆𝑆𝑆𝑆2∗  𝜋𝜋𝑆𝑆𝑆𝑆2𝑀𝑀𝑀𝑀∗ = 𝐴𝐴2 + 𝐶𝐶2 −

𝐻𝐻2(1 + 𝐼𝐼𝑀𝑀)(1 + 𝐼𝐼𝑅𝑅)
8𝑏𝑏

 

𝜋𝜋𝑆𝑆𝑆𝑆2𝑀𝑀𝑀𝑀∗ = (3 + 2𝐼𝐼𝑀𝑀)𝐵𝐵2 

Note: 𝐴𝐴2 = [(𝑎𝑎+2𝐻𝐻)(1+𝐼𝐼𝑅𝑅)(1+𝐼𝐼𝑀𝑀)−𝑏𝑏𝑏𝑏(1+𝐼𝐼𝑀𝑀+𝐽𝐽𝑀𝑀)]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅)(1+𝐼𝐼𝑀𝑀)2 , 𝐵𝐵2 = [(𝑎𝑎+𝐻𝐻)(1+𝐼𝐼𝑅𝑅)(1+𝐼𝐼𝑀𝑀)−𝑏𝑏𝑏𝑏(1+𝐼𝐼𝑀𝑀+𝐽𝐽𝑀𝑀)]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅)(1+𝐼𝐼𝑀𝑀)2 , 𝐶𝐶2 = [(𝑎𝑎−𝐻𝐻)(1+𝐼𝐼𝑅𝑅)(1+𝐼𝐼𝑀𝑀)−𝑏𝑏𝑏𝑏(1+𝐼𝐼𝑀𝑀+𝐽𝐽𝑀𝑀)]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅)(1+𝐼𝐼𝑀𝑀)2 . 

The deposit rate of the respective manufacturer and retailer and the bank loan rate is denoted as 
𝐼𝐼𝑀𝑀 = 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀 , 𝐼𝐼𝑅𝑅 = 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅 and 𝐽𝐽𝑀𝑀 = 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑗𝑗𝑀𝑀, where 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑡𝑡𝑠𝑠𝑠𝑠 , 𝑖𝑖𝑀𝑀, 𝑖𝑖𝑅𝑅 and 𝑗𝑗𝑀𝑀 represent the length of lead 
time, the length of sales period, the bank deposit rate, the deposit rate for zero deposit and with-
drawal and the bank loan rate respectively. 

A comparison with the previous conclusions in Section 4.1 shows that when the manufactur-
er faces capital constraints and adopts BCF, both the optimal wholesale price and the optimal 
retail price are related to the manufacturer's bank deposit and loan interest rate, as well as the 
length of lead time and sales period. Meanwhile, the profits of both the retailer and manufactur-
er depend on the manufacturer’s loan rate and the length of lead time. The rest of the conclu-
sions are similar to those in the previous section. 

4.3 Information sharing strategy with manufacturer's capital constraints 

By comparing the game equilibriums in the scenarios with retailer’s sharing or not sharing de-
mand information, we have the following analytical results for the information-sharing strategy 
when the manufacturer is capital-constrained. 

Proposition 1: The retailer’s equilibrium information sharing strategy with the manufacturer’s 
capital constraints is given as: 

(1) When the actual market demand fluctuates positively (i.e., 𝐻𝐻 > 0), regardless of the capital-
constrained manufacturer’s choice of TCF or BCF, the wholesale price and the retail price will 
both increase if the retailer shares demand information, i.e., 𝑤𝑤1𝑀𝑀𝑀𝑀∗ > 𝑤𝑤1𝑀𝑀𝑀𝑀∗, 𝑤𝑤2𝑀𝑀𝑀𝑀∗ > 𝑤𝑤2𝑀𝑀𝑀𝑀∗ , 
𝑝𝑝1𝑀𝑀𝑀𝑀∗ > 𝑝𝑝1𝑀𝑀𝑀𝑀∗ and 𝑝𝑝2𝑀𝑀𝑀𝑀∗ > 𝑝𝑝2𝑀𝑀𝑀𝑀∗. Meanwhile, the retailer's profit will decrease while the manufac-
turer’s profit grows, i.e., 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗, 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗, 𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ < 𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ and 𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗ < 𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗. Thus, it is 
not wise for the retailer to share demand information. 
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(2) When the actual market demand fluctuates negatively (i.e., 𝐻𝐻 < 0), regardless of the capital-
constrained manufacturer’s choice of TCF or BCF, the wholesale price and the retail price will go 
down with the retailer’s information sharing decision, i.e., 𝑤𝑤1𝑀𝑀𝑀𝑀∗ < 𝑤𝑤1𝑀𝑀𝑀𝑀∗, 𝑤𝑤2𝑀𝑀𝑀𝑀∗ < 𝑤𝑤2𝑀𝑀𝑀𝑀∗ , 𝑝𝑝1𝑀𝑀𝑀𝑀∗ <
𝑝𝑝1𝑀𝑀𝑀𝑀∗ and 𝑝𝑝2𝑀𝑀𝑀𝑀∗ < 𝑝𝑝2𝑀𝑀𝑀𝑀∗. Meanwhile, the retailer’s profit will be improved and the manufacturer’s 
profit will decrease, i.e., 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ < 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗,𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗ < 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗, 𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗and 𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗. As a result, 
the manufacturer will not accept the offer of information sharing even if the retailer is willing to.  

In conclusion, with positively fluctuating demand, the manufacturer may raise the wholesale 
price given the demand information shared by the retailer, which will exacerbate the double 
marginalization effect. It results in the retailer’s no willingness of sharing demand information. 
In contrast, with negatively fluctuating demand, the demand information shared by the retailer 
may force the manufacturer to reduce the wholesale price. Even if it encourages the retailer to 
share demand information, the manufacturer will not accept it because his profit will be re-
duced. In summary, information sharing can't be realized in a supply chain with a capital-
constrained manufacturer. 
4.4 Manufacturer's financing choice with capital constraints 
Given the game equilibriums of the capital-constrained manufacturer adopting TCF and BCF, we 
have the following analytical results for the equilibrium financing approach for the manufacturer. 

Proposition 2: The profits of both the retailer and the manufacturer will be improved if the capi-
tal-constrained manufacturer chooses TCF, regardless of whether the retailer shares demand 
information or not, i.e., 𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗, 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗, 𝜋𝜋𝑀𝑀1𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑀𝑀2𝑀𝑀𝑀𝑀∗ and 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ > 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗. Therefore, 
TCF is the equilibrium financing choice for the capital-constrained manufacturer.  

5. Retailer's choice with capital constraints 
5.1 Analysis of trade credit financing 

The retailer’s financing problem is possibly solved by deferred payment, which is a typical type 
of TCF provided by the manufacturer. The sequence of decisions when the capital-constrained 
retailer adopts TCF is shown in Fig. 3.  
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Fig. 3 The sequence of events with capital-constrained retailer’s choice of TCF  

For the retailer’s decision not to share demand information, the manufacturer can only de-
termine the wholesale price based on private information. The expected profit functions of the 
manufacturer and the retailer can be described as follows: 

𝐸𝐸[𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅] = (𝑤𝑤3𝑅𝑅𝑅𝑅 − 𝑐𝑐)(𝑎𝑎 − 𝑏𝑏𝑝𝑝3𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀]) (9) 
𝐸𝐸[𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝3𝑅𝑅𝑅𝑅 − 𝑤𝑤3𝑅𝑅𝑅𝑅](𝑎𝑎 − 𝑏𝑏𝑝𝑝3𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (10) 

When the retailer shares her private demand forecasting information, the manufacturer de-
termines the wholesale price depending on the information shared by the retailer. The expected 
profit function of the manufacturer and the retailer are given as: 
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𝐸𝐸[𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅 ] = (𝑤𝑤3𝑅𝑅𝑅𝑅 − 𝑐𝑐)(𝑎𝑎 − 𝑏𝑏𝑝𝑝3𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (11) 

𝐸𝐸[𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅 ] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝3𝑅𝑅𝑅𝑅 − 𝑤𝑤3𝑅𝑅𝑅𝑅](𝑎𝑎 − 𝑏𝑏𝑝𝑝3𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (12) 

Solving with the back induction method, we show the game equilibriums when the retailer 
shares demand information or not in Table 3.  
 

Table 3 The game equilibriums with capital-constrained retailer’s choice of TCF  

 No information sharing Information sharing 

𝑝𝑝3∗ 𝑝𝑝3𝑅𝑅𝑅𝑅∗ =
(3𝑎𝑎 + 2𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

4𝑏𝑏(1 + 𝐼𝐼𝑅𝑅)  𝑝𝑝3𝑅𝑅𝑅𝑅∗ =
3(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

4𝑏𝑏(1 + 𝐼𝐼𝑅𝑅)  

𝑤𝑤3∗ 𝑤𝑤3𝑅𝑅𝑅𝑅∗ =
𝑎𝑎(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

2𝑏𝑏  𝑤𝑤3𝑅𝑅𝑅𝑅∗ =
(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏

2𝑏𝑏  

𝜋𝜋𝑅𝑅3∗  𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗ = 𝐴𝐴3 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗ = 𝐵𝐵3 

𝜋𝜋𝑀𝑀3∗  𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ = 𝐶𝐶3 −
𝐻𝐻2(1 + 𝐼𝐼𝑅𝑅)

8𝑏𝑏  𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ = 2𝐵𝐵3 

𝜋𝜋𝑆𝑆𝑆𝑆3∗  𝜋𝜋𝑆𝑆𝑆𝑆3𝑅𝑅𝑅𝑅∗ = 𝐴𝐴3 + 𝐶𝐶3 −
𝐻𝐻2(1 + 𝐼𝐼𝑅𝑅)

8𝑏𝑏  𝜋𝜋𝑆𝑆𝑆𝑆3𝑅𝑅𝑅𝑅∗ = 3𝐵𝐵3 

Note: 𝐴𝐴3 = [(𝑎𝑎+2𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅) , 𝐵𝐵3 = [(𝑎𝑎+𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅) , 𝐶𝐶3 = [(𝑎𝑎−𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏]2

8𝑏𝑏(1+𝐼𝐼𝑅𝑅) . Denote 𝐼𝐼𝑅𝑅 = 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅 as the retailer’s 
deposits, where 𝑡𝑡𝑠𝑠𝑠𝑠 refers to the length of sales period, 𝑖𝑖𝑅𝑅 the deposit rate for zero deposit and 
withdrawal.  

5.2 Analysis of bank credit financing  

The retailer may also go for bank loans to deal with the financing problem. The sequence of deci-
sions when the capital-constrained retailer adopts BCF is shown in Fig. 4. 

Without information sharing from the retailer, the manufacturer chooses the wholesale price 
solely dependent on his private information. The expected profit functions of the manufacturer 
and the retailer are as follows: 

𝐸𝐸[𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅] = (1 + 𝐼𝐼𝑀𝑀)(𝑤𝑤4𝑅𝑅𝑅𝑅 − 𝑐𝑐)(𝑎𝑎 − 𝑏𝑏𝑝𝑝4𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀]) (13) 

𝐸𝐸[𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝4𝑅𝑅𝑅𝑅 − (1 + 𝐽𝐽𝑅𝑅)𝑤𝑤4𝑅𝑅𝑅𝑅](𝑎𝑎 − 𝑏𝑏𝑝𝑝4𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (14) 

While the retailer decides to share, the manufacturer determines the wholesale price accord-
ing to the information shared by the retailer. The expected profit functions of the manufacturer 
and the retailer are described as: 

𝐸𝐸[𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅 ] = (1 + 𝐼𝐼𝑀𝑀)(𝑤𝑤4𝑅𝑅𝑅𝑅 − 𝑐𝑐)(𝑎𝑎 − 𝑏𝑏𝑝𝑝4𝑅𝑅𝐼𝐼 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (15) 

𝐸𝐸[𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅 ] = [(1 + 𝐼𝐼𝑅𝑅)𝑝𝑝4𝑅𝑅𝑅𝑅 − (1 + 𝐽𝐽𝑅𝑅)𝑤𝑤4𝑅𝑅𝑅𝑅](𝑎𝑎 − 𝑏𝑏𝑝𝑝4𝑅𝑅𝑅𝑅 + 𝐸𝐸[𝜀𝜀|𝛾𝛾]) (16) 

Thus, we have the game equilibriums when the retailer shares or does not share demand in-
formation, as summarized in Table 4. 
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Fig. 4 The sequence of events with capital-constrained retailer’s choice of BCF 
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Table 4 The game equilibriums with capital-constrained retailer’s choice of BCF  
 No information sharing Information sharing 

𝑝𝑝4∗ 𝑝𝑝4𝑅𝑅𝑅𝑅∗ =
(3𝑎𝑎 + 2𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐽𝐽𝑅𝑅)

4𝑏𝑏(1 + 𝐼𝐼𝑅𝑅)  𝑝𝑝4𝑅𝑅𝑅𝑅∗ =
3(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐽𝐽𝑅𝑅)

4𝑏𝑏(1 + 𝐼𝐼𝑅𝑅)  

𝑤𝑤4∗ 𝑤𝑤4𝑅𝑅𝑅𝑅∗ =
𝑎𝑎(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐽𝐽𝑅𝑅)

2𝑏𝑏(1 + 𝐽𝐽𝑅𝑅)  𝑤𝑤4𝑅𝑅𝑅𝑅∗ =
(𝑎𝑎 + 𝐻𝐻)(1 + 𝐼𝐼𝑅𝑅) + 𝑏𝑏𝑏𝑏(1 + 𝐽𝐽𝑅𝑅)

2𝑏𝑏(1 + 𝐽𝐽𝑅𝑅)  

𝜋𝜋𝑅𝑅4∗  𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗ = 𝐴𝐴4 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗ = 𝐵𝐵4 

𝜋𝜋𝑀𝑀4∗  𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗ = (1 + 𝐼𝐼𝑀𝑀)𝐶𝐶4 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗ =
2(1 + 𝐼𝐼𝑀𝑀)
(1 + 𝐽𝐽𝑅𝑅) 𝐵𝐵4

 
𝜋𝜋𝑆𝑆𝑆𝑆4∗  𝜋𝜋𝑆𝑆𝑆𝑆4𝑅𝑅𝑅𝑅∗ = 𝐴𝐴4 + (1 + 𝐼𝐼𝑀𝑀)𝐶𝐶4

 

𝜋𝜋𝑆𝑆𝑆𝑆4𝑅𝑅𝑅𝑅∗ =
(3 + 2𝐼𝐼𝑀𝑀 + 𝐽𝐽𝑅𝑅)

(1 + 𝐽𝐽𝑅𝑅) 𝐵𝐵4 

Note: 𝐴𝐴4 = [(𝑎𝑎+2𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏(1+𝐽𝐽𝑅𝑅)]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅) , 𝐵𝐵4 = [(𝑎𝑎+𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏(1+𝐽𝐽𝑅𝑅)]2

16𝑏𝑏(1+𝐼𝐼𝑅𝑅) , 𝐶𝐶4 = [(𝑎𝑎−𝐻𝐻)(1+𝐼𝐼𝑅𝑅)−𝑏𝑏𝑏𝑏(1+𝐽𝐽𝑅𝑅)]2−𝐻𝐻2(1+𝐼𝐼𝑅𝑅)2

8𝑏𝑏(1+𝐼𝐼𝑅𝑅)(1+𝐽𝐽𝑅𝑅)
. The deposit 

rate of the respective manufacturer and retailer and the bank loan rate is denoted as 𝐼𝐼𝑀𝑀 =
𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀 , 𝐼𝐼𝑅𝑅 = 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅 and 𝐽𝐽𝑀𝑀 = 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑗𝑗𝑀𝑀, where 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑡𝑡𝑠𝑠𝑠𝑠 , 𝑖𝑖𝑀𝑀, 𝑖𝑖𝑅𝑅 and 𝑗𝑗𝑀𝑀 represent the length of lead time, 
the length of sales period, the bank deposit rate, the deposit rate for zero deposit and 
withdrawal and the bank loan rate respectively.  

5.3 Information sharing strategy with retailer's capital constraints 

Comparing the game equilibriums obtained from Table 5 (i.e., information sharing vs. no infor-
mation sharing), we have the following propositions with regard to the information-sharing 
strategy when the retailer faces capital constraints. 

Proposition 3: The equilibrium information-sharing strategy in a supply chain with retailer’s 
capital constraints is provided as follows: 

(1) When the actual market demand fluctuates positively (i.e., 𝐻𝐻 > 0), regardless of whether the 
financially constrained retailer takes TCF or BCF, the wholesale price and the retail price will be 
improved if the retailer shares demand information, i.e., 𝑤𝑤3𝑅𝑅𝑅𝑅∗ > 𝑤𝑤3𝑅𝑅𝑅𝑅∗, 𝑤𝑤4𝑅𝑅𝑅𝑅∗ > 𝑤𝑤4𝑅𝑅𝑅𝑅∗, 𝑝𝑝3𝑅𝑅𝑅𝑅∗ > 𝑝𝑝3𝑅𝑅𝑅𝑅∗ 
and 𝑝𝑝4𝑅𝑅𝑅𝑅∗ > 𝑝𝑝4𝑅𝑅𝑅𝑅∗. Meanwhile, the retailer’s profit will decrease while the manufacturer’s profit 
grows, i.e., 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ < 𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ and 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗ < 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗. As a consequence, the retail-
er has no motives to share demand information. 

(2) When the actual market demand fluctuates negatively (i.e., 𝐻𝐻 < 0), regardless of whether the 
financially constrained retailer takes TCF or BCF, the wholesale price and the retail price will be 
reduced if the retailer shares demand information, i.e., 𝑤𝑤3𝑅𝑅𝑅𝑅∗ < 𝑤𝑤3𝑅𝑅𝑅𝑅∗, 𝑤𝑤4𝑅𝑅𝑅𝑅∗ < 𝑤𝑤4𝑅𝑅𝑅𝑅∗, 𝑝𝑝3𝑅𝑅𝑅𝑅∗ < 𝑝𝑝3𝑅𝑅𝑅𝑅∗ 
and 𝑝𝑝4𝑅𝑅𝑅𝑅∗ < 𝑝𝑝4𝑅𝑅𝑅𝑅∗. Meanwhile, the retailer's profit will increase while that of the manufacturer 
decreases, i.e., 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗ < 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗ < 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗and 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗. Therefore, the manufac-
turer will choose not to accept the information-sharing offer even if the retailer has a willingness 
to share. 

In conclusion, with positively fluctuating demand, the manufacturer may raise the wholesale 
price given the demand information shared by the retailer, which will exacerbate the double 
marginalization effect. It results in the retailer’s no willingness of sharing demand information. 
In contrast, with negatively fluctuating demand, the demand information shared by the retailer 
may force the manufacturer to reduce the wholesale price. Even if it encourages the retailer to 
share demand information, the manufacturer will not accept it because his profit will be re-
duced. 

In summary, information sharing can't be realized in a supply chain with a capital-
constrained retailer. 
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5.4 Retailer’s financing choice with capital constraints 

Given the game equilibriums of the capital-constrained manufacturer’s choice between TCF and 
BCF, we have the following analytical results for the equilibrium financing strategy when the 
retailer is capital-constrained. 

Proposition 4: The profits of both the retailer and the manufacturer will be improved if the capi-
tal-constrained retailer chooses TCF, regardless of whether the retailer shares demand infor-
mation or not, i.e., 𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝑀𝑀3𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑀𝑀4𝑅𝑅𝑅𝑅∗ and 𝜋𝜋𝑅𝑅3𝑅𝑅𝑅𝑅∗ > 𝜋𝜋𝑅𝑅4𝑅𝑅𝑅𝑅∗. Therefore, TCF is the 
equilibrium financing choice for the capital-constrained retailer. Because BCT increases the cost 
of retailer. 

6. Impact of financing choice on the value of information sharing 
According to Proposition 1 and Proposition 3, we conclude that it is not wise for the retailer to 
share demand forecasting information regardless of the capital-constrained member’s financing 
choice (i.e., TCF vs. BCF). However, will the financing choice have an impact on the value of in-
formation sharing? Is information sharing beneficial to the whole supply chain? Can manufac-
turer incentivize the retailer to share demand forecasting information through unilateral pay-
ment? To answer the above questions, we conduct the value analysis of information sharing 
based on the game equilibriums for the capital-constrained member adopting TCF and BCF re-
spectively to look at the impact of capital constraints and financing choices on the value of in-
formation sharing. 

The value of information sharing to the manufacturer and retailer is denoted as  𝑣𝑣𝑀𝑀𝑗𝑗𝑖𝑖 , 𝑣𝑣𝑅𝑅𝑗𝑗𝑖𝑖 , and 
the value of information sharing to the supply chain as 𝑣𝑣𝑗𝑗.Then we have: 

𝑣𝑣𝑀𝑀𝑀𝑀𝑖𝑖 = 𝜋𝜋𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖∗ − 𝜋𝜋𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖∗ (17) 

 𝑣𝑣𝑅𝑅𝑅𝑅𝑖𝑖 = 𝜋𝜋𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖∗ − 𝜋𝜋𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖∗ (18) 

𝑣𝑣𝑗𝑗 = 𝑣𝑣𝑀𝑀𝑀𝑀𝑖𝑖 +  𝑣𝑣𝑅𝑅𝑅𝑅𝑖𝑖  (19) 

where 𝑖𝑖 = 𝑀𝑀,𝑅𝑅, j  = 1, 2, 3, 4, 𝑀𝑀 means the manufacturer faces capital constraints, 𝑅𝑅 means the 
retailer faces capital constraints, 1 means the capital-constrained manufacturer adopts TCF, 2 
means the capital-constrained manufacturer adopts BCF, 3 means the capital-constrained retail-
er adopts TCF, 4 means the capital-constrained retailer adopts BCF. 

The value of information sharing calculated based on Eqs. 17 to 19, and the following results 
can be derived. 

Result 1: When 𝐻𝐻 > 0, the value of information sharing to the retailer is negative with �𝑣𝑣𝑅𝑅1𝑀𝑀 � >
�𝑣𝑣𝑅𝑅2𝑀𝑀 � and�𝑣𝑣𝑅𝑅3𝑅𝑅 � > �𝑣𝑣𝑅𝑅4𝑅𝑅 �, which suggests that the retailer loses more profit from sharing demand 
information so that she is less willing to share while TCF is used. When 𝐻𝐻 < 0, the value of in-
formation sharing to the manufacturer is negative with �𝑣𝑣𝑀𝑀1𝑀𝑀 � > �𝑣𝑣𝑀𝑀2𝑀𝑀 � and �𝑣𝑣𝑀𝑀3𝑅𝑅 � > �𝑣𝑣𝑀𝑀4𝑅𝑅 �, where-
by the manufacturer suffers greater profit loss if he accepts the demand information shared by 
the retailer. Thus, the manufacturer becomes passive toward retailer’s information sharing un-
der TCF. 

From Result 1, it is clear that information sharing is more difficult to achieve when the capi-
tal-constrained member adopts TCF, notwithstanding cost savings and efficiency improvements 
in financing. 

Result 2：When TCF is adopted, the retailer’s profit loss from sharing information is equal under 
capital constraints of alternative supply chain members, i.e., 𝑣𝑣𝑅𝑅1𝑀𝑀 = 𝑣𝑣𝑅𝑅3𝑅𝑅 . On the other hand, with 
BCF on condition that 1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀 − 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑗𝑗𝑅𝑅

𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅
> 0, the retailer’s profit loss from sharing information is 

higher under the manufacturer's capital constraints, whereas it would remain higher under the 
retailer's capital constraints if 1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀 − 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑗𝑗𝑅𝑅

𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅
< 0. 
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From Result 2, what is interesting is that the capital constraint concern has zero effect on the 
value of information sharing to the retailer once TCF is used. However, this conclusion does not 
hold when the capital-constrained member prefers BCF. 

Result 3：In a capital-constrained supply chain with either TCF or BCF being chosen, when the 
actual market demand fluctuates positively (i.e., 𝐻𝐻 > 0), the value of information sharing to the 
supply chain remains positive, i.e., 𝑣𝑣1 > 0, 𝑣𝑣2 > 0, 𝑣𝑣3 > 0, and 𝑣𝑣4 > 0. At this point, information 
sharing can increase the overall profits of the supply chain. When the actual market demand 
fluctuates negatively (i.e., 𝐻𝐻 < 0), the value of information sharing to the supply chain remains 
negative, i.e., 𝑣𝑣1 < 0, 𝑣𝑣2 < 0, 𝑣𝑣3 < 0, and 𝑣𝑣4 < 0. At this point, information sharing can’t increase 
the overall profits of the supply chain.  

When the actual market demand fluctuates positively, result 3 further verifies that infor-
mation sharing brings benefits to the whole supply chain, which is expected to achieve through 
contract design such as a single-sided payment contract.  

7. Well-funded member’s willingness to offer trade credit financing 
The above analysis concludes that TCF is an equilibrium financing choice for capital-constrained 
supply chains. However, the well-funded member’s offering of TCF leads to his/her loss of the 
interest earned from depositing the fund in the bank. Thus, the well-funded member needs to 
trade off the gains and losses of providing TCF. In the following, we derive the conditions on 
which the well-funded member is willing to offer TCF with the respective capital-constrained 
manufacturer and retailer.  

Result 4: Given the capital constraints for the manufacturer, if the retailer shares demand infor-
mation, the condition that the retailer is willing to provide TCF is 

𝑏𝑏𝑏𝑏𝑗𝑗𝑀𝑀�2(𝑎𝑎 + 𝐻𝐻)𝑊𝑊 − 𝑏𝑏𝑏𝑏�2 + 2𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀 + 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑗𝑗𝑀𝑀��
2𝑖𝑖𝑅𝑅[(𝑎𝑎 + 𝐻𝐻)2𝑊𝑊2 − 𝑏𝑏2𝑐𝑐2(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀)2] > 1, (20) 

whereas if the retailer does not share demand information, the condition that the retailer is will-
ing to provide TCF is 

𝑏𝑏𝑏𝑏𝑗𝑗𝑀𝑀�2(𝑎𝑎 + 2𝐻𝐻)𝑊𝑊− 𝑏𝑏𝑏𝑏�2 + 2𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀 + 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑗𝑗𝑀𝑀��
2𝑖𝑖𝑅𝑅[𝑎𝑎(𝑎𝑎 + 2𝐻𝐻)𝑊𝑊2 − 𝑏𝑏2𝑐𝑐2(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀)2 + 2𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀)] > 1, (21) 

where 𝑊𝑊 = (1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅)(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀). 

Result 5: Given the capital constraints for the retailer, if the retailer shares information, the con-
ditions that the manufacturer is willing to provide TCF is 

(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅)(1− 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀)[𝑁𝑁 + 𝐻𝐻𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅]2

(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀)[𝑁𝑁 + 𝐻𝐻𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅 − 𝑏𝑏𝑏𝑏𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅]2
> 1, (22) 

whereas if the retailer does not share information, the conditions that the manufacturer is will-
ing to provide TCF is, 

(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅)(1 − 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀){𝑁𝑁2 − 2𝐻𝐻𝐻𝐻}
(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑀𝑀){[𝑁𝑁 − 𝑏𝑏𝑏𝑏𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅]2 − 2𝐻𝐻(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅)[𝑁𝑁 − 𝑏𝑏𝑏𝑏𝑡𝑡𝑠𝑠𝑠𝑠𝑗𝑗𝑅𝑅]}

> 1, (23) 

where 𝑁𝑁 = 𝑎𝑎(1 + 𝑡𝑡𝑠𝑠𝑠𝑠𝑖𝑖𝑅𝑅) − 𝑏𝑏𝑏𝑏. 

We observe that the willingness of the well-funded member to provide internal financing to 
the capital-constrained member is related to the demand fluctuation type and the deposit and 
loan rates for the respective manufacturer and retailer. In the following section, we will derive 
the varying ranges of 𝑗𝑗𝑀𝑀, 𝑖𝑖𝑅𝑅 , and H for retailer’s willingness to offer TCF, and the ranges of 𝑗𝑗𝑅𝑅 , 
𝑖𝑖𝑀𝑀 and 𝐻𝐻 for manufacturer’s willingness to offer TCF using numerical analysis. 
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8. Numerical analysis 
In this section, we first numerically verify the relevant conclusions, and then we analyse the will-
ingness of the well-funded member to provide TCF. Parameters are set as follows: 𝑎𝑎 = 130, 𝑏𝑏 =
1, 𝑐𝑐 = 10,𝐻𝐻𝐻𝐻(−40,40), 𝑖𝑖𝑅𝑅 = 0.1, 𝑖𝑖𝑀𝑀 = 0.1, 𝑗𝑗𝑀𝑀 = 0.15, 𝑗𝑗𝑅𝑅 = 0.15, and 𝑡𝑡𝑠𝑠𝑠𝑠 = 𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝 = 1. 

8.1 Impact of financing choices on the value of information sharing 

The impacts of the financing choices on the value of information to the manufacturer and the 
retailer are depicted in Fig. 5 and Fig. 6. The x-axis represents market demand fluctuation in 
Fig. 5 and Fig. 6. The y-axis represents the profit of retailer in Fig. 5, and y-axis represents the 
profit of manufacturer in Fig. 6. From Fig. 5, the absolute value of information sharing to the re-
tailer adopting TCF is greater than that adopting TCF. When 𝐻𝐻 > 0, the value of information 
sharing to the retailer is negative, where the retailer suffers greater profit loss adopting TCF and 
becomes more reluctant to share demand information. When 𝐻𝐻 < 0, the value of information 
sharing to the retailer is positive, which suggests that the retailer enjoys improved profits adopt-
ing TCF and is more willing to share demand information. The conclusions are independent of 
the takers of capital constraints in the supply chain. As shown in Fig. 6, the value of information 
sharing to the manufacturer is positive when 𝐻𝐻 > 0, which indicates that the manufacturer gains 
more from information sharing while adopting TCF. When 𝐻𝐻 < 0, the conclusion is the opposite. 
The arithmetic analysis is consistent with the conclusions from Result 1. 

In summary, we numerically verify that sharing information benefits the manufacturer rather 
than the retailer when the actual market demand fluctuates positively, and vice versa if the actu-
al market demand fluctuates negatively, which is irrelevant with the takers of capital constraints 
in the supply chain. In particular, when TCF is adopted, it should be also noted that the capital-
constrained member’s financing choice may exert a more numerically significant effect on the 
value of information. 
 

        
                                   (a) Manufacturer's capital constraints                                    (b) Retailer's capital constraints 

Fig. 5 Impact of financing choices on the value of information sharing to retailer 
 

                             
                               (a) Manufacturer's Capital constraints                                 (b) Retailer's Capital constraints 

Fig. 6 Impact of financing choices on the value of information sharing to manufacturer 
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8.2 Willingness analysis of well-funded member to provide trade credit financing 

Firstly, we capture the conditions for the retailer's willingness to offer TCF to the capital-
constrained manufacturer, as shown in Fig. 7. Assume that 𝐻𝐻 = 10, the x-axis represents the 
retailer's deposit rate and the y-axis is the manufacturer's loan rate. The vertical axis gives 
𝑀𝑀 (i. e. ,𝑀𝑀 = 𝜋𝜋𝑅𝑅1𝑀𝑀𝑀𝑀∗ − 𝜋𝜋𝑅𝑅2𝑀𝑀𝑀𝑀∗ − 𝑤𝑤1𝑀𝑀𝑀𝑀∗(𝑎𝑎 − 𝑏𝑏𝑝𝑝1𝑀𝑀𝑀𝑀∗ + 𝐻𝐻)𝑡𝑡𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑅𝑅), which indicates the difference between 
the incremental revenue and reduced interest income when the retailer provides TCF. Specifical-
ly, 𝑀𝑀 > 0 means that the retailer is willing to offer TCF, while 𝑀𝑀 < 0 indicates that the retailer is 
reluctant to offer TCF. 

With information sharing from the retailer, the impact of the loan rate and deposit rate on the 
retailer's willingness to provide TCF is shown in Fig. 7(a). We observe that the varying range of 
the rates that encourage the retailer to offer TCF satisfies 𝑥𝑥𝑥𝑥[0.16,1],𝑦𝑦𝑦𝑦[0.01,0.06]. When the 
retailer chooses not to share demand information, the impact of the loan rate and the deposit 
rate on the retailer's willingness to provide TCF is depicted in Fig. 7(b), wherein the varying 
range of the rates that encourages the retailer to offer TCF locate within 𝑥𝑥𝑥𝑥[0.15,1] and 
𝑦𝑦𝑦𝑦[0.01,0.06]. 

Then, we capture the conditions for the manufacturer's willingness to offer TCF to the capital-
constrained retailer in Fig. 8. Likewise, the x-axis denotes the manufacturer’s deposit rate and 
the y-axis the retailer's loan rate. With the retailer's information sharing, the condition that al-
lows the manufacturer to accept delayed payment (i.e., offer TCP) is given as 
𝑥𝑥𝑥𝑥[0,0.4],𝑦𝑦𝑦𝑦[0.01,1], whereas the counterpart condition without the retailer's information shar-
ing satisfies 𝑥𝑥 𝜖𝜖[0,0.41], y𝜖𝜖[0,1]. 

According to our numerical analysis, we show that the deposit rate of the well-funded mem-
ber that allows for offering TCF varies much lower for the manufacturer than for the retailer, 
while the varying condition of the bank loan rate that encourages the capital-constrained mem-
ber to choose TCF is much laxer for the manufacturer than for the retailer. It may suggest that 
TCF is possible to be a popular financing approach if the manufacturer is capital-constrained. 
Moreover, the impacts of the retailer’s information sharing decisions on the varying ranges of 
the rates are very slight, regardless of the capital constraint of either the manufacturer or the 
retailer.  

                   
          (a) With retailer's information sharing                 (b) Without retailer's information sharing 

Fig. 7 The conditions for the retailer's willingness to offer TCF to the capital-constrained manufacturer 

                 
             (a) With retailer's information sharing         (b) Without retailer's information sharing 

Fig. 8 The conditions for the manufacturer's willingness to offer TCF to the capital-constrained retailer  
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9. Conclusion 
We model four scenarios of the capital-constrained supply chain using BCF and TCF to address 
financing problems, with the consideration of the retailer’s decisions on sharing demand infor-
mation or not. We derive the equilibrium financing and information-sharing strategies with the 
capital constraints of the manufacturer and the retailer respectively and find that TCF is an equi-
librium financing choice for a capital-constrained supply chain. The retailer has no willingness to 
share demand forecasting information if the actual demand fluctuates positively, whereas she 
prefers to share when the actual demand fluctuates negatively but the manufacturer is reluctant 
to accept in case of profit loss.  

By comparing the equilibriums of the game, we further analyse the interactions between the 
financing and information-sharing strategies and provide useful managerial insights. First, when 
a capital-constrained member chooses TCF, it becomes more difficult to share demand infor-
mation over the supply chain. Second, when the capital-constrained member, either manufac-
turer or retailer, adopts TCF, the value of information sharing to the retailer would not change; 
however, this conclusion does not hold if BCF is used in the capital-constrained supply chain. 
Third, sharing demand information over the supply chain is always beneficial to the system, 
whereby the contract design, such as a single-sided payment contract, should be emphasized to 
facilitate information sharing. Finally, we provide the conditions that encourage the well-funded 
member to offer TCF in the capital-constrained supply chain. Given the benefits that TCF brings 
to the reduction of financing costs and the improvement of financing efficiency, we suggest that 
capital-constrained companies should respond to financial crises through TCF. To improve de-
mand forecasting information sharing over the supply chain, the design of incentive mechanisms 
in capital-constrained supply chains is necessary and imperative. This will be one of the future 
directions of our research. In addition, this paper assumes that there is no insolvency risk for 
capital-constrained firms, which deserves a further understanding in the future research of capi-
tal-constrained supply chains. Also, it should be emphasized that the concerns of international 
crises, such as wars, pandemics and lack of raw materials, become an urgent and imperative 
topic in today’s capital-constrained supply chains, which needs more targeted modelling and 
discussion in our extension studies. 
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A B S T R A C T A R T I C L E   I N F O 
Fused deposition modelling (FDM) is an additive-based manufacturing tech-
nique used by various industries due to its effectiveness & ability to make com-
plicated geometries possible. This technique requires sufficient knowledge 
about the process and its parameters including their effect on the component’s 
mechanical characteristics. Thus, it is crucial to review the available articles on 
this topic not only to identify the practical and useful aspects, limitations, and 
process variables but also to understand how the results of the literature are 
relevant to be used for real applications and further studies. A systematic liter-
ature review is carried out based on the type of 3D printing materials. The 
printing parameters which influence the mechanical characteristics of the FDM 
specimens are discussed based on the results presented in the literature. From 
the present study, it has been found that the process variables such as orienta-
tion, raster angle, raster width, layer height, and contours directly affect the 
quality of the 3D-printed parts. It has also been found that the effect of these 
process variables also varies with the type of thermoplastic materials. The pre-
sent article will help researchers to select FDM processed material and appro-
priate process variables for further research. 
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1. Introduction
Plastic manufacturing is one of the cutting-edge market that produces plastic components at a low 
price and least time [1]. There are many processes available to manufacture plastic components 
like injection moulding, Blow moulding, etc. These processes are beneficial for large volume pro-
duction as mould development for a specific component is quite costly. In contrast, other tech-
niques are also available which are cheaper for low volume production, such as fused deposition 
modelling (FDM) or fused filament fabrication (FFF) [2]. FDM uses 3D CAD data for creating a 
physical model with the help of CAD softwares and 3D printing machines. This technique rapidly 
transfers design ideas into functional prototypes from the regular CAD model. It builds the prod-
uct with complex geometry and is hard to be fabricated using conventional manufacturing tech-
niques at low costs. It uses a 3D scanner for an existing product and CAD software for a new prod-
uct to generate virtual CAD model and build physical products using different AM technologies. 
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These technologies are used in various manufacturing sectors like defence, aerospace, medical, 
art and design for customization and rapid production [3-5]. 

Additive manufacturing is a modern manufacturing technique to create components by depos-
iting materials layer by layer using a virtual model developed in CAD. In this process, the CAD 
model is exported into stereolithographic (*.stl) format, which defines the entire model into a se-
ries of 2D cross-sections. The converted file is then transferred to any of the AM machines for 
creating the physical part [6, 7] with more accuracy, stability, and durability. Additive manufac-
turing is generally designated as (ISO/ASTM standard 52900:2021 [1]). 

• Stereolithography (SLA): The final product is generated with the help of an ultraviolet laser 
inside a vat of resin. This method uses light-sensitive polymers, whose limited availability 
limits the application of this technique. Though, it provides a better surface finish and lesser 
raw material wastage. 

• Selective laser sintering (SLS): This process uses powder as raw material which is melted 
and fused with the help of a laser beam. The fused powder is then stacked layer upon layer 
to form the part based on CAD data. The performance of the components sintered through 
SLS process is significantly affected by the quality of powder used.  

• Polyjet 3D printing (PJP): This technology uses a variety of printing materials. In the dentis-
try and medical field, patient anatomy can be better understood by printing the model using 
this technique. 

• Inkjet 3D printing (IJP): This technique uses the liquid formed of polymer solution to build 
parts layer by layer. It is economically good for printing the part using a variety of materials. 

• Laminated object manufacturing (LOM): it uses material sheets to fabricate components 
layer by layer with the help of a laser, which cut the sheets as per the requirement. The layer 
of the sheet is combined using adhesives, and the part is fabricated by repeating the steps. 

• Multi-Jet-Printing (MJP): In this technique, a thin solid layer of ceramic or metallic powder 
is created by spraying a liquid binder through a nozzle. In order to have higher strength the 
fabricated part is sintered in the furnace. 

• Colour-Jet Printing (CJP): This technique is frequently used in medical applications due to 
its ability to print coloured products. In this technique, powder and binder are used as core 
material and resin respectively. The powder is spread over a platform with the help of a 
roller to form a layer and then the binder is sprayed through a printing head jet over each 
layer at a point specified by CAD software to form the final product. 

• Fused Deposition Modelling (FDM): This technique is based on the extrusion method, in 
which, the thermoplastic material is melted through heating and deposited layer by layer 
over a printer bed to fabricate a model.  

These techniques vary according to the building layers and based on the materials type that 
can be used for part fabrication. Among the available additive manufacturing technology, the FDM 
process is best to manufacture thermoplastic components due to its low initial investment, less 
material wastage, simplicity of the process, and easy availability of 3D printing software [8].  

2. The FDM technique 
The brief layout of FDM technique is graphically represented in Fig. 1. In this process, the part is 
modelled using CAD software and converted to STL format. Almost all CAD software can generate 
this format and sent it to RPT software to check the defects in the model [9]. In the FDM process, 
wire of polymer is liquified and extruded along a precise toolpath creating the shape of each layer. 
The system extrudes both build material and temporal support material with the help of nozzles 
mounted on the extruder [10]. The movement of the extruder head is controlled through the mo-
tor, and the low temperature of the printing bed allows the deposited material to solidify very fast 
[11]. The system repeats the step until the part is finalized. After completion of the process, parts 
are moved out of the machine bed and support material is removed using a different technique. 

In the fused deposition modelling process, as described above, two forms of materials are used. 
One is to build the physical model, and another is for generating a support structure.  
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Fig. 1 Simplified layout for FDM process 

 
Fig. 2 Fused deposition modelling process flow diagram 

This process produces low stiffness products of thermoplastic polymer material. ABS and PLA 
polymers are compatible and cheap; therefore, it is widely used with 3D printers. Recently, NASA 
designed a space exploration vehicle for transporting humans to Mars with almost 70 FDM parts 
onboard such as vents, ducts, etc. [15]. An ability of functional efficiency under a cryogenic envi-
ronment made PLA and ABS to be used for the fabrication of the rover. 

The performance of PLA is quite well under low temperatures and has also been used in the 
medical field [16]. However, the low toughness characteristic of PLA made it to use with the com-
position of ABS [17]. ABS found its wide application in automobile sectors [18].  
For complete understanding of the FDM process, one has to perform many trials, although many 
researchers have investigated the mechanical behaviour of FDM built components and found that 
those are affected by various process variables/parameters.  

All these parameters are represented through the fishbone diagram shown in Fig. 3. The pre-
sent work is focused on identifying how these variables affect the 3D printed part quality. 

The selection of appropriate process parameters has made FDM a complicated manufacturing 
process. Understanding the selection of these parameters is quite difficult [19, 20]. 

 
Fig. 3 Parameters/variables affecting FDM part quality 
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3. A research review and discussion 
3.1 FDM process parameters 
The mechanical behaviour of FDM based parts is affected by various process parameters like infill-
density, pattern (via honeycomb, rectilinear, concentric), raster-width, layer thickness (h), tem-
perature, extruder speed, the air-gap in the same layer or between the layers, raster-angle (via 0°, 
45°and 90°), nozzle diameter, build-orientation (via on-edge, upright, and Flat), etc [21, 22]. The 
different process variables affecting the mechanical characteristics of the part are described as 
follows. 

• Layer thickness: when a material is extruded from the tip of the nozzle to form a layer, the 
height of that layer along a vertical direction is termed layer height or thickness (Fig. 5). The 
layer height value is always lower than the diameter of the nozzle tip [22]. The selection of 
layer thickness is based on: 
− The diameter of nozzle tip [19] 
− The material [19] 

• Build-orientation: It is the alignment of the built component within the printing bed along 
X-axis (Flat), Y-axis (Up-right), or Z-axis (On-edge) of the 3D printing machine [19, 23] 
Build-orientation of the part is shown in Fig. 4. 

 
Fig. 4 Build-orientation of the Component 

• Raster-angle: It is the inclination of extruded material with the X-axis of a printing bed (Fig. 
5). This angle ranges from 0° to 90° [19, 23]. 

• Air-gap: The free space between two successive beads on the same layer of the 3D printed 
part is termed as air-gap [19, 23] (Fig. 5). 

• Build-style: Build-style is the way rasters are filled to build the part. The build-style of any 
component defines its density. The parts can be fabricated with three different Build-styles 
[19]. 
− Solid normal: This build-style completely fills the interior of the part and provides a 

strong interior. 
− Sparse: This Build-style leaves the gap while material deposition uses a unidirectional 

raster thereby minimizing the material consumption and part-build time. 
− Sparse double dense: This build-style uses a crosshatch raster pattern, which reduces 

material consumption and part-build time. 
• Support-style: It helps to prevent the collapsing of components during fabrication by ex-

tending the surface of the model [19]. It can be provided in four different ways. 
− Basic: it is the default support-style, which provides support to all the part features using 

small support raster curves. 
− Sparse: Compared to basic support, it utilizes less amount of material, which reduces the 

support material consumption. 
− Surround: It is used for all the parts to fill the small features or small components. 
− Break-away: It's equivalent to "Sparse," except it has separate blocks that are easier to 

remove compared to the other three types of support styles. 
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• Extrusion temperature: It is the temperature with which the polymeric filaments are 
treated within the nozzles prior it extruded. Its value varies with the type of material and 
printing speed [23]. 

• Print Speed: It is the movement of nozzle tip along the printing bed plane for fabrication of 
the part [23]. 

• Nozzle diameter: It is defined as the diameter of the nozzle tip of the extruder [24] 
• Infill pattern: It is defined as the pattern in which extrusion of material takes place to fill the 

internal zone of a 3D printed part. Some of the widely used infill patterns are cross, linear 
infill, diamond, and honeycomb [23]. Honeycomb infill pattern has the capacity to resist a 
higher load compared to others [24].  

• Raster/bead width: It is the beads size that are extruded on the printing bed to create ras-
ters. The raster width for depositing any material is selected based on the diameter of the 
nozzle tip mounted on the extruder head [23, 19] (Fig. 5). 

• Infill-density: The infill-density reflects the internal structure solidity of the fabricated com-
ponent. Unlike the external structure of the part, Inside, the structure isn't always solid; it 
can be sparse, with a variety of shapes, sizes, and infill patterns [23, 24]. 

• Contour Number: Number of outer solid layers surrounding internal structure of the 3D 
printed component [19]. This process variable can also be referred to as perimeter (Fig. 5). 

• Contour width/Perimeter width: It is defined as the thickness of each contour/perimeter 
measured horizontally [19] as shown in Fig. 5. 

• Contour to contour air-gap: The free space between two successive perimeters [19] as 
shown in Fig. 5.  

 
Fig. 5 FDM Tool path parameters 

3.2 Influence of process parameters on mechanical behaviour of parts 

It is mandatory to investigate the influence of FDM printing variables on part characteristics, 
since, the influence of layer height on the part characteristics with flat orientation-built compo-
nents is vague [25]. Some researchers reported that an increase of layer height causes decrease 
in mechanical behaviour [26-28]. Whereas Abbott et al. [29] reported the opposite behaviour. Wu 
et al. [30] found that, for P-E-E-K, an increase of layer height from 200 μm to 300 μm increased 
the bending, compressive, and tensile strength but a further increase of layer thickness causes a 
decrease in these properties. Samples fabricated with the lower speed along with lower layer 
height have higher tensile strength [31].  

Rouf et al. [32] investigated the impact of various process variables on the mechanical behav-
iour of the component, and it was found that along with the strength of the component the process 
parameter also affects tribological properties [33-35]. Bhosle et al. [36] analysed the Impact of 
layer height, Printing speed, and infill percentage on tensile strength, printing time, and surface 
finish. From the analysis, it was found that layer height and infill percentage are highly contrib-
uting to the surface roughness and strength [37-38] of the build parts. The author suggested keep-
ing layer height lower to improve the performance of FDM for surface roughness and tensile 
strength. Kaur et al. [13] analysed the impact of printing variables on the tribological behaviour 
of ABS polymer. The authors found that FDM process parameters not only improve strength but 
also improve surface finish and tribological behaviour. These improvements are obtained through 
optimization of the process variables as well as the addition of material to the raw polymer.  
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Kumar and Ranjan [39] analysed the effect of bed temperature, infill percentage, and outer 
perimeter on the elongation behaviour of Nylon 6. The authors found that at 100 infill per-centage, 
60° C bed temperature, and four contour numbers provide maximum elongation in the component 
and thereby increase the tensile strength. They also found that infill percentage was more signif-
icant followed by bed temperature and outer perimeter. 

Patil et al. [14] optimized some of the input variables viz. infill percentage, infill pattern, print 
speed, and layer thickness using multi-objective optimization for achieving better surface rough-
ness, printing time, and filament length consumed for PLA. They reported the best response after 
the optimum setting of the parameters to the triangular pattern with 70 % infill, 100 mm/h print-
ing speed, and 0.2 mm layer height. 

Casavola et al. [20] explored the influence of raster orientation on the residual stresses that 
occur in FDM-fabricated ABS material parts due to the sudden change in temperature during pro-
cessing. The authors concluded that components fabricated at a ±30° raster orientation is the 
worst configuration because the component exhibited higher residual stress, whereas the part 
fabricated with ±45° was the best configuration with the lowest residual stress. 

Chacon et al. [40] analysed the impact of layer height, build direction, and feed-rate on the flex-
ural and tensile behaviour of PLA specimens. The authors found that with an increase of layer 
height the mechanical properties decreased for flat oriented built specimens. However, for on-
edge built orientation, the flexural strength was found lower at low layer height. On the contrary, 
for upright built orientation, specimens with high layer thickness possessed higher mechanical 
properties. 

Shubham et al. [41] analysed the impact of layer height on impact, hardness, and tensile char-
acteristics of ABS samples. The authors reported that Izod impact and tensile strength increased 
with the reduction of layer height. Whereas, the hardness value was first decreased and then in-
creased with the increase of layer height. Later on, Shubham et al. [42] optimised the various 
printing parameters (viz. infill percentage, nozzle temperature, and layer height) by reporting the 
dynamic mechanical characteristics of ABS built components. The authors found the highest stor-
age modulus at higher values of printing parameters. They also found that the impact of layer 
height and percentage of infill on dynamic mechanical behaviour was most significant, whereas 
the impact of nozzle temperature was low.  

Daminabo et al. [43] gave an overview of AM techniques. The authors focused on FDM tech-
nique due to its cost efficiency, scalability, and ability to process a variety of materials. They sug-
gested the use of biodegradable, bio-based, and eco-friendly materials having the capability of 
multi-functionality for future research and development. Ramesh and Paneerselvam [44] ana-
lysed the effect of various input variables like print speed, layer height, and infill percentage on 
the mechanical behaviour of fabricated nylon samples. Through the analysis, the authors found 
that parts printed with 100 infill percent exhibit optimum (max) flexural strength, Shore-D hard-
ness, and UTS. This is due to the fact that 100 % infill don’t have pores and therefore, the sample 
strength increased. The infill percent was found to have the highest impact on the mechanical 
behaviour of the fabricated components. Complete filling of the material eliminates the space 
caused for the crack growth of the sample. The layer height of 0.1 mm has affected the mechanical 
characteristics like impact, tensile and flexural strength. However, maximum Shore-D hardness 
was found at 0.3 mm layer height. The selected parameter of print speed didn’t have a effective 
influence on the mechanical behaviour however, low speed causes heat-affected zones and higher 
speed causes the wrapping defect. The authors have suggested extending this work through the 
use of fillers in the nylon matrix and evaluating and comparing the related properties with pure 
material.  

Pazhamannil et al. [45] assessed the effect of various process variables on the UTS of PLA com-
ponent using the Taguchi technique. The values of UTS were predicted using an artificial neural 
network. The authors found that the tensile strength of the specimens increases at reduced layer 
height due to improved inter-layer bonding at reduced layer thickness. They also found the higher 
tensile strength with increased nozzle temperature due to quick growth of the neck caused by 
long-duration intermolecular diffusion across the interface. The authors concluded that infill 
speed did not influence the tensile property of the component significantly. Therefore, one can 
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alter the infill speed without affecting the strength of the component. In order to get better tensile 
properties, one should keep a high nozzle temperature with a low layer height. 

Yadav et al. [46] analysed the impact of printing variables like material density, layer height, 
and extrusion temperature on the tensile behaviour of different materials like ABS, PETG, and 
their different compositions. The analysis showed that extrusion temperature was found more 
dominant factor for the tensile strength compared to other considered parameters. The maximum 
tensile strength for PETG material was found at an extrusion temperature of 225 °C and 0.1 mm 
layer height. The authors suggested analysing the influence of other printing variables using the 
ANFIS model, or other models can also be developed to analyse these parameters. 

Gebisa and Lemu [47] carried out a study to analyse the tensile behaviour of ULTEM-9085 ma-
terial using the design of an experiment by varying some of the printing variables. The authors 
considered five printing variables viz. raster-angle, raster-width, air-gap, contour width, and con-
tour number and found only the raster-angle to have a substantial influence on the tensile behav-
iour of the material. They suggested doing the flexural and impact test to analyse the parameters. 
Wankhede et al. [48] analysed the influence of the printing variables viz. support-style, layer 
height, and infill percentage on the build-time and surface roughness of part made of ABS material. 
The authors performed the experiment using Taguchi’s L8 Orthogonal Array. The significant be-
haviour of the parameters was presented using the Analysis of Variance (ANOVA) technique. From 
ANOVA results, they found that the layer height has a more dominant effect on surface roughness 
and build-time among all the process parameters considered.  

Solomon et al. [49] reviewed the development of the various samples and input parameter op-
timisation for the FDM technique. Through this review, the authors found that layer thickness or 
layer height was considered to be more significant factor in evaluating the part quality. It was also 
observed that the raster orientation dominates in evaluating the mechanical behaviour of the fab-
ricated component. They also found that much work has been done on the printing variables and 
their optimisation; still, many unknown factors affect the part quality and process efficiency that 
need to be explored and suggested exploring more material as filament. 

Vicente et al. [50] analysed the influence of two input variables, i.e., density and pattern of the 
infill, on the mechanical characteristics of ABS components. Through the experiment, 5 % varia-
tion in maximum tensile strength was observed with variation of infill pattern. This variation was 
significantly improved by varying the infill-density. Maximum tensile strength was observed for 
the component fabricated with rectilinear pattern and 100 infill percentage. The authors have re-
ported that if the density is kept constant, then the honeycomb pattern exhibits a better tensile 
strength. 

Rajpurohit and Dave [51] highlighted the impact of input variables like. layer thickness, raster-
width, and raster-angle on the material characteristics of 3D printed PLA material. The authors 
chose tensile strength to analyse the mechanical behaviour of the fabricated component. They 
used the Taguchi method to optimise the process variables and also used the ANOVA tool to pre-
dict the significant process variables. Based on the experimental results, they observed the maxi-
mum tensile at a raster-angle of 45°, and it was also observed that tensile strength increases with 
increase of layer height. Among the selected parameters, raster-width was found to be the most 
significant process variable affecting strength. 

Dawoud et al. [52] compared FDM and injection moulding techniques by analysing the me-
chanical behaviour of ABS material. The authors explored the potential of the FDM technique by 
varying the parameters like raster angle and gap. They varied the raster angle of odd as well as 
even layers. Through the investigation, they found the raster gap as a significant input for FDM, 
where denser components equivalent to moulded parts can be fabricated using a negative gap of 
−0.05 mm. It was also observed that the flexural and tensile strength of the FDM component fab-
ricated with +45° raster-angle of even layer, −45° raster-angle of odd layer, and gap of −0.05 was 
able to attain 86 % and 91 % respectively of the moulded parts strength respectively. The FDM 
technique showed the dimensional accuracy acceptable and found within the specified range of 
size. Further, raster angle and gap did not find to be affecting the dimensional preciseness of the 
component. 
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Wang et al. [53] analysed the impact of input variables on the mechanical behaviour of 3D 
printed PEEK material. The authors reported the impact of process parameters like the layer 
height, printing speed, and printing temperature on the microstructure, mechanical characteris-
tics, and surface quality of the fabricated component. Through the analysis, they found that com-
ponents possessed maximum density, along with improved surface quality and reduced internal 
defects when printed with a small printing layer height of 0.1 mm, a higher printing temperature 
of 440 °C, and a printing speed of 20 mm/s. Though the author considered some of the input pa-
rameters, the effect of other parameters still needs to be investigated like density, pattern, line 
direction, overlap percentage of infill, the diameter of nozzle and filament, the flow of filament, 
orientation of rasters, print direction, enable print cooling, UV Light, etc. The authors only focused 
on analysing the tensile characteristics and density of the part whereas, the other parameters like 
flexural strength, impact strength, etc. need to be analysed.  

Kaplun et al. [54] explored the impact of raster patterns and print orientation on the mechan-
ical behaviour of 3D-printed 9085 and Antero 840CN03 (PEKK) for their potential use in aero-
space and defence-grade polymers. Through the analysis, the authors found that the mechanical 
strength of PEKK was higher than ULTEM 9085. They concluded that raster angle and pattern 
both play a major role to enhance the mechanical characteristics of FDM parts. 

Sheoran and Kumar [12] reviewed the literature on the optimisation of FDM parameters and 
found that limitations in physical parameters, like availability of nozzle diameter and some spe-
cific values of layer height, restrict the integration of DOE and optimisation techniques. Thus, this 
limitation has to be addressed by coupling statistical DOE tools and modern optimisation tech-
niques. Consequently, a newer mathematical modelling approach needs to be developed. 

Kumar et al. [55] presented the influence of print orientation and fill density on flexural and 
tensile strength for a standard ASA material. The authors have followed ASTM standards to fabri-
cate and test the specimen. Through the testing, the tensile strength was reported with 52.2 MPa 
when printed with Z-90 print orientation and 100 % fill density. The results were compared with 
injection moulded components and were found with higher tensile strength. Whereas, compo-
nents fabricated with Y-90 print orientation and 25 % fill density exhibit high flexural strength of 
65.7 MPa. 

Szykiedans et al. [56] explored the mechanical behaviour of 3D printed PET-G. The authors 
only focused on tensile strength and elastic modulus. The author found variation in tensile mod-
ulus due to the presence of air-gap in the print structure 

Durgashyam et al. [57] perceived the impact of printing variables on tensile and flexural prop-
erties of PET-G material fabricated using the FDM technique. They considered the process param-
eters like infill-density, feed-rate, and layer height to analyse their effectiveness. They found that 
the components with lower layer height and feed-rate and with higher infill-density have shown 
good tensile properties. In contrast, the material showed good flexural strength at minimum layer 
height, a lesser percentile of infill-density, and a moderate feed-rate. Through, this work authors 
concluded that among layer height, infill-density, and feed-rate, the significance of layer height is 
much higher compared to other process parameters. 

Gebisa and Lemu [58] investigated the impact of FDM processing variables on the flexural 
strength of ULTEM 9085 considering five processing variables viz. air-gap, raster-angle, raster-
width, contour width, and contour number. They found that raster-angle and raster-width have 
influenced the flexural property of the material to a larger extent.  

Mohamed et al. [59] analysed the impact of printing variables on the dynamic mechanical char-
acteristics of PC-ABS components fabricated using the FDM method. Through this analysis, they 
showed that air-gap, contour number, and layer height have the highest influence on the mechan-
ical characteristics of the part. The authors also varied layer thickness, raster angle, air gap, build 
orientation, and road width to analyse the dynamic and cyclic conditions of 3D printed parts [60]. 
The authors used same material as before to optimise the parameters with a combination of arti-
ficial neural network and fractional factorial design. They found that dynamic modulus of elastic-
ity increases with increase of layer thickness; whereas reverse trend was found with increase of 
other parameters. 
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Ahn et al. [61] analysed the impact of bead width, raster orientation, model temperature, air-
gap, and material colour on the compressive and tensile behaviour of ABS parts fabricated using 
the FDM method. Their analysis showed that the mechanical behaviour of the fabricated compo-
nents was found to be anisotropic and parameter-dependent. They also revealed that raster ori-
entation and air-gap have an impact on the mechanical characteristics of the part.  

Deng et al. [62] studied the optimisation of the mechanical behaviour of P-E-E-K in terms of 
printing variables. The authors considered layer height, printing speed, filling ratio, and extrusion 
temperature to analyse the tensile characteristics of the component. They revealed the optimum 
mechanical characteristics that can be obtained for the process parameters with a set of filling 
ratio at 40 %, printing speed at 60 mm/s, layer height at 0.2 mm, and extrusion temperature at 
370 °C. 

Onwubolu and Rayegani [63] looked at the impact of raster-angle, width, orientation, air-gap, 
and layer height on the tensile behaviour of ABS components fabricated using the FDM technique. 
Their study revealed that the optimal process variables that could enhance the tensile behaviour 
of the component are increased raster-angle, minimum raster-width, minimum layer height, and 
negative air-gap. It has also been observed that for zero-part orientation, maximum tensile 
strength is obtained. 

Bagsik et al. [64] reported the impact of build direction on the compressive and tensile behav-
iour of ULTEM-9085-part build with FDM technology. The authors showed that the build-direc-
tion of the edge exhibits the highest tensile strength among all build directions, i.e., edge, upright 
and flat. Their investigation also revealed that compressive strength was maximum for the part 
built along upright-direction.  

Bagsik and Schöppner [65] also explored the influence of other process variables like raster-
to-perimeter and raster-to-raster air-gap, build-orientation, raster-angle, and raster-width. The 
tensile behaviour of the same material fabricated using FDM technology. Their study revealed that 
for all build directions with a negative raster air-gap, the tensile strength was highest. They also 
revealed that thicker filament can enhance the tensile behaviour for both build directions, i.e., 
edge and upright. However, the tensile behaviour for the components fabricated with build-ori-
entation flat can be enhanced by using a thinner filament.  
Motaparti et al. [66] analysed the impact of printing variables on the compressive nature of 3D-
printed ULTEM-9085 component. The authors considered three process variables, like, build-ori-
entation, raster-angle, and air-gap. They concluded that the compressive strength of the compo-
nent gets affected by raster-angle and build-orientation. 

Motaparti et al. [67] also highlighted the influence of the process variables like air-gap, raster-
angle, and printing direction on the flexural behaviour of ULTEM 9085 fabricated using the FDM 
process with Build-styles of sparse and solid. Their analysis uncovered that the build-orientation 
of vertical or on-edge could provide higher flexural yield strength compared to other build direc-
tions. 

Masood et al. [68] presented the impact of the airgap, raster-angle, and raster-width on the 
tensile strength of Polycarbonate (PC) polymer. The authors found the highest tensile strength of 
the selected material on a process parameter setting as in air-gap type of solid normal, raster-
width of 0.6064 mm and raster-angle of 45°. 

Gorski et al. [69] presented the impact of part orientation on tensile, bending, and impact 
strength of the part fabricated by ABS. The result showed that with a change in the orientation, 
the values of strength increased due to a change in macroscopic material behaviour. 

Durgun and Ertan [70] explored the influence of part orientation and raster-angle on surface 
roughness, tensile and flexural characteristics. Through the result, the authors suggested that the 
part orientation has the highest influence on the product quality and mechanical properties of the 
part compared to the raster-angle. The result also showed that surface roughness has a close re-
lationship with mechanical behaviour. 

Ognzan et al. [71] explored the influence of deposition angle, layer height, and infill on the flex-
ural strength of FDM samples fabricated using PLA material. The results showed that layer height 
has a dominant effect on flexural strength compared to the other two parameters. Table 1 shows 
an overview of the various process parameters for different polymers. 
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Table 1 Some published work on FDM process parameters 
Ref.  Mat. Input parameters Remarks 
Al-Ghamdi 
[72] 

ABS Fill density,  
Layer thickness, Shell 
thickness, Feed-rate, 

Specific mass was not affected by feed-rate.  
The specific time and energy both decrease with the decrease of 
layer height and infill-density and by increasing feed-rate. 

Garzon-Her-
nandez et al. 
[73]  

ABS Layer height, Number of  
layers, Raster orientation, 

Maximum stress and higher elastic modulus were found for 
lower layer thickness and longitudinal raster direction. low me-
chanical property with an increased number of layers. 

Pramanik et al. 
[74] 

ABS Printing, Speed, Extruder 
temperature, Fill density,  
Bed temperature,  
Layer height 

Extruder temperature and print speed were found to be the most 
dominant parameters of surface roughness followed by the layer 
thickness and infill-density. 

Galeja et al. 
[75] 

ABS Raster-angle (Fill angle) With an increase in raster-angle, the strength of the component 
reduces. However, maximum strength is obtained at a raster-an-
gle of 55°. 

Divyathej et al. 
[76]  

ABS Layer height Injection-moulded part exhibits higher tensile properties, and 
low layer thickness showed better mechanical properties among 
FDM printed samples. FDM specimens showed excellent flexural 
strength compared to moulded ones, and 0.15 mm layer thick-
ness gave optimum flexural strength. 0.2 mm layer thickness 
showed the most preferable compressive strength. The surface 
finish of moulded samples was found to be better than FDM. 

Kuznetsov et 
al. [77]  

PLA Nozzle diameter, Printing 
speed, Layer thickness 

The Layer height has affected the intra-layer cohesion to a 
greater extent. An increase in layer height reduces the part 
strength for all nozzle diameters. 

Rodríguez-
Panes et al. 
[78] 

ABS, 
PLA 

Layer height, Infill den-
sity, Part orientation 

The results for ABS showed a lower variation compared to PLA. 
The infill percentage has a higher influence on the mechanical 
characteristics of the part, although this effect is higher in PLA 
compared to ABS. The specimens fabricated using PLA having 
higher tensile strength than ABS due to their more rigid nature. 

Arif et al. [79] PEEK Part orientation The part orientation H-0° was found to be best for tensile, flex-
ural, and fracture toughness, followed by H-90° and V-90°. 

Rinaldi et al. 
[80] 

PEEK Infill density,  
Part orientation 

The mechanical properties of FDM and injection moulded sam-
ples were found same for 100 % infill printed in the X-Y plane, 
whereas, samples printed in the Z direction were found to be ex-
tremely brittle with premature failures. Low mechanical proper-
ties were found in the samples fabricated with a low infill per-
centage. 

Mishra et al. 
[81] 

ABS Contour number, Layer 
thickness, Raster-width,  
Part orientation, Raster  
angle and air-gap 

Flexural strength was increased with increase of external perim-
eter (Contour). The failure also shifted from the edge to the cen-
tre. Anisotropy of the specimen was also reduced at 30° raster 
angle. 

Samykano 
[82] 

PLA Fill percentage, Raster an-
gle and layer height 

Infill percentage significantly influenced the tensile strength out 
of selected input parameters. 

Mendricky  
and Fris  
[83] 

PLA Layer height, Extruded 
line width, Top layer 
thickness, Number of 
walls, Infill percent, Infill 
pattern, Print speed, Part 
orientation etc. 

Top layer height, Shape of the top layer, and print speed were 
found most influencing the roughness at the top of the fabricated 
part. Overall layer height, part orientation, and wall printing 
speed were found to be dominating for wall roughness. 

 
The effect of main process variables on the mechanical behaviour are presented in Table 2. The 

table also consists of most frequently used optimisation techniques. It is also observed that 
Taguchi and ANOVA based method is most often used for almost all the parameters. However, 
machine learning methods based on ANN and fuzzy is implemented with few parameters. The 
ANN and fuzzy based optimisation methods have proved to be more accurate in providing optimal 
set of parameters value. 
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Table 2 The effect of the main process variables on the mechanical behaviour 
Process parameters Influence on the mechanical behaviour Optimisation technique used 
Raster angle Tensile strength, Flexural strength, Impact 

strength, Surface roughness, Dimensional accu-
racy 

Taguchi method [19, 84], Gray relation 
analysis [84], ANOVA [84], Fuzzy Logic 
[85, 86], Artificial Neural Network (ANN), 
GA 

Layer thickness Tensile strength, Flexural strength, Impact 
strength, Hardness, Compressive strength, Di-
mensional accuracy, Surface roughness 

Taguchi method [84], Hybrid particle 
swarm, Bacterial forage optimization, Arti-
ficial Neural Network (ANN), Gray relation 
analysis [84], ANOVA [84], Fuzzy logic [85, 
86]  

Raster width Elasticity, Tensile strength, Flexural strength, 
Impact strength, Dimensional accuracy 

Taguchi method [84], ANOVA [84], Artifi-
cial Neural Network (ANN), Fuzzy logic 
[85, 86] 

Contour number Elasticity, Tensile strength, Impact strength, 
Flexural strength, Impact strength, Dimensional 
accuracy 

Taguchi method, ANOVA, Regression anal-
ysis [88] 

Infill density Flexural strength, Tensile strength, % Elonga-
tion 

RSM, ANOVA, Taguchi method [89], GA, 
GA-ANN, GA-ANFIS [90] 

Infill pattern Surface roughness, Hardness, Flexural Modulus, 
Tensile strength 

Taguchi method, ANOVA, Regression anal-
ysis [87] 

Build orientation Tensile strength, Flexural strength, Fracture 
toughness 

Fuzzy Logic [85, 86], ANOVA [84], Regres-
sion analysis, Taguchi method [84] 

Air gap Tensile strength, Flexural strength, Impact 
strength,  

ANOVA [84], Regression analysis, Taguchi 
method [84], Fuzzy logic [85, 86] 

Support style Tensile strength, Dimension accuracy, Surface 
roughness 

ANOVA along with gray relational analysis, 
Taguchi method [91] 

4. Challenges and future scope 
From the above discussion, it has been found that the process variables influence the quality of 
the FDM product to a great extent. Manufacturers and users are mainly concerned with the me-
chanical characteristics of the component like tensile strength, compressive strength, yield 
strength, flexural strength, impact strength, hardness, dimensional accuracy, production time, 
surface roughness, and durability. Therefore, researchers are investigating the most significant 
process parameter to enhance the mechanical characteristic of the component. However, there 
are still no unique significant parameters found for all materials, parts, and mechanical properties. 
There is always a need to adjust most of the parameters to meet the required part quality. After 
all these parameter adjustments, porosity remains within the FDM fabricated component because 
of its layering approach. The presence of porosity within the components fabricated through the 
FDM technique leads to having lower mechanical properties compared to the injection-moulded 
components. To enhance the mechanical behaviour and quality of these components, it is neces-
sary to develop the relationship between printing variables and material characteristics through 
mathematical modelling approaches. 

From the literature review, it has been found that various printing variables (parameters) in-
fluence the quality of the component fabricated using the FDM technique. Hence, it is required to 
identify the critical parameters and determine their optimum values to improve the quality of the 
component. However, there are very few authors who have developed the relationships of the 
process variables with the mechanical behaviour and part quality, which is not enough for all 
types of FDM processed materials.  

Many authors have analysed the influence of FDM process variables on PLA, ABS, ULTEM 9085, 
PETG, Nylon-6 built parts. However, very few authors have reported on other FDM processed ma-
terials, both in terms of FDM process optimisation and material characterization. Therefore, it is 
necessary to fabricate and identify the significant process parameters for other FDM processed 
materials like ASA, PEEK, PEKK, PET-G, and nylon-12.  
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As far as material behaviour is concerned, most authors have reported on the optimisation of 
the printing input variables for enhancing the material characteristics of the parts fabricated using 
the FDM technique. However, very few authors have worked on the optimisation technique of 
FDM printing input variables for chemical, dynamic mechanical characteristics, chemical re-
sistance, UV resistance and thermal of the parts printed using the FDM technique. Therefore, the 
impact of process variables on these factors needs to be investigated. 

The impact of printing variables on surface roughness, dimensional accuracy, impact, flexural, 
compressive, and tensile strength have been studied thoroughly by the authors. However, the 
other types of material properties like stress-strain behaviour at high-strain-rate loading condi-
tions, porosity, product and process cost, vibration, production time, creep, and hardness need to 
be studied. The researchers should also work on the application of new optimisation techniques 
integrated with DOE, modelling techniques, and new statistical designs in the future, and identify 
the optimum setting of printing variables, and should also test the functionality of parts fabricated 
using the FDM technique. 

Environmental factors like relative humidity and temperature also affect the part quality. 
These factors may affect the surface quality and the dimensional accuracy of the FDM processed 
parts of materials like ABS, PLA, nylon-12, etc. Therefore, it is necessary to determine the optimal 
sets of humidity and temperature for FDM processed materials. 

The process of FDM machines is restricted by some physical constraints and has an impact on 
the setting of the optimum values of process variables, which must be addressed in future re-
search. Among these constraints, the most crucial is the layer thickness whose value depends on 
the nozzle diameter; therefore, the user cannot select the layer thickness values other than speci-
fied values for that particular machine. The second constraint is imposed on nozzle diameter, 
which has a specified range of raster-width. In these conditions, the user cannot use any arbitrary 
values other than those defined by their range. These constraints complicate the optimisation of 
the FDM process variables and their selection on the machine for fabricating the component. 
Therefore, it is difficult to solve FDM process-related problems using traditional DOE techniques. 
Thus, the development of new mathematical modelling and optimisation approach is required for 
solving the constraints-related problems for the selection of optimum values of process variables 
beyond the specified range and also make it possible and feasible for practical applications. 

5. Conclusion 
This work presents the various process parameters of fused deposition modelling-based additive 
manufacturing technique and their effect on mechanical characteristics of 3D-Printed compo-
nents made of different thermoplastic materials. Through this study, it has been found that many 
researchers have worked on ABS, ABS+, PLA, ULTEM 9085; however, there exists future scope to 
analyse the influence of FDM process variables on the mechanical behaviour of other thermo-
plastic materials like ASA, PET-G, PEEK, and PEKK, etc.  

The present study also identified that printing process parameters have their roles and influ-
ence. Among all the process parameters, layer height has the highest influence on surface finish, 
build time, and strength of the component. Maximum strength is obtained with a rectilinear pat-
tern,100 % infill-density, and increased layer thickness. Raster width, raster angle, and contour 
numbers also affect the mechanical property of the component. It has also been found that most 
of the researchers analysed the influence on tensile and flexural properties; however, very few 
researchers have analysed the effect on impact strength. Overall, the parameters like part orien-
tation, layer height, raster-angle, raster width, and contours directly affect the quality of the 3D-
printed part. 

From the investigation, the input variables which affect the mechanical behaviour of the part 
can be set with most significant (layer height, raster-angle, and raster-width), significant (contour 
width and contour number) and least significant (air-gap). Although many authors have suggested 
a minus air-gap for enhancing the mechanical characteristics of the component, it was observed 
that minus air-gap has some drawbacks. Its effect can differ based on the thermoplastic used for 
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processing. Although FDM process saves time and cost for low volume production, whereas, me-
chanical behaviour of its product doesn’t exceed injection moulded product. Hence, one should 
investigate other methods to improvise the properties of FDM products. Here, an effort is made to 
help researchers toward the selection of FDM processed material and variables for further re-
search. 
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A B S T R A C T A R T I C L E   I N F O 
The collaboration between manufacturing companies and demand compa-
nies is the focus of effective operation of cloud manufacturing platform. The 
evolutionary game model of manufacturing company, demand company and 
cloud platform was established, and the strategy stability of the three parties 
was analyzed in this paper. Based on Lyapunov discrimination method, the 
equilibrium points of the system were explored, and the simulation was 
applied to analyze the influence of key factors in the evolution process by 
MATLAB2021a. The results show that: (1) The evolution of company collabo-
rative cooperation strategies in the cloud platform environment is staged; (2) 
The collaborative subsidy to the manufacturing company and the demand 
company by the cloud platform, the collaborative effort degree of the manu-
facturing company and the demand company, the value-added profits of the 
manufacturing company, the penalties and profits of the manufacturing com-
pany's speculation behavior, the loss of information leakage of demand com-
pany, and the government's subsidy for cloud platform supervision are im-
portant factors that affect the strategies of each subject; (3) The establish-
ment of the cloud platform supervision mechanism can promote collabora-
tion between the manufacturing company and the demand company. The 
results of the study can provide a beneficial strategic decision guidance for 
the development of the cloud manufacturing platform. 
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1. Introduction
With the integration of Internet of Things and Internet of services with manufacturing, the pro-
duction systems of the fourth industrial revolution are undergoing renovation [1]. The cloud 
manufacturing is becoming a service-oriented manufacturing mode for the development of ad-
vanced manufacturing [2]. With the good communication channels and expanded communica-
tion fields, the cloud manufacturing platform transforms the companies on the platform from a 
relatively closed self-centered and self-organization system to an open innovation system with 
cooperation, which is an effective implementation of the strategy of "Internet + Manufacturing". 
In the cloud platform, capacity sharing changes the traditional manufacturing mode, breaks the 
balance of the original production system, and transforms the roles of companies and users from 
the traditional separation mode of producer and consumer to the co-creators of products, im-
proving the technical performance and reducing the purchase price [3]. The relationship be-
tween supplier and demander has changed from simple value exchange to value co-creation. 

Shared manufacturing based on the cloud platform has attracted the attention of relevant 
scholars and industrialists [4], but the development of cloud platform is still in the exploratory 
stage, and how to develop cloud manufacturing platform is still a common concern of platform 
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operators and users. However, in the process of cloud platform application, some problems re-
stricting companies' cloud adoption are gradually exposed [5]. While company collaboration is 
facilitated, large-scale resource sharing implemented in cloud platforms may widen the credibil-
ity gap [6]. In the process of cooperation, the situation of "free-riding" in which one partner only 
benefits and does not invest often occurs [7]. This reduces the effectiveness of the cloud plat-
form to create value for companies and is not conducive to the promotion of shared innovative 
ideas in the system, which requires certain supervision. Facing the market environment in which 
the scale of companies entering the cloud platform is gradually expanding, it is necessary to 
make an in-depth analysis on the strategies to promote the collaborative cooperation of compa-
nies in the cloud platform. 

Therefore, from the perspective of cooperation and supervision of the cloud platform, this 
study systematically analyzes the promotion effect of the subsidy and penalty mechanism of the 
cloud platform and the efforts of manufacturing company and demand company on company 
collaboration with the evolutionary game method, which can provide some guidance for the 
prosperous sharing economy and the healthy development of cloud manufacturing platform. 

2. Literature review 
The existing researches on cloud platform mainly focus on the business model of cloud platform, 
the relationship between the supply and the demand in cloud platform and the supervision of 
cloud platform. 

The cloud platform integrates sharing with the internet, expanding small-scale sharing based 
on strong ties to large-scale sharing based on weak ties. Therefore, the sharing based on the 
cloud platform breaks through the traditional sharing behavior and becomes a more macroeco-
nomic sharing. In the sharing economy, the cloud platform plays the role of digital media to 
match supply and demand. Some scholars have proposed that platform services based on the 
network environment will gradually become the mainstream mode of the modern service indus-
try. Compared with traditional business mode, cloud platforms can assist buyers and sellers to 
match and connect faster, provide a more economical mode to increase customer value, create 
competitive advantage and transform business processes to increase industry profits [8], which 
is more consistent with the concept of sustainable development. The cloud manufacturing can 
realize customization and modularization of resources in the cloud platform [9], and the multi-
user-oriented manufacturing service distribution [2]. Many scholars have discussed the mode of 
cloud manufacturing. Woo et al. [10] believed that intelligent cloud manufacturing platform can 
improve the utilization efficiency of resources in platform network sharing and provide manu-
facturing services on demand. Barenji et al. [11] found that various departments in the platform 
can use joint design to achieve effective communication across regions and reach perfect coop-
erative target by using the method of the case study. Zhang et al. [12] proposed that the machine 
system based on cloud platform can customize the architecture of intelligent manufacturing of 
products. Li et al. [13] thought that industrial robots were the service objects of the internet 
platform deriving from the industrial mode of "government procurement and leasing". Xu et al. 
[14] and Wu and Zhang [15] proposed the design scheme of the comprehensive platform for 
information services provided by supply chain participants based on the ethereum block-chain 
for intelligent manufacturing. Xiao et al. [16] suggested a service resource matching method by 
combining the characteristics of manufacturing service task on cloud platform, such as relevance, 
synergy and diversity. The construction and mode of cloud manufacturing platforms have at-
tracted more and more scholars' attention. 

Based on big data and artificial intelligence, the digital cloud platform focuses on the resource 
sharing of bilateral participants and is an effective carrier to achieve value creation of resource 
sharing service system. In the cloud platform, the main subject of supply and demand can give 
full play to the effective utilization of resources[17], form complementary advantages, reduce 
energy consumption[18], and play a guiding role in innovation. The services of cloud platforms 
have the characteristics of network externality, and integration, functionality and derivation of 
scientific and technological resources [19]. The researches on cloud platforms have found that 
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the network effects generated by cloud platforms improve the competitive advantages and prof-
its of the platforms [20], and the active cooperation of service providers can create higher bene-
fits for both parties. Upgrading of manufacturing networks through the cloud platform has be-
come the mode adopted by many manufacturing companies, which is also the reason that drives 
them to join the cloud manufacturing platform [21]. At the same time, product design, manufac-
turing network [22], competitive pressures, manager's influence, compatibility and applicability 
all play the critical roles in the cloud platform operation [9]. Collaboration is the key to the suc-
cess of cloud platforms [23]. Ren et al. [24] suggested the service composition method because 
of synergies in allusion to social synergy characteristics of manufacturing services, and de-
scribed five relationships of service networks. Company collaboration in the cloud platform is a 
complex system engineering [25]. How to effectively promote this synergistic relationship is still 
in the exploratory stage. 

While the cloud manufacturing platform brings many conveniences to the development of the 
manufacturing industry, it also produces certain negative effects. For example, intelligent manu-
facturing requires the sharing of data and information, which not only leads to the risk of infor-
mation exchange [26], but also brings issues such as the security of cloud platform data and in-
formation [11] and the complexity of trust relationships between cooperating subjects [27], 
making it difficult to ensure the credibility and responsibility of cross-company production ac-
tivities [28]. Some scholars have proposed that the complexity of service upgrade would initiate 
cognitive bias behavior of organizational participants to jeopardize the accomplish of serviceiza-
tion within the organization [29]. With the increase in the number of cloud manufacturing plat-
form products, platform services focus more on communication and coordination between ser-
vice providers and consumers, while incentive and punishment mechanisms are not well estab-
lished [30]. All these make it difficult for platform supervision to promote its healthy develop-
ment. Scholars have realized the necessity of effective monitoring of cloud platforms [30], and 
proposed some monitoring methods such as consensus mechanism of service capability proof 
[5]. Even if the existing supervision methods are not perfect and need to be further explored, it 
has been recognized by scholars that company coordination still needs to be managed, which the 
platform is responsible for [31, 32], and one of the autonomous cycles of the platform is believed 
to allow self-supervision of the coordination process [33]. 

3. Model building 
3.1 Model description and assumption 

In cloud manufacturing environment, a variety of manufacturing resources are organized by the 
platform to enhance the competitiveness of supply chain and realizes on-demand matching be-
tween resource demanders and suppliers based on unified management and operation, and fi-
nally completes the full life cycle of manufacturing. In this study, a collaborative cooperation 
multi-agent game model of cloud platform, manufacturing company and demand company is 
constructed. The logical relationship of the subjects in cloud manufacturing platform is shown in 
Fig. 1. 

 
Fig. 1 Logical relationship of game model in the cloud platform environment 
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For the purpose of studying behavioral strategies of three-party game subjects of cloud plat-
form, manufacturing company and demand company, the following assumptions are proposed. 
Assumption 1: There are three participants in the evolutionary game model, namely the cloud 
platform, the manufacturing company and the demand company, and they take the maximiza-
tion of their respective benefits as the goal in decision-making. Due to the characteristics of 
bounded rational subjects, each subject achieves the optimal strategy with keeping learning in 
the process and adjusts the strategy based on the strategic choice of the other parties and their 
benefits. The game process is repeated and dynamic. The proportion of manufacturing company 
collaborative cooperation is indicated as 𝑥𝑥, and the proportion of general cooperation is indicat-
ed as 1 –  𝑥𝑥; the proportion of demand company collaborative cooperation is indicated as 𝑦𝑦, and 
the proportion of general cooperation is indicated as 1 – 𝑦𝑦; the proportion of cloud platform su-
pervision is indicated as 𝑧𝑧, and the proportion of non-supervision is indicated as 1 –  𝑧𝑧; where 
0 ≤  𝑥𝑥 ≤ 1, 0 ≤ 𝑦𝑦 ≤ 1, 0 ≤ 𝑧𝑧 ≤ 1. 
Assumption 2: The government actively promotes cloud manufacturing platform, and will subsi-
dize platform supervision and the collaborative cooperation behavior of manufacturing compa-
ny and demand company. The payoff of the normal operation of the cloud platform without su-
pervision is E. When implementing the supervision of companies on the platform, the regulatory 
cost of cloud platform is CP, and government subsidy for the cloud platform is SP. If both manu-
facturing company and demand company choose the collaborative cooperation strategy, it will 
bring the value-added benefits FP to the cloud platform. 
Assumption 3: When cloud platform chooses the supervision strategy, if manufacturing compa-
ny or the demand company chooses to collaboratively cooperate, the degree of collaborative 
effort of the manufacturing company is set as α (0 < 𝛼𝛼 ≤ 1), and the degree of collaborative ef-
fort of the demand company is set as β (0 < 𝛽𝛽 ≤ 1). The cloud platform provides subsidies to 
manufacturing company and demand company on behalf of the government, and the subsidies 
are proportional to the effort of the company, denoted as αSM and βSC respectively. 
Assumption 4: When both manufacturing company and demand company choose to collabora-
tive cooperation, they can obtain value-added collaborative profits. The value-added profit of 
collaborative cooperation of manufacturing company is WM, and that of demand company is WC. 
The amount of the collaborative cooperation profit is proportional to the effort of the company, 
and the value-added collaborative profits of manufacturing company is αWM and the value-
added collaborative profits of demand company is βWC. 
Assumption 5: When the manufacturing company chooses collaborative cooperation and the 
demand company chooses general cooperation, due to the hardware upgrades carried out by the 
manufacturing company, even if the demand company does not collaborate cooperate with it, 
the manufacturing company will have a certain additional profit T. The value-added profit of the 
manufacturing company is proportional to its effort, so it can be described as αT. At this time, 
the demand company cannot obtain additional profits. 
Assumption 6: When the manufacturing company chooses general cooperation and the demand 
company chooses collaborative cooperation, because of collaboratively cooperating by providing 
information, the information leakage loss of the demand company may occur, denoted as V. The 
loss of demand company is proportional to its collaborative effort, and the loss amount is ex-
pressed as βV. At this time, the general cooperation as "free-rider" behavior can bring the specu-
lative profit Q to the manufacturing company, and the amount of the speculative profit is propor-
tional to the effort of the demand company, which is expressed as βQ. The punishment mecha-
nism in cooperation can effectively curb the occurrence of "free-rider" behavior. Therefore, the 
manufacturing company should be punished with the penalty to compensate the collaborative 
cooperation of the demand company, which is expressed as LM. 
Assumption 7: When both manufacturing company and demand company choose general coop-
eration, the parties can only obtain the payoffs of general cooperation, which are expressed as 
RM and RC respectively. 
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On the basis of the above descriptions and assumptions, the strategy game payoff matrix of 
the three-party is acquired, as illustrated in Table 1. 
 

Table 1 Payoff matrix of three-party subjects 

Strategy choice Demand company 
Cloud platform 

Supervision 
(𝑧𝑧) 

Non-supervision 
(1 –  𝑧𝑧) 

Manufacturing 
company 

Collaborative 
cooperation 

(𝑥𝑥) 

Collaborative coo-
peration 

(𝑦𝑦) 

𝛼𝛼𝑊𝑊𝑀𝑀 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝑅𝑅𝑀𝑀 
𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝑅𝑅𝐶𝐶 

𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 + 𝐹𝐹𝑃𝑃 − 𝛼𝛼𝑆𝑆𝑀𝑀 − 𝛽𝛽𝑆𝑆𝐶𝐶  

𝛼𝛼𝑊𝑊𝑀𝑀 + 𝑅𝑅𝑀𝑀 
𝛽𝛽𝑊𝑊𝐶𝐶 + 𝑅𝑅𝐶𝐶  
𝐸𝐸 + 𝐹𝐹𝑃𝑃 

General cooperati-
on 

(1 –  𝑦𝑦) 

𝛼𝛼𝑆𝑆𝑀𝑀 + 𝑅𝑅𝑀𝑀 + 𝛼𝛼𝛼𝛼  
𝑅𝑅𝐶𝐶  

𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 − 𝛼𝛼𝑆𝑆𝑀𝑀 

𝑅𝑅𝑀𝑀 + 𝛼𝛼𝛼𝛼  
𝑅𝑅𝐶𝐶  
𝐸𝐸 

General 
cooperation 

(1 –  𝑥𝑥) 

Collaborative coo-
peration 

(𝑦𝑦) 

𝑅𝑅𝑀𝑀 − 𝐿𝐿𝑀𝑀 + 𝛽𝛽𝑄𝑄 

𝛽𝛽𝑊𝑊𝐶𝐶 + 𝑅𝑅𝐶𝐶 − 𝛽𝛽𝛽𝛽 + 𝐿𝐿𝑀𝑀 
𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 − 𝛽𝛽𝑆𝑆𝐶𝐶  

𝑅𝑅𝑀𝑀 + 𝛽𝛽𝑄𝑄  
𝑅𝑅𝐶𝐶 − 𝛽𝛽𝛽𝛽  
𝐸𝐸 

General cooperati-
on 

(1 –  𝑦𝑦) 

𝑅𝑅𝑀𝑀 
𝑅𝑅𝐶𝐶  

𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 

𝑅𝑅𝑀𝑀 
𝑅𝑅𝐶𝐶  
𝐸𝐸 

3.2 Model analysis 

The stability and evolution path of three subjects strategies are explored by the stability theory 
of differential equations, and two conditions should be satisfied for the stable point of replica-
tion dynamic equation: 𝐹𝐹(𝑥𝑥) = 0, and 𝑑𝑑𝑑𝑑(𝑥𝑥)

𝑑𝑑𝑑𝑑
< 0. 

Replication dynamic analysis of manufacturing company strategy 

The expected payoff of manufacturing company carrying out collaborative cooperation strategy 
is set as U11, and the expected payoff of manufacturing company carrying out general coopera-
tion strategy is set as U12, which are defined as follows: 
 

𝑈𝑈11 = 𝑦𝑦𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝑅𝑅𝑀𝑀) + (1 − 𝑦𝑦)𝑧𝑧(𝛼𝛼𝑆𝑆𝑀𝑀 + 𝑅𝑅𝑀𝑀 + 𝛼𝛼𝛼𝛼) + 𝑦𝑦(1 − 𝑧𝑧)(𝛼𝛼𝑊𝑊𝑀𝑀 + 𝑅𝑅𝑀𝑀)
+ (1 − 𝑦𝑦)(1 − 𝑧𝑧)(𝑅𝑅𝑀𝑀 + 𝛼𝛼𝛼𝛼) (1) 

 

𝑈𝑈12 = 𝑦𝑦𝑦𝑦(𝑅𝑅𝑀𝑀 − 𝐿𝐿𝑀𝑀 + 𝛽𝛽𝑄𝑄) + (1 − 𝑦𝑦)𝑧𝑧𝑅𝑅𝑀𝑀 + 𝑦𝑦(1 − 𝑧𝑧)𝑅𝑅𝑀𝑀 + (1 − 𝑦𝑦)(1 − 𝑧𝑧)𝑅𝑅𝑀𝑀 (2) 
 

𝑈𝑈1 = 𝑥𝑥𝑈𝑈11 + (1− 𝑥𝑥)𝑈𝑈12 (3) 
The replication dynamic equation of manufacturing company strategy is as follows: 

𝐹𝐹(𝑥𝑥) =
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑥𝑥(𝑈𝑈11 − 𝑈𝑈1) = 𝑥𝑥(1 − 𝑥𝑥)(𝑈𝑈11−𝑈𝑈12)
= 𝑥𝑥(1 − 𝑥𝑥)(𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛼𝛼𝛼𝛼 − 𝛽𝛽𝑄𝑄) + 𝑧𝑧𝑧𝑧𝑆𝑆𝑀𝑀 + 𝑦𝑦𝑦𝑦𝐿𝐿𝑀𝑀 + 𝛼𝛼𝛼𝛼) 

(4) 

𝐹𝐹′(𝑥𝑥) =
𝑑𝑑𝑑𝑑(𝑥𝑥)
𝑑𝑑𝑑𝑑

= (1 − 2𝑥𝑥)(𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛼𝛼𝛼𝛼 − 𝛽𝛽𝑄𝑄) + 𝑧𝑧𝑧𝑧𝑆𝑆𝑀𝑀 + 𝑦𝑦𝑦𝑦𝐿𝐿𝑀𝑀 + 𝛼𝛼𝛼𝛼) (5) 

Assume 𝑊𝑊(𝑧𝑧) = 𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛼𝛼𝛼𝛼 − 𝛽𝛽𝛽𝛽) + 𝑧𝑧𝑧𝑧𝑆𝑆𝑀𝑀 + 𝑦𝑦𝑦𝑦𝐿𝐿𝑀𝑀 + 𝛼𝛼𝛼𝛼 , when 𝑧𝑧0 =  (𝑦𝑦−1)𝛼𝛼𝛼𝛼−𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀−𝛽𝛽𝛽𝛽)
𝛼𝛼𝑆𝑆𝑀𝑀+𝑦𝑦𝐿𝐿𝑀𝑀

, 
proposition 1 is established.  

Proposition 1: when 0 < z < 𝑧𝑧0 < 1, the evolutionary stable state of x tends to 0, the stable strat-
egy of the manufacturing company is general cooperation. When 0 < 𝑧𝑧0 < z < 1, the evolution-
ary stable state of x tends to 1, the stable strategy of the manufacturing company is collaborative 
cooperation. 

Proof: 𝑊𝑊(𝑧𝑧) increases monotonically over the interval. When 𝑧𝑧 = 𝑧𝑧0, 𝑊𝑊(𝑧𝑧) = 0, 𝐹𝐹(𝑥𝑥) = 0, and 
𝐹𝐹𝑥𝑥′(𝑥𝑥) = 0, so 𝑥𝑥 ∈ [0,1] is in the stable state, and there is no fixed stable strategy in the interval; 
When 0 < 𝑧𝑧 < 𝑧𝑧0 < 1, 𝑊𝑊(𝑧𝑧) < 0, 𝐹𝐹𝑥𝑥(0) = 0, and 𝐹𝐹𝑥𝑥′(0) < 0, so 𝑥𝑥 = 0 has stability; When 0 <  𝑧𝑧0 <
 z < 1, 𝑊𝑊(𝑧𝑧) > 0, 𝐹𝐹𝑥𝑥(1) = 0, and 𝐹𝐹𝑥𝑥′(1) < 0, so 𝑥𝑥 = 1 has stability. 

The phase diagram of the manufacturing company strategy choice is obtained according to 
the above analysis, as illustrated in Fig. 2. 
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Fig. 2 Phase diagram of the manufacturing company strategy choice 

Inference 1: When the values of SM, WM, LM and T raise while other parameters keep constant, 
manufacturing company will approach collaborative cooperation strategy. In common, when the 
values of β and Q raise, manufacturing company will approach general cooperation strategy. 

Proof: Since 𝑧𝑧0 = (𝑦𝑦−1)𝛼𝛼𝛼𝛼−𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀−𝛽𝛽𝛽𝛽)
𝛼𝛼𝑆𝑆𝑀𝑀+𝑦𝑦𝐿𝐿𝑀𝑀

, the value of 𝑧𝑧0 will fall with the raising of the values of SM, 
WM, LM and T, and the volume of V2 changes inversely with the value of 𝑧𝑧0. The enlarge of V2 

shows that the manufacturing company is more inclined to the cooperative cooperation strategy. 
The value of 𝑧𝑧0 will raise with the raising of the values of β and Q, and the volume of V1 changes 
the same as the value of 𝑧𝑧0. The enlarge of V1 shows that the manufacturing company is more 
inclined to the general strategy. It presents that the proportion of manufacturing company 
choosing collaborative cooperation is directly proportional to the subsidies for the collaborative 
cooperation of the manufacturing company, the value-added profits of the manufacturing com-
pany when the two sides collaborative cooperate, the speculative penalty of the general cooper-
ation and the additional profit of collaborative cooperation of the manufacturing company, and 
inversely proportional to the degree of collaborative effort of the demand company and the 
speculative profit of the general cooperation of the manufacturing company. 

Replication dynamic analysis of the demand company strategy 

The expected payoff of demand company carrying out collaborative cooperation strategy is set 
as U21, and the expected payoff of demand company carrying out general cooperation strategy is 
set as U22, which are defined as follows: 
𝑈𝑈21 = 𝑥𝑥𝑥𝑥(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝑅𝑅𝐶𝐶) + 𝑥𝑥(1 − 𝑧𝑧)(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝑅𝑅𝐶𝐶) + (1 − 𝑥𝑥)𝑧𝑧(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝑅𝑅𝐶𝐶 − 𝛽𝛽𝛽𝛽 + 𝐿𝐿𝑀𝑀)

+ (1 − 𝑥𝑥)(1 − 𝑧𝑧)(𝑅𝑅𝐶𝐶 − 𝛽𝛽𝛽𝛽) (6) 
 

𝑈𝑈22 = 𝑥𝑥𝑥𝑥𝑅𝑅𝐶𝐶 + 𝑥𝑥(1 − 𝑧𝑧)𝑅𝑅𝐶𝐶 + (1 − 𝑥𝑥)𝑧𝑧𝑅𝑅𝐶𝐶 + (1 − 𝑥𝑥)(1 − 𝑧𝑧)𝑅𝑅𝐶𝐶  (7) 
 

𝑈𝑈2 = 𝑦𝑦𝑈𝑈21 + (1 − 𝑦𝑦)𝑈𝑈22 (8) 
The replication dynamic equation of demand company strategy is as follows: 

𝐹𝐹(𝑦𝑦) =
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑦𝑦(𝑈𝑈21 − 𝑈𝑈2) = 𝑦𝑦(1 − 𝑦𝑦)(𝑈𝑈21−𝑈𝑈22)
= 𝑦𝑦(1 − 𝑦𝑦)(𝑥𝑥(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝛽𝛽) + 𝑧𝑧𝑧𝑧𝑆𝑆𝐶𝐶 − 𝛽𝛽𝛽𝛽 + (1 − 𝑥𝑥)𝑧𝑧𝐿𝐿𝑀𝑀) 

(9) 

 

𝐹𝐹′(𝑦𝑦) =
𝑑𝑑𝑑𝑑(𝑦𝑦)
𝑑𝑑𝑑𝑑

= (1 − 2𝑦𝑦)(𝑥𝑥(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝛽𝛽) + 𝑧𝑧𝑧𝑧𝑆𝑆𝐶𝐶 − 𝛽𝛽𝛽𝛽 + (1 − 𝑥𝑥)𝑧𝑧𝐿𝐿𝑀𝑀) (10) 
 

Assume 𝑊𝑊(𝑥𝑥) = 𝑥𝑥(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝛽𝛽) + 𝑧𝑧𝑧𝑧𝑆𝑆𝐶𝐶 − 𝛽𝛽𝛽𝛽 + (1 − 𝑥𝑥)𝑧𝑧𝐿𝐿𝑀𝑀, when 𝑥𝑥0 = 𝛽𝛽𝛽𝛽−𝑧𝑧𝑧𝑧𝑆𝑆𝐶𝐶−𝑧𝑧𝐿𝐿𝑀𝑀
𝛽𝛽𝑊𝑊𝐶𝐶+𝛽𝛽𝛽𝛽−𝑧𝑧𝐿𝐿𝑀𝑀

, proposi-
tion 2 is established. 

Proposition 2: When 0 < 𝑥𝑥 < 𝑥𝑥0 < 1, the evolutionary stable point state of y tends to 0, the sta-
ble strategy of the demand company is general cooperation. When 0 < 𝑥𝑥0 < 𝑥𝑥 < 1, the evolu-
tionary stable state of 𝑦𝑦 tends to 1, the stable strategy of the demand company is collaborative 
cooperation. 
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Proof: 𝑊𝑊(𝑥𝑥) increases monotonically over the interval. When 𝑥𝑥 = 𝑥𝑥0, 𝑊𝑊(𝑥𝑥) = 0, 𝐹𝐹(𝑦𝑦) = 0, and 
𝐹𝐹𝑦𝑦′(𝑦𝑦) = 0, so 𝑦𝑦 ∈ [0,1] is in the stable state, and there is no fixed stable strategy in the interval; 
When 0 < 𝑥𝑥 < 𝑥𝑥0 < 1 , 𝑊𝑊(𝑥𝑥) < 0 , 𝐹𝐹𝑦𝑦(0) = 0, and 𝐹𝐹𝑦𝑦′(0) < 0 , so 𝑦𝑦 = 0  has stability; When 0 <
𝑥𝑥0 < 𝑥𝑥 < 1, 𝑊𝑊(𝑥𝑥) > 0, 𝐹𝐹𝑦𝑦(1) = 0, and 𝐹𝐹𝑦𝑦′(1) < 0, so 𝑦𝑦 = 1 has stability. 

The phase diagram of the demand company strategy choice is obtained according to the 
above analysis, as illustrated in Fig. 3. 

X

Z

V3
V4

x<x0 x>x0

Y

x=x0

 
Fig. 3 Phase diagram of the demand company strategy choice 

Inference 2: When the values of WC, SC and LM raise while other parameters keep constant, the 
demand company will approach collaborative cooperation strategy. In common, when the value 
of V raises, the demand company will approach general cooperation strategy. 

Proof: Since 𝑥𝑥0 = 𝛽𝛽𝛽𝛽−𝑧𝑧𝑧𝑧𝑆𝑆𝐶𝐶−𝑧𝑧𝐿𝐿𝑀𝑀
𝛽𝛽𝑊𝑊𝐶𝐶+𝛽𝛽𝛽𝛽−𝑧𝑧𝐿𝐿𝑀𝑀

, the value of 𝑥𝑥0 will fall with the raising of the values of SC, WC and 
LM, and the volume of V4 changes inversely with the value of 𝑥𝑥0. The enlarge of V4 shows that the 
demand company is more inclined to the collaborative cooperation strategy. The value of x0 will 
raise with the raising of the value of V, and the volume of V3 changes the same as the value of 𝑥𝑥0, 
The enlarge of V3 shows that the demand company is more inclined to the general cooperation 
strategy. It presents that the proportion of demand company implementing collaborative coop-
eration is directly proportional to the subsidies for the collaborative cooperation of the demand 
company, the value-added profits of the demand company when the two sides collaborative co-
operate, and the speculative penalty for the general cooperation of the manufacturing company, 
inversely proportional to the loss of information leakage of the collaborative cooperation of the 
demand company. 

Replication dynamic stability analysis of the cloud platform strategy 

The expected payoff of cloud platform carrying out supervision strategy is set as U31, and the 
expected payoff of cloud platform carrying out non-supervision strategy is set as U32, which are 
defined as follows: 

𝑈𝑈31 = 𝑥𝑥𝑥𝑥(𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 + 𝐹𝐹𝑃𝑃 − 𝛼𝛼𝑆𝑆𝑀𝑀 − 𝛽𝛽𝑆𝑆𝐶𝐶) + 𝑥𝑥(1 − 𝑦𝑦)(𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 − 𝛼𝛼𝑆𝑆𝑀𝑀)
+ (1 − 𝑥𝑥)𝑦𝑦(𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃 − 𝛽𝛽𝑆𝑆𝐶𝐶) + (1 − 𝑥𝑥)(1 − 𝑦𝑦)(𝐸𝐸 − 𝐶𝐶𝑃𝑃 + 𝑆𝑆𝑃𝑃) (11) 

 

𝑈𝑈32 = 𝑥𝑥𝑥𝑥(𝐸𝐸 + 𝐹𝐹𝑃𝑃) + 𝑥𝑥(1 − 𝑦𝑦)𝐸𝐸 + (1 − 𝑥𝑥)𝑦𝑦𝑦𝑦 + (1 − 𝑥𝑥)(1 − 𝑦𝑦)𝐸𝐸 (12) 
 

𝑈𝑈3 = 𝑧𝑧𝑈𝑈31 + (1 − 𝑧𝑧)𝑈𝑈32 (13) 
 

The replication dynamic equation of cloud platform strategy is as follows: 

𝐹𝐹(𝑧𝑧) =
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑧𝑧(𝑈𝑈31 − 3) = 𝑧𝑧(1 − 𝑧𝑧)(𝑈𝑈31−𝑈𝑈32) = 𝑧𝑧(1 − 𝑧𝑧)(𝑆𝑆𝑃𝑃 − 𝑦𝑦𝑦𝑦𝑆𝑆𝐶𝐶 − 𝑥𝑥𝑥𝑥𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃) (14) 
 

𝐹𝐹′(𝑧𝑧) =
𝑑𝑑𝑑𝑑(𝑧𝑧)
𝑑𝑑𝑑𝑑

= (1 − 2𝑧𝑧)(𝑆𝑆𝑃𝑃 − 𝑦𝑦𝑦𝑦𝑆𝑆𝐶𝐶 − 𝑥𝑥𝑥𝑥𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃) (15) 

Assume 𝑊𝑊(𝑦𝑦) = 𝑆𝑆𝑃𝑃 − 𝑦𝑦𝑦𝑦𝑆𝑆𝐶𝐶 − 𝑥𝑥𝑥𝑥𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃, when 𝑦𝑦0 = 𝑆𝑆𝑃𝑃−𝑥𝑥𝛼𝛼𝛼𝛼𝑀𝑀−𝐶𝐶𝑃𝑃
𝛽𝛽𝑆𝑆𝐶𝐶

, proposition 3 is established. 
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Proposition 3: when 0 < 𝑦𝑦 < 𝑦𝑦0 < 1, the evolutionary stable state of z tends to 1, the stable 
strategy of the cloud platform is supervision. When 0 < 𝑦𝑦0 < 𝑦𝑦 < 1, the evolutionary stable state 
of z tends to 0, the stable strategy of the cloud platform is non-supervision. 

Proof: 𝑊𝑊(𝑦𝑦) decreases monotonically over the interval. When 𝑦𝑦 = 𝑦𝑦0, 𝑊𝑊(𝑦𝑦) = 0, 𝐹𝐹(𝑧𝑧) = 0, and 
𝐹𝐹𝑧𝑧′(𝑧𝑧) = 0, so 𝑧𝑧 ∈ [0,1] is in the stable state, and there is no fixed stable strategy in the interval; 
When 0 < 𝑦𝑦 < 𝑦𝑦0 < 1, 𝑊𝑊(𝑦𝑦) > 0, 𝐹𝐹𝑧𝑧(1) = 0, and 𝐹𝐹𝑧𝑧′(1) < 0, so 𝑧𝑧 = 1 has stability; When 0 <
𝑦𝑦0 < 𝑦𝑦 < 1, 𝑊𝑊(𝑦𝑦) < 0,𝐹𝐹𝑧𝑧(0) = 0, and 𝐹𝐹𝑧𝑧′(0) < 0, so 𝑧𝑧 = 0 has stability. 

The phase diagram of the cloud platform strategy choice is obtained according to the above 
analysis, as illustrated in Fig. 4. 

Y

X

Z

V5
V6

y=y0

y<y0

y>y0

 
Fig. 4 Phase diagram of the cloud platform strategy choice 

Inference 3: When the value of SP raises while other parameters keep constant, the cloud plat-
form will approach supervision strategy. In common, when the values of α, β, SC, SM and CP raise, 
the cloud platform will approach non-supervision strategy. 

Proof: Since 𝑦𝑦0 = 𝑆𝑆𝑃𝑃−𝑥𝑥𝛼𝛼𝛼𝛼𝑀𝑀−𝐶𝐶𝑃𝑃
𝛽𝛽𝑆𝑆𝐶𝐶

, the value of 𝑦𝑦0 will raise with the raising of the value of SP, and the 
volume of V5 changes the same as the value of 𝑦𝑦0 . The enlarge of V5 shows that the cloud platform 
is more inclined to supervision strategy. The value of 𝑦𝑦0 will fall with the raising of the values of 
α, β, SC, SM and CP, and the volume of V6 changes inversely with the value of 𝑦𝑦0. The enlarge of V6 

shows that the cloud platform is more inclined to non-supervision strategy increases. It presents 
that the proportion of cloud platform implementing collaborative cooperation is directly propor-
tional to the government subsidy for the supervision of the cloud platform, and inversely pro-
portional to the degree of collaborative effort of the manufacturing company and the demand 
company, the subsidies provided by the cloud platform for the collaborative cooperation of the 
manufacturing company and the demand company and the regulatory cost of the cloud platform. 

4. Results and discussion 
4.1 Strategy stability analysis of the strategies in evolutionary games 

In order to analyze the asymptotic stability of the strategies in evolutionary games, according to 
Lyapunov method, the eigenvalues of the Jacobian matrix are determined based on the replica-
tion dynamic equation of the subject. When the eigenvalues are negative, the equilibrium point 
is asymptotically stable. The Jacobian matrix of the replication dynamic system is expressed as 
Eq. 16. The eigenvalues of Jacobian matrix are indicated in Appendix A. 

𝐽𝐽 = �
𝐹𝐹𝑥𝑥′(𝑥𝑥) 𝐹𝐹𝑦𝑦′(𝑥𝑥) 𝐹𝐹𝑧𝑧′(𝑥𝑥)
𝐹𝐹𝑥𝑥′(𝑦𝑦) 𝐹𝐹𝑦𝑦′(𝑦𝑦) 𝐹𝐹𝑧𝑧′(𝑦𝑦)
𝐹𝐹𝑥𝑥′(𝑧𝑧) 𝐹𝐹𝑦𝑦′(𝑧𝑧) 𝐹𝐹𝑧𝑧′(𝑧𝑧)

� (16) 

The system equilibrium points of three-party evolutionary game are inditacted in Table 2. 
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Table 2 Strategy stability analysis of evolutionary game system 
Equilibrium point Eigenvalue Symbol Stability  

E1(0,0,0) 𝛼𝛼𝛼𝛼 ,−𝛽𝛽𝛽𝛽, 𝑆𝑆𝑃𝑃 − 𝐶𝐶𝑃𝑃 (+, -, X) unstable 
E2(0,0,1) 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝛼𝛼𝛼𝛼, 𝛽𝛽𝑆𝑆𝐶𝐶 − 𝛽𝛽𝛽𝛽 + 𝐿𝐿𝑀𝑀 , −(𝑆𝑆𝑃𝑃 − 𝐶𝐶𝑃𝑃) (+, X, X) unstable 
E3(0,1,0) 𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛽𝛽𝑄𝑄, 𝛽𝛽𝛽𝛽, 𝑆𝑆𝑃𝑃 − 𝛽𝛽𝑆𝑆𝐶𝐶 − 𝐶𝐶𝑃𝑃 (X, +, X) unstable 
E4(1,0,0) −𝛼𝛼𝛼𝛼, 𝛽𝛽𝑊𝑊𝐶𝐶 , 𝑆𝑆𝑃𝑃 − 𝛼𝛼𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃 (-, +, X) unstable 
E5(0,1,1) 𝛼𝛼𝑊𝑊𝑀𝑀 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝐿𝐿𝑀𝑀 − 𝛽𝛽𝑄𝑄, −(𝛽𝛽𝑆𝑆𝐶𝐶 + 𝐿𝐿𝑀𝑀 − 𝛽𝛽𝛽𝛽), −(𝑆𝑆𝑃𝑃 − 𝛽𝛽𝑆𝑆𝐶𝐶 − 𝐶𝐶𝑃𝑃) (X, X, X) ESS in condition Ⅰ 
E6(1,0,1) −(𝛼𝛼𝑆𝑆𝑀𝑀 + 𝛼𝛼𝛼𝛼), 𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝑆𝑆𝐶𝐶, −(𝑆𝑆𝑃𝑃 − 𝛼𝛼𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃) (-, +, X) unstable 
E7(1,1,0) −(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛽𝛽𝑄𝑄), −𝛽𝛽𝑊𝑊𝐶𝐶 , 𝑆𝑆𝑃𝑃 − 𝛽𝛽𝑆𝑆𝐶𝐶 − 𝛼𝛼𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃 (X, -, X) ESS in condition Ⅲ 
E8(1,1,1) −(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛽𝛽𝑄𝑄 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝐿𝐿𝑀𝑀), −(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝑆𝑆𝐶𝐶), −(𝑆𝑆𝑃𝑃 − 𝛽𝛽𝑆𝑆𝐶𝐶 − 𝛼𝛼𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃) (X, -, X) ESS in condition Ⅱ 

Note: X denotes uncertain of symbol, ESS denotes the evolutionary stable strategy. 
Condition Ⅰ：𝛼𝛼(𝑆𝑆𝑀𝑀 + 𝑊𝑊𝑀𝑀) < 𝛽𝛽𝛽𝛽 − 𝐿𝐿𝑀𝑀, 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝐿𝐿𝑀𝑀 > 𝛽𝛽𝛽𝛽, 𝑆𝑆𝑃𝑃 > 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝐶𝐶𝑃𝑃 
Condition Ⅱ：𝛼𝛼(𝑆𝑆𝑀𝑀 + 𝑊𝑊𝑀𝑀) > 𝛽𝛽𝛽𝛽 − 𝐿𝐿𝑀𝑀 , 𝑆𝑆𝑃𝑃 > 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝐶𝐶𝑃𝑃 
Condition Ⅲ：𝛼𝛼𝑊𝑊𝑀𝑀 > 𝛽𝛽𝛽𝛽, 𝑆𝑆𝑃𝑃 < 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝐶𝐶𝑃𝑃 

When 𝛼𝛼(𝑆𝑆𝑀𝑀 + 𝑊𝑊𝑀𝑀) < 𝛽𝛽𝛽𝛽 − 𝐿𝐿𝑀𝑀, 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝐿𝐿𝑀𝑀 > 𝛽𝛽𝛽𝛽, 𝑆𝑆𝑃𝑃 > 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝐶𝐶𝑃𝑃, if the difference between the 
speculative profit and the speculative penalty when the manufacturing company chooses gen-
eral cooperation is more than the sum of the additional profit of the collaborative cooperation 
and the cooperative subsidy of the cloud platform, then the manufacturing company tends to 
choose the general cooperation strategy. When the sum of the platform subsidy for the demand 
company and the speculative punishment of the manufacturing company is more than the in-
formation leakage risk loss of the demand company, then the demand company tends to choose 
the collaborative cooperation strategy. If the government's subsidy for cloud platform supervi-
sion is more than the sum of the cloud platform regulatory cost and the subsidy for the demand 
company, the cloud platform tends to choose supervision strategy. As a result, the stable evolu-
tion strategy of the three-party subjects is E5(general cooperation, collaborative cooperation, 
supervision). 

When 𝛼𝛼(𝑆𝑆𝑀𝑀 + 𝑊𝑊𝑀𝑀) > 𝛽𝛽𝛽𝛽 − 𝐿𝐿𝑀𝑀 and 𝑆𝑆𝑃𝑃 > 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝐶𝐶𝑃𝑃, on the basis of condition Ⅰ, if the 
sum of the synergistic subsidy and synergistic benefit of the manufacturing company is more 
than the difference between the speculative profit and the speculative penalty of the manufac-
turing company, the manufacturing company tends to choose the collaborative cooperation. If 
the government's subsidies for cloud platform supervision are still more than the sum of the 
regulatory costs of cloud platform and the subsidies for manufacturing company and demand 
company, the cloud platform will continue to choose the supervision strategy. When the manu-
facturing company chooses collaborative collaboration and the cloud platform chooses supervi-
sion, the value-added profits of the demand company's collaborative cooperation are greater, so 
the collaborative cooperation strategies are chosen. Therefore, the stable evolution strategy of 
the three-party subjects is E8 (collaborative cooperation, collaborative cooperation, supervision). 

When 𝛼𝛼𝑊𝑊𝑀𝑀 > 𝛽𝛽𝛽𝛽, and 𝑆𝑆𝑃𝑃 < 𝛽𝛽𝑆𝑆𝐶𝐶 + 𝛼𝛼𝑆𝑆𝑀𝑀 + 𝐶𝐶𝑃𝑃, on the basis of condition Ⅱ, if the manufacturing 
company and the demand company improve their collaborative efforts, the sum of the regulato-
ry cost and the subsidies for the manufacturing company and demand company of the cloud 
platform is more than the government's subsidies for cloud platform supervision, the cloud plat-
form tends to non-supervision strategy. If the value-added profits of the manufacturing compa-
ny's collaborative cooperation are more than the profits of the manufacturing company's specu-
lative behavior, the value-added profits of the demand company are larger, and the manufactur-
ing company and the demand company also tend to adopt the collaborative cooperation strategy. 
Therefore, the stable evolution strategy of the three-party subjects is E7( collaborative coopera-
tion, collaborative cooperation, non-supervision). 
4.2 Numerical simulation analysis 
To test strategic stability of three-party evolutionary game, the model parameters are assigned 
values based on the real situation, and MATLAB2021a is used for numerical simulation. 

Equilibrium steady state of the model 

When condition I is met, the model parameters are assigned as followings: CP = 30, SP = 50, WM = 
30, SM = 20, α = 0.1, Q = 25, T = 15, LM = 5, WC = 30, SC = 20, β = 0.5, V = 26; when condition Ⅱ is 
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met, SM = 40, α = 0.2, and other parameters are the same with condition I; when condition Ⅲ is 
met, α = 0.6, β = 0.6, SC = 40, and other parameters are the same with condition Ⅱ. The evolution 
results of the data simulation over time are shown in Fig. 5. 

According to Fig. 5, in the early stage of the establishment of the cloud platform, the profits of 
collaborative cooperation are less than the speculative profits of general cooperation for the 
manufacturing company. Therefore, driven by the interests, the manufacturing company will 
gradually stabilize in the general cooperation strategy. When the manufacturing company gen-
erally cooperates, if the government’s supervision subsidy is more than the supervision invest-
ment for the cloud platform, the cloud platform will stabilize in the supervision strategy. So the 
evolutionary game system will be stable in the strategy combination E5 (0,1,1). As the supervi-
sion mechanism of the cloud platform is gradually established, with the increase of subsidies 
obtained by manufacturing company for collaborative cooperation, the level of collaborative 
effort of company will increase, and manufacturing company will be stable in collaborative co-
operation strategy, so the evolutionary game system is stable in the strategy combination E8 
(1,1,1). In the improvement stage of cloud platform, with the increase of collaborative subsidies 
for the demand company, the degree of collaborative effort between manufacturing company 
and demand company is further increased, the proportion of cloud platform supervision is re-
duced, and finally stabilized in the non-supervision strategy, so the evolutionary game system 
will be stable in the strategy combination E7 (1,1,0). This means that as long as both the manu-
facturing company and the demand company have a long-term development concept and can 
recognize the benefits brought by collaboration, the cloud platform can make the two parties 
collaborate without supervision. 

 
Fig. 5 System evolution stability at equilibrium points 

The influence of the subsidies and the value-added profits for the collaborative cooperation of the 
manufacturing company 

On the basis of condition I, if SM = {20, 30, 50, 60}, and the simulation results of three-party evo-
lutionary game are indicated in Fig. 6a. If WM = {30, 45, 60, 80}, the simulation results of the 
three-party evolutionary game are indicated in Fig. 6b. 

According to Fig. 6a, with the raising of the subsidy of cloud platform for manufacturing com-
pany, the proportion of the manufacturing company to choose collaborative cooperation in-
creases. The strategy of the manufacturing company will shift from general cooperation to col-
laborative cooperation, and the critical value of changing the strategy is SM = 45. Due to the 
change of manufacturing company's strategy, the evolution strategy combination will change 
from E5 (general cooperation, collaborative cooperation, supervision) to E8 (collaborative coop-
eration, collaborative cooperation, supervision). According to Fig. 6b, with the increase of the 
value-added profits of manufacturing company in collaborative cooperation, the proportion of 
manufacturing company choosing collaborative cooperation increases. The strategy of the man-
ufacturing company will shift from general cooperation to collaborative cooperation, and the 
critical value for changing the strategy is WM = 55. Due to the change of manufacturing compa-
ny's strategy, the evolution strategy combination will change from E5 (general cooperation, col-
laborative cooperation, supervision) to E8 (collaborative cooperation, collaborative cooperation, 
supervision). 

E5(0,1,1) E7(1,1,0) E8(1,1,1) 
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Fig. 6 Influence of the subsidies and the value-added profits for the collaborative cooperation of 
manufacturing company on strategy evolution 

The influence of the degree of collaborative effort of the manufacturing company and the demand 
company 

On the basis of condition I, if α = {0.10, 0.13, 0.20, 0.35, 0.55, 0.65}, and the simulation results of 
three-party evolutionary game are indicated in Fig. 7a. If β = {0.2, 0.3, 0.41, 0.5, 0.85, 0.95}, the 
simulation results of three-party evolutionary game are indicated in Fig. 7b. 

According to Fig. 7a, with the increase of the collaborative efforts of the manufacturing com-
pany, three evolutionary stable states may appear in the system. The critical value of changing 
the strategy of manufacturing company is α1 = 0.15, and the critical value of changing the strate-
gy of the cloud platform is α2 = 0.5. When 0.15 < 𝛼𝛼 < 0.5, the proportion of the manufacturing 
company choosing collaborative cooperation increases with the increase of α. The strategy of the 
manufacturing company will shift from general cooperation to collaborative cooperation, the 
evolution strategy combination will change from E5 (general cooperation, collaborative cooper-
ation, supervision) to E8(collaborative cooperation, collaborative cooperation, supervision). 
When 𝛼𝛼 > 0.5, the proportion of the cloud platform choosing supervision decreases with the 
increase of α. The strategy of the cloud platform will change from supervision to non-
supervision, and the evolution strategy combination will change from E8(collaborative coopera-
tion, collaborative cooperation, supervision) to E7 (collaborative cooperation, collaborative co-
operation, non-supervision). 

According to Fig. 7b, with the change of the degree of collaborative effort of the demand com-
pany, two evolutionary stable states and an unstable state may appear in the system. The critical 
value of changing the strategy of manufacturing company is β1 = 0.4, and the critical value of 
changing the strategy of demand company is β2 = 0.83. When 0.4 < 𝛽𝛽 < 0.83, the proportion of 
manufacturing company choosing collaborative cooperation increases with the increase of β. 
The strategy of the manufacturing company will change from general cooperation to collabora-
tive cooperation, and the evolution strategy combination will change from E5 (general coopera-
tion, collaborative cooperation, supervision) to E8 (collaborative cooperation, collaborative co-
operation, supervision). When 𝛽𝛽 > 0.83, the proportion of the demand company will decrease 
with the increase of β. The strategy of the demand company will tend to the unstable state, and 
the evolution strategy combination will be also in an unstable state. 

 
Fig. 7 The influence of the degree of collaborative effort of the manufacturing company and demand 
company on strategy evolution 

(a) (b) 

(a) (b) 
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The influence of the speculative penalty and profit of the general cooperation of the manufacturing 
company 

On the basis of condition I, if LM = {5, 7, 10, 15}, and the simulation results of three-party evolu-
tionary game are indicated in Fig. 8a. If Q = {10, 15, 21, 25}, the simulation results of three-party 
evolutionary game are indicated in Fig. 8b. 

According to Fig. 8a, with the increase of the speculative penalty of manufacturing company, 
the proportion of manufacturing company to choose collaborative cooperation increases. The 
strategy of the manufacturing company will shift from general cooperation to collaborative co-
operation, and the critical value of changing the strategy is LM = 7.5. Due to the change of manu-
facturing company's strategy, the evolution strategy combination will change from E5 (general 
cooperation, collaborative cooperation, supervision) to E8 (collaborative cooperation, collabora-
tive cooperation, supervision). According to Fig. 8b, with the decrease of the speculative profits 
of manufacturing company, the proportion of manufacturing company to choose collaborative 
cooperation increases. The strategy of the manufacturing company will shift from general coop-
eration to collaborative cooperation, and the critical value of changing the strategy is Q = 20. Due 
to the change of manufacturing company's strategy, the evolution strategy combination will 
change from E5 (general cooperation, collaborative cooperation, supervision) to E8 (collabora-
tive cooperation, collaborative cooperation, supervision).  

 
Fig. 8 The influence of the speculative penalty and profit of the general cooperation of the manufacturing 
company on strategy evolution 

The influence of the loss of information leakage and the subsidies for the collaborative cooperation 
of the demand company 

On the basis of condition Ⅱ, if V = {15, 26, 40, 60}, and the simulation results of three-party evo-
lutionary game are indicated in Fig. 9a. If SC = {10, 20, 30, 35}, the simulation results of three-
party evolutionary game are indicated in Fig. 9b. 

According to Fig. 9a, with the increase of the information leakage loss of demand company, 
the proportion of manufacturing company to choose collaborative cooperation increases, the 
proportion of cloud platform to choose supervision increases, and the proportion of demand 
company to choose collaborative cooperation decreases. The evolution strategy combination 
will tend to E8 (collaborative cooperation, collaborative cooperation, supervision). According to 
Fig. 9b, the strategies of the cloud platform and the manufacturing company will be affected by 
the collaborative subsidies of the demand company. The critical value of changing the strategy is 
SC = 24. When SC < 24, with the increase of collaborative subsidies of demand company, the pro-
portion of manufacturing company and demand company to choose collaborative cooperation 
increases, and the proportion of cloud platform to choose supervision increases. The evolution 
strategy combination will tend to E8 (collaborative cooperation, collaborative cooperation, su-
pervision). When SC > 24, with the increase of collaborative subsidies of demand company, the 
proportion of cloud platform supervision and the manufacturing company collaborative cooper-
ation decreases, the cloud platform and the manufacturing company cannot evolve to a stable 
state, and the system cannot evolve to a stable state.  

(a) (b) 
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Fig. 9 The influence of the loss of information leakage and the subsidies for the collaborative cooperation of the 
demand company on strategy evolution 

The influence of the government subsidy for the cloud platform supervision 

On the basis of condition Ⅲ, if SP = {50, 70, 80, 90}, and the simulation results of three-party evo-
lutionary game are indicated in Fig. 10. 

According to Fig. 10, when the government subsidies for cloud platform supervision decrease, 
the proportion of the platform to choose supervising decreases. The strategy of the cloud plat-
form will shift from supervision to non-supervision, and the critical value of changing the strate-
gy is SP = 78. Due to the change of cloud platform’s strategy, the evolution strategy combination 
will change from E8 (collaborative cooperation, collaborative cooperation, supervision) to E7 
(collaborative cooperation, collaborative cooperation, non-supervision). 

 
Fig. 10 The influence of the government subsidy for the cloud platform supervision on strategy evolution 

5. Conclusion 
This study constructed a three-party collaborative evolutionary game model with the cloud plat-
form, the manufacturing company and the demand company, and the main conclusions are as 
follows: 

• The strategy combination evolution of company collaborative cooperation in the cloud 
platform environment is staged. In the initial stage of cloud platform, since the manufac-
turing company can obtain free-riding profits in the process of cooperation, it tends to 
general cooperation strategy. However, with the support of platform subsidies, reward 
and punishment, the demand company can obtain better profits by sharing information 
and inclined to choose collaborative cooperation, and the platform tends to supervision 
due to government subsidies, so the system will be stable in the strategy combination of 
E5 (general cooperation, collaborative cooperation, supervision). With the increase of 
penalty costs and synergy profits of manufacturing company, the manufacturing company 
also tends to choose collaborative cooperation. Therefore, in the mid stage of cloud plat-

(a) (b) 
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form, the system will be stable in the strategy combination of E8(collaborative coopera-
tion, collaborative cooperation, supervision) depending on the supervision measures of 
the platform. When the cloud platform runs smoothly, manufacturing company and de-
mand company can take advantage of the platform to integrate resources, the degree of 
company collaborative effort gradually increases, and the platform tends to implement 
non-supervision strategy. The platform has reached mature stage, in which the spontane-
ous collaboration of manufacturing company and demand company can form the effective 
operation of the cloud platform. 

• The collaborative subsidy to manufacturing company, the value-added profit of the manu-
facturing company, the degree of collaborative effort of the manufacturing company and 
the demand company, and the penalty and profits of the manufacturing company's specu-
lation are the important factors that affect the cooperation strategy of the manufacturing 
company. By appropriately increasing the subsidy to manufacturing company, the value-
added profit of manufacturing company, the penalty for free-riding speculation of manu-
facturing company, and reducing the speculative profit of manufacturing company, and 
promoting the degree of collaborative effort of manufacturing company, the strategy of the 
manufacturing company will be changed from general cooperation to collaborative coop-
eration. 

• The collaborative subsidy to demand company, the degree of collaborative efforts of de-
mand company, the loss of information leakage of demand company, and the speculation 
penalty of manufacturing company are important factors that affect the cooperation strat-
egy of demand company. With the increase of collaborative subsidy of demand company, 
the appropriate improvement of the level of collaborative efforts of demand company, the 
reduction of information leakage loss of demand company and the increase of speculative 
penalty of manufacturing company, the proportion of demand company to collaborative 
cooperation increases, and demand company gradually stabilizes in collaborative coopera-
tion strategy. 

• The degree of collaborative efforts of manufacturing company and demand company and 
the government's subsidy for cloud platform supervision are important factors that affect 
the platform supervision strategy. When the degrees of collaborative effort of manufactur-
ing company and demand company are low, raising the government's regulatory subsidy 
for cloud platform can gradually increase the proportion of cloud platform supervision 
and cloud platform stabilize in the supervision strategy. However, as the degrees of col-
laborative efforts of manufacturing company and demand company increase, and the gov-
ernment's subsidy for cloud platform supervision reduces, the strategy of cloud platform 
can be changed from supervision to non-supervision. 
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Appendix A  
Jacobian matrix of replicated dynamical systems: 

𝐽𝐽 = �
(1 − 2𝑥𝑥)(𝑦𝑦(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛼𝛼𝛼𝛼 − 𝛽𝛽𝑄𝑄) + 𝑧𝑧𝑧𝑧𝑆𝑆𝑀𝑀 + 𝑦𝑦𝑦𝑦𝐿𝐿𝑀𝑀 + 𝛼𝛼𝛼𝛼) 𝑥𝑥(1 − 𝑥𝑥)(𝛼𝛼𝑊𝑊𝑀𝑀 − 𝛼𝛼𝛼𝛼 − 𝛽𝛽𝑄𝑄 + 𝑧𝑧𝐿𝐿𝑀𝑀) 𝑥𝑥(1 − 𝑥𝑥)(𝛼𝛼𝑆𝑆𝑀𝑀 + 𝑦𝑦𝐿𝐿𝑀𝑀)

𝑦𝑦(1 − 𝑦𝑦)(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝛽𝛽 − 𝑧𝑧𝐿𝐿𝑀𝑀) (1 − 2𝑦𝑦)(𝑥𝑥(𝛽𝛽𝑊𝑊𝐶𝐶 + 𝛽𝛽𝛽𝛽) + 𝑧𝑧𝛽𝛽𝑆𝑆𝐶𝐶 − 𝛽𝛽𝛽𝛽 + (1 − 𝑥𝑥)𝑧𝑧𝐿𝐿𝑀𝑀) 𝑦𝑦(1 − 𝑦𝑦)(𝛽𝛽𝑆𝑆𝐶𝐶 + (1 − 𝑥𝑥)𝐿𝐿𝑀𝑀
𝑧𝑧(1 − 𝑧𝑧)(−𝛼𝛼𝑆𝑆𝑀𝑀) 𝑧𝑧(1 − 𝑧𝑧)(−𝛽𝛽𝑆𝑆𝐶𝐶) (1 − 2𝑧𝑧)(𝑆𝑆𝑃𝑃 − 𝑦𝑦𝛽𝛽𝑆𝑆𝐶𝐶 − 𝑥𝑥𝛼𝛼𝑆𝑆𝑀𝑀 − 𝐶𝐶𝑃𝑃)
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A B S T R A C T A R T I C L E   I N F O 
This article presents the design and development of a flexible tooling system 
for sheet metal bending. The flexible tooling system aims to reduce manufac-
turing disturbances and increase the efficiency of the forming process. First 
and foremost, the structural behaviour of the sheet metal is investigated using 
the finite element method for the numerical simulation of the three-point bend-
ing process. The analysis’ findings enabled the prediction of component reac-
tion to loads, which are essential for the further optimization and enhancement 
of the tooling system’s flexibility. At the initial stage of the development phase, 
SolidWorks, the computer-aided design software, is utilized to visualise the 
flexible tooling system and improve the tooling connectivity design. Further-
more, the prototype is developed by integrating mechanical and electrical com-
ponents, such as the Arduino Mega microcontroller, stepper motors, and digital 
stepper drivers. Automation is achieved by programming the Arduino micro-
controller board and controlling the stepper motors’ movement to ensure pre-
cise displacement and speed control of the forming tools. The tooling system’s 
major qualities are its high flexibility, achieved through the implementation of 
two moveable support cylinders and the possibility of being further upgraded 
to a closed-loop forming system. The higher level of automation and optimiza-
tion of the sheet metal bending process can lead to improved processing effi-
ciency and help achieve the desired formed products with higher quality and 
the required geometric tolerance. It is expected that the development of a flex-
ible tooling system will find widespread application in sheet metal bending 
processes, resulting in reduced material costs, rapid equipment set-up and 
higher processing repeatability. 
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1. Introduction
Sheet metal forming processes are manufacturing processes used to deform the sheet metal plas-
tically into desired shapes. Sheet metal forming is widely used as a mass production processing 
technology due to its high processing speed and low processing cost compared to other methods 
[1]. Metal forming processes are an important field of research since the modern industry con-
stantly aims for advanced processing performance and product quality control [2]. For minimiz-
ing production costs and achieving desired product quality, the determination of optimal process 
parameters, such as tool and workpiece geometrical data, material properties, contact conditions, 
and other technological parameters is of critical importance [3, 4]. Complicated physical phenom-
ena, such as tool elastic deformations, sheet metal's material non-linearities, springback occur-
rence caused by material elastic recovery, and dynamic friction situations, impact output product 
quality [5]. Better output results can be obtained by studying the relative performance of a mate-
rial in a given application and considering all the influential parameters that occur throughout the 
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forming process. The parameters of the process, including acting stresses, strains, and tempera-
ture fields, as well as local conditions of the microstructure (e.g., damage, grain size, structural 
composition) and the surface (e.g., lubricant layer thickness, surface micro-geometry), are used to 
describe the process and its limits [6]. Finite element simulation is essential for evaluating the 
material response to different influential parameters, further reducing forming process uncer-
tainties and eliminating any deviations of the finished part from the initial design [7]. Optimizing 
all the process parameters and controlling the process limits can be extremely challenging, though 
it can improve the performance of the forming process used for the manufacturing of parts with a 
more accurate final geometry. Applying methods for modelling, simulation and optimization of 
production processes leads to the generation of new and better manufacturing solutions and to 
the optimization of process parameters [8]. 
 Industries have developed various advanced technologies that can contribute to the creation 
of autonomous operational systems and process enhancements [9]. Effective implementation of 
Industry 4.0 technologies [10] offers more efficient and higher-quality production processes, as 
well as enabling predictive and preventative maintenance, resulting in reduced downtime and 
decreased long-term operational costs. The advanced connectivity of the embedded systems al-
lows collecting and exchanging real-time information to identify, locate, track, monitor, and opti-
mize the production processes [11, 12]. This allows for improved product quality, efficiency, and 
flexibility in producing customized items on a wide scale while reducing resource consumption 
[13, 14]. Sensors that monitor the part during the manufacturing process, actuators with sufficient 
flexibility and adaptability to allow modifications in response to changing process conditions, and 
model development with sufficient speed and efficiency to allow operation under changing pro-
cess conditions are just a few of the features that can be implemented to improve the sheet metal 
forming processes [15]. Fig. 1 shows a closed-loop concept of metal forming control system that 
uses multiple sensors to monitor and optimize the metal forming process. 

 

 
Fig. 1 A system diagram for closed-loop control of sheet metal forming process [15] 

1.1 Fundamentals of sheet metal bending process 

The production of high-precision sheet metal components is extremely important in the automo-
tive, electronics, and housing-utensil industries [16]. The stability of the forming process is af-
fected by a variety of structural properties, process disturbances, and complex parameter corre-
lations. Therefore, manufacturers must constantly evaluate their strategies and search for new 
methods to improve process efficiency and achieve the desired product quality. One of the most 
frequent forming processes used in the manufacturing of sheet metal components is bending [17]. 
In sheet metal bending, plastic deformation occurs when the specimen undergoes permanent de-
formation or a non-reversible change in shape in response to applied loads. The formability of 
sheet metals, which refers to the material’s capability to undergo plastic deformation to a specific 
shape while meeting quality requirements, is primarily influenced by the general mechanical 
properties, including the thickness and anisotropic features of the materials [18]. Dai et al. em-
phasize that during the design stage of the bending process, specific sheet material characteristics 
must be considered (i.e., Young’s modulus, yield stress, the ratio of yield stress to ultimate tensile 
stress, initial anisotropy yielding criterion, and the microstructure of the material) [19]. FEM is 
the main technique for predicting sheet metal forming processes and determining the distribution 
of stresses and strains in the material, forming forces, and possible locations of defects in advance 
[20, 21]. For the successful application of the FEM to predict springback, it is necessary to know 
and understand the influence of numerical parameters on simulation results. In the metal forming 
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process, the bending force has to be determined so that the sheet metal can undergo plastic de-
formation and the desired shape can be achieved. Nevertheless, after the forming force is released, 
the material partially returns to its original shape due to its elastic recovery, which is known as 
springback [22]. Springback is expressed as the difference in dimension between the fully loaded 
and the unloaded configuration [23]. As a result, the springback must be considered in the metal 
forming process, since it decreases the bent angle of the sheet metal by a few degrees. The spring-
back significantly influences the dimensional accuracy of the bent sheet metal; therefore, control-
ling and minimizing this challenging phenomenon can improve the bending process’s accuracy.  
1.2 Optimization of sheet metal forming processes 
The fourth industrial revolution influences sheet metal forming operations with modifications, 
including enhanced manufacturing productivity, increased product quality, decreased technolog-
ical difficulties for adapting the equipment, and reduced processing time. By developing and inte-
grating sensing technologies for the visualization and monitoring of the forming process, produc-
tion control (e.g., quality verification and traceability of the parameters) can be enhanced [24]. 
The expansion of smart manufacturing is enabled by innovative technologies that improve the 
cyber-physical systems (CPS) for better communication, process control, decision-making, and 
problem-solving capabilities [25]. Medić et al. [26] investigated the contribution of advanced dig-
ital technologies offering the greatest benefits to the Industry 4.0 production, considering the real-
time monitoring of manufacturing processes as one of the key elements. In smart manufacturing, 
the digital twin (DT) technique is utilized to simulate physical entities, predicting their perfor-
mance and behaviour under various scenarios [27]. The digital twin establishes the mapping and 
interaction between the physical and digital worlds, delivering specific information and present-
ing all of the influencing factors, thereby providing comprehensive technical guarantee and opti-
mization capabilities [28]. In the event of an unplanned change or shutdown, the digital twin sim-
ulates numerous possibilities and delivers the optimal solution in real-time, allowing the real sys-
tem to be constantly improved through a feedback loop. In the simulated environment, the DT of 
a real manufacturing activity can show, evaluate, and improve the process. The digital twin allows 
for process parameter identification, monitoring, and prediction, as well as comparison of the dig-
ital equivalent of the process to its recorded parameters obtained from the measured data from 
the physical environment. The digital twin's decision-making abilities can enable modification of 
the formed part's geometry by timely responding to predictions of potential process uncertainties 
that may occur during the forming process and by controlling the forming tool actuators to react 
fast to the instructions. The accuracy of the forming process, the quality of the finished product, 
and the processing efficiency can continuously improve with the implementation of the digital 
twin. 

Developing appropriate sensors for monitoring the material flow during the sheet metal form-
ing processes is extremely challenging. Fig. 3 depicts an example of applicable technology using a 
contact-based material flow measurement sensor known as a rolling ball sensor [29]. The me-
chanical transmission of the sheet metal’s plane movement onto the rolling ball serves as the foun-
dation for this sensor. The rotating motion of the ball is transmitted to two perpendicularly posi-
tioned measuring rollers. Each measuring roller has a slotted running wheel that runs inside a 
photoelectric barrier and converts rotation to electrical impulses without contact. With this sen-
sor technique, the material flow direction, velocity, and path may all be monitored independently 
in two orthogonal directions. 

 
Fig. 3 Roller-ball sensor for material flow measurement [29] 



Stefanovska, Pepelnjak 
 

314 Advances in Production Engineering & Management 17(3) 2022 
 

 Sah et al. [30] created a draw-in sensor based on the mutual inductance concept, as shown in 
Fig. 4. Current is stimulated in the first coil, causing electromotive force or induced voltages in the 
secondary coil. When metal is present close to the coils, the degree of mutual inductance varies; 
thus, the produced signal in the secondary coil reflects how much of the coil is covered up, provid-
ing a measure for the material draw-in amount. When monitoring the material draw-in of stamp-
ing processes, the contactless sensor eliminates the difficulties of conventional sensing. For exam-
ple, when measuring material draw-in in stamping operations using standard sensing techniques, 
the edge wrinkle may cause loss of contact and difficulties in detecting the displacement. 

Groche et al. [31] presented sensor fasteners that allow mechanical connections between the 
parts to be monitored for analysing forces and operational loads. To gather combined force and 
torque information in diverse regions, the sensor unit must be able to deliver and receive loads in 
all directions of space. The sensor fastener shown in Fig. 5 integrates a sensor component into an 
empty load-carrying model in the shape of a bolt. Simplified sensors are connected to the surface 
of the sensor body. To meet its functional requirements, the module incorporates an axial preload. 
A tensile load would otherwise cause the connected components to separate and interrupt the 
force transmission. In the sensor set-up, three strain gauges are placed on three sides of a rectan-
gular cross-section. Individual axial forces and bending torques may be calculated by analysing 
each signal provided by the strain gauge. As a result, the novel concept enables a mechanical con-
nection between the forming tools and the machine, as well as monitoring of operating loads. 

Hinchy et al. [32] developed a physical manufacturing testbed that bends metal into V-brackets 
alongside a digital twin counterpart consisting of the three elements: machine, product, and pro-
cess. Finite element modelling is utilized in the digital twin to forecast product outcomes and es-
timate product stress throughout the bending process. As shown in Fig. 6, the bending machine 
moves a V-press relative to a static V-die with a pair of high-torque stepper motors, while a load 
cell measures load throughout the bending process. An Internet of Things (IoT) [33] enabled mi-
crocontroller is used to control the system; it is capable of wirelessly transferring sensor data. A 
database of product attributes, such as material type, material qualities, product geometry, and 
product status, form the product’s digital twin. The digital twin can be used to secure the expected 
results in metal forming operations, for example, the desired final bend angle. The digital twin 
concept contributes meaningfully to the metal forming process by predicting and optimizing the 
operation through the implementation of cyber-physical systems. 
 

 
Fig. 4 Draw-in sensor based on the mutual inductance concept [30] 

 
  

 
Fig. 5 Configuration of the sensor fastener [31] 
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 Haag et al. [34] developed a digital twin concept for a bending beam test bench to prove that 
the digital representation of an individual product can play an integral role in a fully digitalized 
product life cycle. Fig. 7 presents the entire set-up of the digital twin system. The digital twin pri-
marily includes the bending beam’s precise computer-aided design (CAD). The following steps 
include a combination of finite element technique simulations to reflect the complete test bench 
accurately in a virtual environment. An architecture based on the message-queuing telemetry 
transport (MQTT) protocol links the physical and digital twins. As parameters, either the resulting 
force on the beam or the ultimate displacement of the beam is entered into the system. Further-
more, the parameters are sent to the broker, who sends them to the physical twin, which then 
goes to the predetermined position until the movement or force is obtained, and then checks the  
other variables. The variable is then returned to the broker, who passes it along to the digital twin 
and IoT network. The digital twin starts an automated FEM analysis with the real force or move-
ment values. Via the broker, the estimated findings are also sent back to the IoT platform, where 
they may be evaluated to the physical outputs. The objective is to automatically produce the digital 
twin and establish the network connection with its physical twin to make the concept applicable 
to a wide variety of devices. 
 By analysing data from prior research work in sheet metal forming, the set of scientific 
concepts and technologies being recently employed to improve the forming processes’ quality 
have been identified. This article proposes a novel perspective of increasing the flexibility of the 
three-point bending process by developing an innovative tooling system. The employment of two 
moveable support cylinders in addition to the forming punch that conducts the bending operation 
improves the configuration of the forming tools, resulting in higher efficiency and reduced form-
ing time. The device is designed to provide greater opportunities for further optimization of the 
bending process and the capacity to be upgraded to a closed-loop forming system. 

Fig. 6 Integration of physical and digital bending system [32] 
 

 
Fig. 7 Digital twin concept for bending beam test bench [34] 
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 In the presented article, Section 1 reviewed the literature on topics relevant to the research 
undertaken, including introductory definitions related to the bending processes and the material 
properties of sheet metals. Also, the impact of Industry 4.0 on sheet metal forming operations, as 
well as several techniques for improving forming processes, were discussed. Furthermore, Sec-
tion 2 describes the implemented methods using finite element analysis and computer-aided de-
sign for the visualization of the flexible tooling system. Section 3 presents the obtained results 
from the numerical simulations and the developed prototype of the flexible tooling system for 
sheet metal bending. Section 4 reviews the major findings in this article and offers recommenda-
tions for further research related to this study. 

2. Materials and methods 
This section describes the flexible tooling system set-up in detail, as well as the methods utilized 
to obtain the desired results. Fig. 8 illustrates the set-up of the three-point bending system and 
the overbending technique used in this investigation. The direction of the arrows indicates the 
movement of the forming tools that perform the sheet metal bending process. The three moveable 
forming tools exert force on the sheet metal, causing it to bend until the desired final shape is 
achieved. The overbending technique is used to obtain the desired bent angle by angularly bend-
ing the sheet metal over the specified angle and achieving the chosen final shape after the occur-
rence of springback.  

 
Fig. 8 Set-up of the three-point bending system and springback phenomenon  

2.1 Finite element analysis 
In the performed study, the initial findings of the three-point bending tests with flexible supports 
are obtained with a numerical simulation using the finite element software Abaqus. The goal of 
the numerical simulations was to determine the optimal process parameters for achieving a 90° 
bent angle of the specimen after springback. The model consists of sheet metal, forming punch 
and two support cylinders with precisely defined dimensions. The material properties, the design 
of the forming tool, the processing conditions and the tool wear are factors that influence the qual-
ity of the product, and their prediction is of great importance [35]. The thickness and material 
type of the sheet metal, as well as the radius of the forming tools, were the main parameters con-
sidered in the simulation. The sheet metal has a length of 140 mm, a width of 20 mm, and a thick-
ness of 1 mm. The forming punch has a radius of 5 mm, while the moveable support cylinders have 
a radius of 10 mm. 
 Geometry information and a set of material behaviour rules are contained in each of the cre-
ated parts in the Abaqus simulation. Homogeneous, solid sections are used to define the section 
properties of the sheet metal. The specified material type is steel DC04 according to DIN EN 10130 
standard [36]. The material’s mass density is 7.8 × 10-9 tonne/mm3, Young’s modulus is 210,000 
MPa, and Poisson’s ratio is 0.3. The selected type of interaction is the surface-to-surface contact, 
which describes the contact between the sheet metal as a deformable surface and the forming 
tools as rigid surfaces. Considering the different surface roughness, the general contact with a 
Coulomb friction coefficient equal to 0.15 was selected for the interaction between the sheet metal 
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and the forming tools. The boundary conditions are then used to specify the loading and interac-
tion between the sheet metal’s surface and the forming tools, guaranteeing that the sheet metal 
deforms appropriately. The appropriate selection of finite element formulation, element size, and 
the number of integration points through the sheet metal’s thickness is critical for the analysis’s 
accuracy and prediction of the sheet metal’s behaviour. Fig. 9 shows the variable number of ele-
ments in different regions over the sheet’s metal thickness. An increased number of 5 elements 
through the thickness of the sheet metal is used in the region where it undergoes elasto-plastic 
deformation and comes into contact with the forming tools. The meshed specimen consists of a 
total number of 11,088 nodes and 8,700 elements. The elements consist of 1,800 linear hexahe-
dral elements of type C3D8R and 6,900 linear hexahedral elements of type C3D8I. Considering the 
symmetry conditions, only a quarter of the sheet metal needs to be modelled. The FEM is simpli-
fied as a result, and the computing time is reduced. The symmetry boundary conditions are ap-
plied to the highlighted surfaces of the sheet metal, as shown in Fig. 9. 

During the loading phase, the forming tools move with a velocity of 30 mm/s in both vertical 
and horizontal directions. The displacement of the forming punch, sp, and the displacement of the 
support cylinders, sc, is different in each FEM simulation, as shown in Table 1. Depending on the 
displacement and the velocity of the forming tools, the time of forming punch, tp, the time of sup-
port cylinders, tc, and the total forming time, ttot, required for completing the bending process have 
different values. 
 

 
Fig. 9 Symmetry boundary conditions and assigned mesh on the sheet metal for the three-point bending analysis 

 
Table 1 Combination of process parameters used in the three-point bending FEM simulations 

No. sp (mm) sc (mm) tp (s) tc (s) ttot (s) 
1 14 30 0.46 1 1 
2 15 30 0.5 1 1 
3 15.65 30 0.52 1 1 
4 16 30 0.53 1 1 
5 17 30 0.56 1 1 
6 22.5 20 0.75 0.67 0.75 
7 23.5 20 0.78 0.67 0.78 
8 24.08 20 0.8 0.67 0.80 
9 25.5 20 0.85 0.67 0.85 

10 26.5 20 0.88 0.67 0.88 
11 34 10 1.13 0.33 1.13 
12 35 10 1.16 0.33 1.16 
13 37 10 1.23 0.33 1.23 
14 37.47 10 1.24 0.33 1.24 
15 38 10 1.26 0.33 1.26 
16 48 0 1.6 0 1.6 
17 49 0 1.63 0 1.63 
18 49.68 0 1.65 0 1.65 
19 50 0 1.66 0 1.66 
20 51 0 1.7 0 1.7 

2.2 Computer-aided design 

The three-point bending system is designed using the computer-aided design program Solid-
Works, which involves sketching and adding dimensions to specify the geometry and position of 
all the components. The horizontal plate at the bottom supports the two vertical plates on which 
the linear systems are mounted. One linear system consists of two forming tools for supporting 
and bending the sheet metal in a horizontal direction, whereas the second linear system only has 
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one forming tool for bending the sheet metal in a vertical direction. The connected stepper motors 
enable the moving and positioning of the forming tools fixed on the linear systems. The sheet 
metal is inserted underneath the forming punch and on the movable support cylinders. The three-
dimensional (3D) model of the bending device with the linear systems that perform the bending 
of the sheet metal in the vertical and horizontal direction is shown in Fig. 10. 
 

 
Fig. 10 3D model of the bending device with the vertical and horizontal linear systems 

3. Results and discussion 
This section presents the obtained results of the numerical approach and a comparative analysis 
for evaluating the findings’ reliability. The finite element analysis was utilized to simulate the 
three-point bending process numerically. The findings of the numerical simulations were used to 
determine all specifications and requirements for the prototype development of the flexible tool-
ing system. 

3.1 Numerical simulation results 

The influence of the process parameters on the sheet metal bending operation was studied by 
comparing the numerical results of 20 FEM simulations. The numerical simulations were con-
ducted to identify the appropriate combination of process parameters for obtaining a 90° bent 
angle of the specimen after springback. The following influential process parameters were ana-
lyzed: bending angle before springback, α1, bending angle after springback, α2, angle difference 
before and after springback, Δα, the maximum forming force of the forming punch, Fp, the maxi-
mum forming force of the support cylinders, Fc, displacement of the forming punch, sp, displace-
ment of the support cylinders, sc, and total forming time required for completing the bending pro-
cess, ttot.  
 In the first set of numerical simulations, the range of the forming punch displacement is from 
14 mm to 17 mm, and the displacement of the support cylinders is 30 mm. The second set has a 
range of forming punch displacement from 22.5 mm to 26.5 mm, and the displacement of the sup-
port cylinders is 20 mm. In the third set, the range of the forming punch displacement is from 34 
mm to 38 mm, and the displacement of the support cylinders is 10 mm. In the fourth set, the sup-
port cylinders are fixed in their initial position, and the distance between them is 106 mm, 
whereas the range of the forming punch displacement is from 48 mm to 51 mm. Fig. 11 presents 
the various bending angle after springback, α2, obtained for different combinations of the forming 
tools’ displacement. It can be seen that the bending angle after springback, α2, increases linearly 
by increasing the displacement of the forming punch, sp. The desired bending angle after 
springback is 90° ±0.05° when the displacement of the forming punch is 15.65 mm, 24.08 mm, 
37.47 mm, 49.68 mm, and the displacement of the support cylinders is 30 mm, 20 mm, 10 mm, 0 
mm respectively. 

Fig. 12 shows the relationship of the angle difference before and after springback, Δα, and the 
bending angle after springback, α2. The numerical data show that when the forming force is re-
leased, the sheet metal returns towards its original shape by a few degrees due to the effect of 
springback. The overbending method is utilized to acquire the required bent angle by angularly 
bending the sheet metal over the specified angle and achieving the chosen final shape after the 
occurrence of springback. 
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  Fig. 11 Displacement of the forming punch, sp, versus bending angle after springback, α2, for different displacement 
  of the support cylinders, sc 

 
Fig. 12 The relationship of the angle difference before and after springback, Δα, and the 
bending angle after springback, α2 

 
 The total forming time, ttot, is the sum of the time of forming punch, tp, and the time of support 
cylinders, tc, required for completing the bending process. During the loading phase of each nu-
merical simulation, the forming tools move with a velocity of 30 mm/s in both vertical and hori-
zontal directions. Fig. 13 presents the total forming time, ttot, required to obtain the various bend-
ing angles after springback, α2. In addition to the forming punch that performs the bending oper-
ation, two moveable support cylinders are employed in the sets with numbers 1, 2, and 3. 

In the fourth set, the support cylinders are fixed in their initial position, and only the forming 
punch is moveable, resulting in a significantly longer total forming time necessary to complete the 
bending operation. In the first set, the range of the forming punch displacement is from 14 mm to 
17 mm, while the displacement of the support cylinders is 30 mm in each of the numerical simu-
lations. As a result, the support cylinders need longer time than the forming punch to reach the 
specified displacement, equal to the total forming time, ttot, of 1 s. It can be concluded that a reduc-
tion of the total forming time can be achieved by implementing two moveable support cylinders 
in addition to the forming punch that performs the bending operation simultaneously. By reduc-
ing forming time, continuous quality improvements and better production efficiency can be 
achieved. 
 

 
Fig. 13 Total forming time, ttot, required for obtaining different bending angles after springback, α2 
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The four cases of the FEM simulations for which the desired bending angle after springback is 
90° ±0.05° are presented in Table 2. Fig. 14 shows the forming force evolution for different dis-
placements of the forming tools in the cases when the bending angle after springback is 90° ±0.05°. 
The solid section of the curve represents the forming tools’ movement, while the dotted section 
of the curve shows the condition in which the forming punch has already reached the specified 
displacement and the moveable support cylinders are still performing the bending process (Fig. 
14a), or vice versa (Fig. 14b). During the sheet metal bending operation, force is applied on the 
specimen in the vertical direction by the forming punch and in the horizontal direction by the 
support cylinders. The amount of maximum forming force required to achieve a 90° bending angle 
after springback has been determined. Furthermore, knowing the maximum forming force con-
tributes to improving the design of the flexible tooling system by selecting the stepper motors 
with the relevant key specifications. Additionally, the forming force required to bend the sheet 
metal is considered to be twice as large when selecting the stepper motor used to position two 
movable support cylinders. 
 

Table 2 Variety of cases in which the bending angle after springback is 90° ±0.05° 
Case sp (mm) sc (mm) tp (s) tc (s) ttot (s) α1 (   ̊) α2 (   ̊) Δα (   ̊) Fp (N) Fc (N) 

1 15.65 30 0.52 1 1 95.53 90.04 5.49 157.69 53.89 
2 24.08 20 0.8 0.66 0.8 91.82 89.98 1.84 87.79 33.28 
3 37.47 10 1.25 0.33 1.25 100.04 90.01 10.03 65.93 21.78 
4 49.68 0 1.66 0 1.66 100.86 89.95 10.91 50.83 16.25 

 

 
         a)                                                                                                             b) 

    Fig. 14 Forming force evolution in the cases in which the bending angle after springback is 90° ±0.05°: 
    a) force of the forming punch, Fp, versus displacement of the forming punch, sp; 
    b) force of the support cylinders, Fc, versus displacement of the support cylinders, sc 

 Fig. 15 shows the relationship between the angle difference before and after springback, Δα, 
and the total forming time, ttot, in the cases in which the bending angle after springback is 90° ±0.05°. 
Analysis was carried out to evaluate the angle difference before and after springback throughout 
the simulations to define the appropriate process parameters for reducing springback and achiev-
ing the necessary final geometry of the part. The best process parameters that minimize the 
springback were identified in the second case by comparing the simulations’ results in which the 
bending angle after springback is 90° ±0.05°. Springback is a critical challenge in metal forming, 
although by predicting and minimizing it using FEM simulations, it is feasible to improve 
the accuracy of the produced parts. Furthermore, ideal results are determined in the second case 
for the shortest time required to finish the bending process and obtain a bending angle of 90° ±0.05° 
degrees after springback. 
 By comparing the results obtained from the FEM simulations, the impact of various process 
parameters on the sheet metal bending operation is investigated. The second case in Table 3 has 
the process parameters of the optimal three-point bending FEM simulation. The specimen is bent 
to the required shape at a bending angle after springback of 90° ±0.05° degrees. The simulated 
bending angle before springback is 91.82°, and the bending angle after springback is 89.98°, thus 
resulting in 1.84° of springback. 
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Fig. 15 The relationship of the angle difference before and after springback, Δα, and the total forming time, ttot, when  

  the bending angle after springback is 90° ±0.05° 
 

 

 
                                                           a)                                                                                                                 b) 

Fig. 16 Visualization of the three-point bending model: a) loading step; b) unloading step 
 

The forming punch that bends the sheet metal in a vertical direction has a specified displace-
ment of 24.08 mm and a maximum reaction force with a value of 87.79 N. The moveable support 
cylinders that bend the sheet metal horizontally from the left and right sides have a specified dis-
placement of 20 mm and a maximum horizontal reaction force of 33.28 N. The total time required 
for the forming tools to reach the specified displacement for obtaining the desired bending angle 
after springback is 0.8 seconds. The sheet metal’s behaviour at loading and unloading steps in the 
Abaqus simulation is shown in Fig. 16. 

The numerical simulation results enabled the optimization of geometrical properties of the 
sheet metal, reduction of springback effect, and selection of the most dependable process param-
eters that are utilized as a reference for the design of the flexible tooling system. The obtained 
results show which process parameters are suitable for achieving the required 90° bent angle of 
the specimen after springback. It has been concluded that the flexibility of the three-point bending 
process is increased by the implementation of two moveable support cylinders in addition to the 
forming punch that performs the bending process. The appropriate forming tools’ displacement 
and velocity during the bending process are identified to reduce processing time and increase 
process productivity. The computed maximum response force required for the forming tools to 
bend the sheet metal contributes to the comprehensive selection of stepper motors for a better 
design of the flexible tooling system for sheet metal bending. 

3.2 Prototype development 

The developed prototype of the bending device represents a preliminary version of a flexible tool-
ing system for sheet metal bending, as shown in Fig. 17. The findings of the numerical simulations 
and the computer-aided design of the 3D model for the flexible tooling system were used to de-
termine all specifications and requirements for the prototype development. The numerical simu-
lations contributed to the identification of the optimal process parameters necessary for the pro-
duction of sheet metal components with the desired shape. Furthermore, the 3D model’s design 
enabled the visualization of the tooling system and the correct integration of the hardware and 
software components for effective system control. The prototype is created by integrating me-
chanical and electrical components, including Arduino Mega microcontroller, Nema 23 stepper 
motors, and digital stepper drivers. The stepper motors’ movement is controlled by programming 



Stefanovska, Pepelnjak 
 

322 Advances in Production Engineering & Management 17(3) 2022 
 

the Arduino microcontroller board to provide accurate displacement and regulate the speed of 
the forming tools. The Nema 23 stepper motors are driven by DM542T digital stepper drivers, 
which use logical inputs to pulse the motors and are suitable for their voltage and current require-
ments. To adjust the position of the motor shaft, the micro-stepping technique is used, which may 
enhance resolution and significantly increase motion stability [37]. Micro-stepping allows the 
stepper drivers to position the Nema 23 stepper motor shaft accurately by generating a step angle 
as small as 0.014° (25,600 steps per revolution). In addition, a switching power supply model S-
350-24 is utilized in the prototype. The open-source Arduino Software – Integrated Development 
Environment (IDE) is used to write the code and upload it to the Arduino Mega 2560 microcon-
troller. The wiring connection of the Arduino microcontroller, the power supply, and the Nema 23 
stepper motors with their micro-stepping drivers is shown in Fig. 17. 

The prototype’s functionality was evaluated after the development phase, and the bending 
method was successfully completed. To conduct an accurate comparison of numerical and exper-
imental data, several areas for future improvement of the currently developed flexible tooling sys-
tem have been identified. Closed-loop automation, which enables improved process control, and 
the use of appropriate sensors allowing real-time monitoring of the bending angle throughout the 
bending operation, are the most significant advancements. 
 

 
Fig. 17 Developed prototype of the flexible tooling system for sheet metal bending 

4. Conclusion 
Sheet metal bending processes are of crucial importance because they are widely applied for the 
manufacturing of various products, the majority of which are used in the automotive and aero-
space industries. Since industrial requirements are rapidly increasing, the development of new 
methods for optimizing the bending process of sheet metals is in great demand. As a result, tradi-
tional metal forming tools are continuously being upgraded with novel technologies that can cap-
ture important data to improve the forming process. In this study, a novel flexible tooling system 
for optimizing process parameters and enhancing the sheet metal bending operation was devel-
oped. 
 The acquired results from the final element analysis contributed to the determination of the 
set-up and the geometry of the forming tools that are essential for obtaining the desired final 
shape of the bent sheet metal. The impact of various process parameters is evaluated by compar-
ing simulation results, and the optimal three-point bending FEM simulation is selected. The most 
significant findings obtained from the performed numerical analysis are: 

• The performed finite element analysis enabled the accurate prediction of the springback, 
which is 1.84° in the optimal three-point bending simulation. 

• In addition to the forming punch that performs the bending process at the shortest produc-
tion time with a displacement in a range from 22.5 mm to 26.5 mm, the innovative imple-
mentation of the moveable support cylinders with a displacement of 20 mm resulted in 
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greater flexibility of the bending process.  
• The generated results indicate that the appropriate forming tools’ displacement for obtain-

ing the desired bending angle of 90° ±0.05° is 24.08 mm for the forming punch and 20 mm 
for the support cylinders. 

• The determination of optimal displacement for the forming punch and the moveable sup-
port cylinders that move with a velocity of 30 mm/s during the bending process provided a 
reduction of processing time and improvement of process productivity for 48%, compared 
to the traditional three-point bending only with a movable forming punch. 

• The applied overbending technique helps to eliminate the effect of springback occurrence 
by angularly bending the sheet metal for 1.84° over the required angle and achieving the 
desired angle of 89.98° after the forming force is released.  

• The calculated maximum vertical force of 87.79 N and maximum horizontal force of  
33.28 N required for the forming tools to bend the sheet metal aided in the selection of step-
per motors for the design of the flexible sheet metal bending tooling system. 

 By predicting the influence of different process parameters using the numerical method, the 
essential data are acquired and incorporated into the design of a flexible tooling system for sheet 
metal bending. The following are the key characteristics of the developed flexible tooling system: 

• Operating as an automated system capable of adjusting the forming tools’ position and pre-
cisely controlling the bending process. 

• Production of bent sheet metal parts with high quality and accuracy. 
• Performance of continuous, well-structured, and rule-based forming operations. 
• Run with high stability and dependability, reducing the occurrence of failures. 
• The ability to bend sheet metals at various angles and thickness levels. 

 The expected results and the scientific contributions of the proposed research are focused to 
cover the most important, original, and innovative aspects of the following fields: 

• Developed flexible tooling system for sheet metal bending that does not yet exist. The flexi-
ble tooling system aims to increase the efficiency of the forming process and reduce manu-
facturing disturbances. 

• Significantly improved processing speed compared to the traditional three-point bending 
only with a movable forming punch, which is achieved by the innovative implementation of 
the moveable support cylinders. 

• Designed flexible tooling system for sheet metal bending that has the potential for further 
implementation of sensors and upgrade of the controlling algorithm that can be utilized to 
process and analyse signals in real time. Those processed data will enable the prediction of 
potential deviations in bending process parameters that impact the final quality of the 
formed product and support the corresponding reaction of the actuators connected to the 
forming tools to eliminate potential errors. 

 Several areas can be recommended for potential improvement of the currently developed flex-
ible tooling system, such as: 

• Closed-loop automation that will enable advanced control of the forming process variables 
to the desired outcome without the need of human assistance. 

• Implementation of appropriate sensors that will allow real-time measurement of the bend-
ing angle during the bending operation. 

• Improvement of the currently developed flexible tooling system that will establish a con-
nection between the FEM tools and the physical system for smooth data transfer between 
the cyber-physical system enabling online process monitoring and control. 
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A B S T R A C T A R T I C L E   I N F O 
As consumers care more and more about product quality, it is important to 
mine the deep correlations between production and manufacturing parame-
ters and the evaluation of product quality through the analysis of industrial 
big data. The existing research of product quality prediction faces several 
major problems: the lack of diverse quality features, the poor tractability of 
abnormal parameters, the strong nonlinearity of parameters, the obvious 
sequential property of data, and the severe time lag of data. To solve these 
problems, this paper explores the quality prediction and control of multistage 
MP process (MPMP) based on big data analysis. Firstly, the prediction strate-
gy and flow were specified for MPMP product quality prediction, and the 
features were extracted from MPMP product quality. After that, the MPMP 
product quality features were described in multiple dimensions, the attention 
mechanism was introduced to the prediction process. In addition, the recur-
rent neural network was improved, and an MPMP product quality prediction 
model was established on bidirectional long short-term memory (BiLSTM) 
network. Our model was compared with AdaBoost and XGBoost through 
experiments. The effectiveness of our model was demonstrated by the results 
of the appearance quality PQ1, and the area under the curve (AUC) for each 
process parameter. In general, our model is superior to other algorithms in 
the accuracy, mean accuracy, and precision of product quality prediction. 
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1. Introduction
With the continuous advancement of manufacturing intelligence, the new generation infor-
mation technology (IT) has been deeply integrated with intelligent, automated production tech-
nology, providing an important driver of the industrial transformation of modern manufacturing 
[1-7]. As products become increasingly personalized, customized, and complex, the production 
and manufacturing (MP) process tends to cover multiple stages, and the consumers care more 
and more about product quality [8-14]. 

The manufacturing Internet of things (IoT) collects and stores the changing parameter data of 
the MP process, forming the industrial big data [15-22]. Through big data analysis, it is possible 
to reveal the deep connections between the parameters and the evaluation of product quality, 
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providing support to the optimization of manufacturing technology and the prediction of prod-
uct quality in modern manufacturing.  

In modern industries, information has been fully shared between production machines, smart 
subsystems, and mobile devices through advanced network technology [23, 24]. Ren et al. [25] 
proposed a soft measuring method for product quality prediction based on semi-supervised 
deep parallel factorization-machine (deepFM). Specifically, the process variables were discre-
tized through data blocking; the deepFM was improved to extract quality information from dif-
ferent components, and obtain both high- and low-dimensional features. To solve the lack of 
process data and the strong nonlinearity and multiscale property of new intermittent processes, 
Chu et al. [26] presented a product quality prediction approach based on multi-scale kernel 
JYMKPLS (Joint-Y multi-scale kernel partial least squares) transfer learning. The merits of trans-
fer learning and multiscale kernel learning were fully inherited by their approach. In addition, 
Lughofer et al. designed the strategies for online update and data removal of the model, aiming 
to adapt the transfer model continuous to new batch processes. Lughofer et al. [27] suggested 
that, in modern manufacturing facilities, high-quality production can be guaranteed through two 
basic stages. The first stage is to recognize the possible problems of product quality early on. The 
second stage is to take proper responses to the recognized problems. On this basis, Hao et al. put 
forward a holistic method to continuously implement the two stages under the prediction and 
maintenance framework of online production system, constructed a data-driven prediction 
model based on product quality standard, and realized the cyclic technological optimization in 
support of multistage functions. Hao et al. [28] developed an interaction model, which uses a 
linear model to characterize the influence of old production techniques and machines over quali-
ty degradation, and employs a random differential equation to capture the factors affecting qual-
ity degradation. Based on multiphase support vector regression (SVR), Zheng and Pan [29] pro-
posed a soft measurement model for online quality prediction of liquid product concentration, 
and proved that the model is more efficient than the reported technologies. Melhem et al. [30] 
monitored the real-time quality of electronic products through the autocorrelation multivariate 
process, and came up with an online product quality prediction method, which forecasts the 
quality of products based on the correlations between product quality measurements in differ-
ent steps. 

The existing research of product quality prediction faces several major problems: the lack of 
diverse quality features, the poor tractability of abnormal parameters, the strong nonlinearity of 
parameters, the obvious sequential property of data, and the severe time lag of data. To solve 
these problems, this paper explores the quality prediction and control of multistage MP process 
(MPMP) based on big data analysis. Section 2 specifies the prediction strategy and flow for 
MPMP product quality prediction. Section 3 introduces recursion to the principal component 
analysis (PCA) based on kernel functions, and extracts the features of MPMP product quality. 
Section 4 describes the MPMP product quality features in multiple dimensions, and incorporates 
the attention mechanism to prediction process. In addition, the recurrent neural network was 
improved, and an MPMP product quality prediction model was established on bidirectional long 
short-term memory (BiLSTM) network. Our model was compared with AdaBoost and XGBoost 
through experiments. The effectiveness of our model was demonstrated by the results of the 
appearance quality PQ1, and the area under the curve (AUC) for each process parameter. 

2. Quality prediction framework  
Fig. 1 shows the MPMP product quality prediction strategy. Wireless sensing, industrial IoT, and 
big data analysis are adopted to capture and store the PM states and production technology pa-
rameters in different MP stages, aiming to facilitate the big data analysis. Fig. 2 shows the flow of 
MPMP product quality prediction. The specific steps of the prediction are as follows. 

Firstly, the historical MPMP data are combined with the data on manufacturing technology, 
MP experience, and abnormal product quality into a real-time MPMP and product quality data-
base. Next, the MPMP product quality is monitored in real time, referring to the product quality 
indices. After that, the MPMP data in the current stage and previous stages are mined through 
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big data analysis. On this basis, a product quality prediction model is established, and a strategy 
is developed to optimize abnormal production technology parameters.  

The data from the historical MP and product quality database are preprocessed before being 
used to predict whether the product is qualified, update the product quality rule library, and 
optimize the abnormal production technology parameters. 
 

 
Fig. 1 MPMP product quality prediction strategy 

 

 
Fig. 2 Flow of MPMP product quality prediction 

3. Feature extraction  
MPMP product quality data contains a rich information of MP process, and many redundant fac-
tors. The variables in the data are strongly correlated, and cannot be directly used to build the 
MPMP product quality prediction model. To solve the problem, it is necessary to extract low-
dimensional features from the data to obtain the most representative data of the MPMP, thereby 
reducing the modeling difficulty and computing complexity. 

The recursive update of principal components was introduced to the PCA based on kernel 
functions. In this way, the model can be updated without needing overall computing. The model 
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computing becomes less complex, and satisfies the real-time online requirement of MPMP prod-
uct quality prediction. Fig. 3 explains the flow of extracting MPMP product quality features. 

The kernel-based PCA recursive update algorithm mainly has four steps: 
Step 1: The original MPMP product quality data are mapped from low-dimensional feature space 
to high-dimensional feature space, producing the reconstructed data ψ(ai). 
Step 2: The kernel matrix L(ai, aj) = {ψ(ai), ψ(aj)} is constructed, and the inner product of vectors 
in the original data space is converted into kernel functions. 
Step 3: In the high-dimensional feature space, the kernel functions obtained in the previous 
steps are subjected to PCA, and the corresponding eigenvalues and eigenvectors are calculated. 
Step 4: The MPMP product quality data in the new stage are introduced to the kernel space 
through recursive solving. 
Step 5: The kernel-based PCA model of product quality is updated recursively, and the dynamic 
PCA features of MP product quality are extracted from the new stage. 

 

 
Fig. 3 Flow of MPMP product quality feature extraction 

 
Let ai be the n-dimensional MPMP product quality variable obtained through m samplings 

under the normal working condition; En be the original MPMP product quality data; G be the 
high-dimensional feature space; ψ(ai) ∈ G ⊆ En be the product quality data mapped nonlinearly 
from En to G. Then, we have 

𝜓𝜓:𝐸𝐸𝑛𝑛 → 𝐺𝐺    𝑎𝑎 → 𝜓𝜓(𝑎𝑎) (1) 
Let λψ be the mean of the data mapped to space G from the original product quality samples. 

The covariance matrix DG of the MP product quality samples in the new stage after the mapping 
can be calculated by: 

𝐷𝐷𝐺𝐺 =
1
𝑚𝑚
��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓�

𝑇𝑇
𝑚𝑚

𝑖𝑖=1

=
1
𝑚𝑚
�𝜓𝜓(𝑎𝑎𝑖𝑖)𝜓𝜓(𝑎𝑎𝑖𝑖)𝑇𝑇
𝑚𝑚

𝑖𝑖=1

 (2) 
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where, λψ can be calculated by:  

𝜆𝜆𝜓𝜓 = (1/𝑚𝑚)�𝜓𝜓(𝑎𝑎𝑖𝑖)
𝑚𝑚

𝑖𝑖=1

 (3) 

Suppose the mapping values of the original product quality samples in space G are zero-
centered. Then, λψ is equal to zero. To obtain the corresponding eigenvalue μ and eigenvector U, 
DG should go through eigenvalue decomposition in space G: 

𝜇𝜇𝜇𝜇 = 𝐷𝐷𝐺𝐺𝑈𝑈 (4) 
Solving the inner product of each product quality sample, i.e., pre-multiplying Eq. 4 with 

ψ(al), l = 1, 2, ..., m:  
𝜇𝜇(𝜓𝜓(𝑎𝑎𝑙𝑙) ⋅ 𝑈𝑈) = (𝜓𝜓(𝑎𝑎𝑙𝑙) ⋅ 𝐷𝐷𝐺𝐺𝑈𝑈) (5) 

According to the reproducing kernel theory, all the eigenvectors U corresponding to nonzero 
eigenvalues μ are all distributed in the tensor space of {ψ(a1), ψ(a2), …, ψ(am)}. Then, the coeffi-
cient vector βi(i = 1, 2, ..., m) should satisfy: 

𝑈𝑈 = �𝛽𝛽𝑖𝑖

𝑚𝑚

𝑖𝑖=1

𝜓𝜓(𝑎𝑎𝑖𝑖) (6) 

Combining Eqs. 5 and 6: 

𝜇𝜇�𝛽𝛽𝑖𝑖⟨𝜓𝜓(𝑎𝑎𝑖𝑖),𝜓𝜓(𝑎𝑎𝑙𝑙)⟩
𝑚𝑚

𝑖𝑖=1

=
1
𝑚𝑚
�𝛽𝛽𝑖𝑖 �𝜓𝜓(𝑎𝑎𝑖𝑖) •�𝜓𝜓�𝑎𝑎𝑗𝑗�

𝑛𝑛

𝑗𝑗=1

� •
𝑚𝑚

𝑖𝑖=1

�𝜓𝜓�𝑎𝑎𝑗𝑗�,𝜓𝜓(𝑎𝑎𝑖𝑖)� (7) 

Let Lij  = L(ai, aj) = {ψ(ai), ψ(aj)} be an n × n-order kernel matrix. That is, the kernel functions 
of the two variables in the input space can characterize the inner product between the variables 
in the feature spaceThe specific form of ψ should be avoided in the computing process. Substi-
tuting Lij into Eq. 7, the characteristic equation can be obtained:  

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐿𝐿2𝛽𝛽 ⇒ 𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐿𝐿𝐿𝐿 (8) 

Solving Eq. 8, it is possible to obtain nonzero eigenvalues μ2(μ1 ≥ μ2 ≥ ... μm) and the corre-
sponding eigenvectors βl(l = 1, 2, ..., m). There exists (ul,ul) = 1 for normalizing eigenvector Ul. 
Thus, it can be derived from Eq. 7 that μ(βl  – βl) = 1. Then, the l-th principal component pl 
mapped from original MPMP product quality sample a to space G can be expressed as: 

𝑝𝑝𝑙𝑙 = ⟨𝑢𝑢𝑙𝑙 ,𝜓𝜓(𝑎𝑎)⟩ = �𝛽𝛽𝑖𝑖𝑙𝑙⟨𝜓𝜓(𝑎𝑎𝑖𝑖) • 𝜓𝜓(𝑎𝑎)⟩
𝑚𝑚

𝑖𝑖=1

= �𝛽𝛽𝑖𝑖𝑙𝑙𝐿𝐿(𝑎𝑎,𝑎𝑎𝑖𝑖)
𝑚𝑚

𝑖𝑖=1

 (9) 

The principal component direction of a in space G is the projection of ψ(a) on new eigenvec-
tor U. After being added to the data window, the MP data am+1 of a new stage should be mapped 
to space G. Let ψ(am+1) be the nonlinearly mapped value of am+1 from low-dimensional feature 
space to high-dimensional feature space. Then, the mapped mean eigenvalue v'ψ can be recur-
sively computed by:  

𝜆𝜆𝜓𝜓′ =
1

𝑚𝑚 + 1
𝜓𝜓([𝐴𝐴,𝑎𝑎𝑚𝑚+1])𝑆𝑆𝑚𝑚+1 =

𝑚𝑚
𝑚𝑚 + 1

𝜆𝜆𝜓𝜓 +
1

𝑚𝑚 + 1
𝜓𝜓(𝑎𝑎𝑚𝑚+1) (10) 

where, S = [1, 1, ..., 1] ∈ Em+1. The covariance matrix D'G can be recursively solved by:  

𝐷𝐷𝐺𝐺′ =
1
𝑚𝑚
𝜓𝜓([𝐴𝐴, 𝑎𝑎𝑚𝑚+1])𝜓𝜓([𝐴𝐴, 𝑎𝑎𝑚𝑚+1])𝑇𝑇 

=
1
𝑚𝑚
��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓′ ��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓′ �

𝑇𝑇
𝑚𝑚

𝑖𝑖=1

+
1
𝑚𝑚
��𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓′ ��𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓′ �

𝑇𝑇
𝑚𝑚

𝑖𝑖=1

 

=
1
𝑚𝑚
��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓 +

1
𝑚𝑚 + 1

𝜆𝜆𝜓𝜓 +
1

𝑚𝑚 + 1
𝜓𝜓(𝑎𝑎𝑚𝑚+1)�

𝑚𝑚

𝑖𝑖=1

× �𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓 +
1

𝑚𝑚 + 1
𝜆𝜆𝜓𝜓 +

1
𝑚𝑚 + 1

𝜓𝜓(𝑎𝑎𝑚𝑚+1)�
𝑇𝑇

 

+
1
𝑚𝑚
�

𝑚𝑚
𝑚𝑚 + 1

𝜓𝜓(𝑎𝑎𝑚𝑚+1) −
𝑚𝑚

𝑚𝑚 + 1
𝜆𝜆𝜓𝜓� × �

𝑚𝑚
𝑚𝑚 + 1

𝜓𝜓(𝑎𝑎𝑚𝑚+1) −
𝑚𝑚

𝑚𝑚 + 1
𝜆𝜆𝜓𝜓�

𝑇𝑇
 

(11) 
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=
1
𝑚𝑚
��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓��𝜓𝜓(𝑎𝑎𝑖𝑖) − 𝜆𝜆𝜓𝜓�

𝑇𝑇
𝑚𝑚

𝑖𝑖=1

+
1

𝑚𝑚 + 1
��𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓��𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓�

𝑇𝑇
𝑚𝑚

𝑖𝑖=1

 

=
𝑚𝑚− 1
𝑚𝑚

𝐷𝐷𝐺𝐺 +
1

𝑚𝑚 + 1
�𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓��𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓�

𝑇𝑇 

=
𝑚𝑚− 1
𝑚𝑚

��
𝑚𝑚 − 1
𝑚𝑚

𝜓𝜓(𝑎𝑎)�
𝑚𝑚

𝑚𝑚2 − 1
�𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓�� × ��

𝑚𝑚 − 1
𝑚𝑚

𝜓𝜓(𝑎𝑎)�
𝑚𝑚

𝑚𝑚2 − 1
�𝜓𝜓(𝑎𝑎𝑚𝑚+1) − 𝜆𝜆𝜓𝜓��

𝑇𝑇

 

To complete the eigenvalue decomposition of v'ψ and D'G, linear PCA should be employed to 
extract the principal component features of the MP product quality in the new stage. Therefore, 
this paper introduces the recursive algorithm to the kernel-based PCA, eliminating the need to 
compute the entire principal component model again after the input of the MP product quality 
data of the new stage. In this way, our model can effectively reduce the computing load of real-
time prediction. 

4. Methodology 
4.1 Multidimensional description of quality variables and attention mechanism  

Fig. 4 describes MPMP product quality features in multiple dimensions. To illustrate the time-
variation of product quality data, this paper evaluates product quality from three dimensions: 
production technology, product quality, and time. The production technology dimension exam-
ines the level of production technology from the accuracy of dimensions, shape, and position. 
The product quality dimension evaluates product quality from appearance quality, performance 
index, and life index. The time dimension is generated from the real-time MPMP product quality 
dataset. 

The global decision-making of production control is underpinned by the online detection of 
key processes of each MP stage, and the information interaction and sharing of the time dimen-
sion. This paper extracts the samples from the time series of MPMP product quality, and con-
structs a multidimensional MPMP product quality prediction model, which is capable of tracing 
and optimizing the abnormal production technology parameters. Fig. 5 shows the flow of real-
time tracking and optimization of abnormal production technology parameters. 

Under the different features of production technology parameters, the product quality fea-
tures of different MP processes are affected to different degrees. To this end, the attention 
mechanism was innovatively introduced to MPMP product quality prediction. Firstly, the MP 
product quality of the new stage was analyzed against the quality evaluation criteria. Then, the 
similarity between product quality features of adjacent stages was calculated. After that, the 
authors computed the correlation of the product quality features in the current MP stage with 
the change law of different production technology parameters, and obtained the corresponding 
similarity score. On this basis, the abnormal technology parameters were valued for the new MP 
stage, thereby completing the prediction of MPMP product quality. 

The core parameters of the attention mechanism include Key, Query, and Value. Among them, 
Key corresponds to Value, and is used to query for and compute the similarity of product quality 
features between adjacent stages. Query is the query during the execution of the attention 
mechanism. Value is the MPMP product quality data receiving attention and being selected. The 
attention mechanism can be defined by: 

𝐴𝐴𝐴𝐴𝐴𝐴(𝐾𝐾𝐾𝐾𝐾𝐾,𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄,𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉) = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆�𝑆𝑆𝑆𝑆𝑆𝑆(𝐾𝐾𝐾𝐾𝐾𝐾,𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄)� ∗ 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 (12) 
Let qi be the output tensor of the upper layer series at position i. If the upper layer is a bidi-

rectional neural network in the model, then the Key at position i can be denoted by ui:  
𝑢𝑢𝑖𝑖 = 𝑡𝑡𝑡𝑡𝑡𝑡(𝜔𝜔𝑞𝑞𝑖𝑖 + 𝑟𝑟) (13) 

 
 



Tian, Zhang, Xie, Yu 
 

332 Advances in Production Engineering & Management 17(3) 2022 
 

 
Fig. 4 Multidimensional description of MPMP product quality features 

 

 
Fig. 5 Real-time tracking and optimization of abnormal production technology parameters 

 
Eq. 13 shows that ui can be derived from Value via the fully-connected layer. The attention 

weight βi can be calculated by:  

𝛽𝛽𝑖𝑖 =
𝑜𝑜𝑢𝑢𝑖𝑖𝑇𝑇𝑑𝑑
∑ 𝑜𝑜𝑢𝑢𝑖𝑖𝑇𝑇𝑑𝑑𝑖𝑖

 (14) 

The output of the attention layer can be calculated by:  

𝑆𝑆𝑆𝑆 = �𝛽𝛽𝑖𝑖
𝑖𝑖

(𝑎𝑎)𝑢𝑢𝑖𝑖(𝑎𝑎) (15) 

The Query of that attention layer can be adjusted and updated through random initialization 
and model training: 

𝜔𝜔𝑝𝑝(𝑖𝑖) = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚 �𝛾𝛾𝑝𝑝𝑆𝑆𝑆𝑆𝑆𝑆�𝑎𝑎𝑝𝑝,𝑁𝑁𝑝𝑝(𝑖𝑖)�� (16) 

𝜔𝜔𝑝𝑝(𝑖𝑖) = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑚𝑚𝑚𝑚𝑚𝑚 ���𝜔𝜔𝑝𝑝 (𝑙𝑙)𝑡𝑡𝑝𝑝(𝑖𝑖 + 𝑙𝑙)
𝑙𝑙

�
𝛼𝛼𝑝𝑝

� (17) 

The output tensor fi can be expressed as: 

𝑞𝑞𝑖𝑖 = 𝐶𝐶𝐶𝐶𝐶𝐶(𝑞⃗𝑞𝑖𝑖, 𝑞⃖𝑞𝑖𝑖) (18) 
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4.2 Construction of product quality prediction model 

The LSTM network, as a variant of recurrent neural network, can prevent the common problems 
of recurrent neural network: exploding gradients and vanishing gradients. Each LSTM network 
consists of an input gate SRp, a forget gate LEp, an output gate EXp, and a memory cell dp. Let Ap be 
the input vector of stage 𝑝𝑝; fp-1 be the hidden layer state of stage p – 1. Then, the forget gate can 
be calculated by: 

𝐴𝐴 = �
𝐴𝐴𝑝𝑝
𝑓𝑓𝑝𝑝−1

� (19) 

𝐿𝐿𝐸𝐸𝑝𝑝 = 𝜀𝜀�𝜔𝜔𝐿𝐿𝐿𝐿 ⋅ �𝑓𝑓𝑝𝑝−1,𝐴𝐴𝑝𝑝� + 𝑟𝑟𝐿𝐿𝐿𝐿� (20) 
 

The forget gate determines whether the MPMP product quality information should be pre-
served or discarded. Let Dp* be the candidate cell state used to determine the new cell state Dp. 
The input gate can be calculated by: 
 

𝑆𝑆𝑅𝑅𝑝𝑝 = 𝜀𝜀�𝜔𝜔𝑖𝑖 ⋅ �𝑓𝑓𝑝𝑝−1,𝐴𝐴𝑝𝑝� + 𝑟𝑟𝑖𝑖� (21) 

𝐷𝐷𝑝𝑝∗ = 𝑡𝑡𝑡𝑡𝑡𝑡�𝜔𝜔𝑑𝑑 ⋅ �𝑓𝑓𝑝𝑝−1,𝐴𝐴𝑝𝑝� + 𝑟𝑟𝑑𝑑� (22) 

The input gate determines how to update information. The training parameters of our model 
are configured as follows: the weight of LSTM network, θ; bias, r; activation function sigmoid, s; 
point-by-point product, ⊙. The output gate can be calculated by: 

𝐷𝐷𝑝𝑝 = 𝐿𝐿𝐸𝐸𝑝𝑝 ∗ 𝐷𝐷𝑝𝑝 + 𝑆𝑆𝑅𝑅𝑝𝑝 ∗ 𝐷𝐷𝑝𝑝∗ (23) 

𝐸𝐸𝑋𝑋𝑝𝑝 = 𝜀𝜀�𝜃𝜃𝐸𝐸𝐸𝐸 ⋅ �𝑓𝑓𝑝𝑝−1,𝐴𝐴𝑝𝑝�+ 𝑟𝑟𝐸𝐸𝐸𝐸� (24) 
The memory cell can be expressed as: 

𝑑𝑑𝑝𝑝 = 𝐿𝐿𝐸𝐸𝑝𝑝 ⊗ 𝑑𝑑𝑝𝑝−1 + 𝑆𝑆𝑅𝑅𝑝𝑝 ⊗ 𝑡𝑡𝑡𝑡𝑡𝑡(𝜃𝜃𝑑𝑑 ⋅ 𝐴𝐴 + 𝑟𝑟𝑑𝑑) (25) 

The hidden layer state of stage 𝑝𝑝 can be calculated by:  

𝑓𝑓𝑝𝑝 = 𝐸𝐸𝑋𝑋𝑝𝑝 ⊗ 𝑡𝑡𝑡𝑡𝑡𝑡�𝑑𝑑𝑝𝑝� (26) 

The activation function can be defined as: 

𝜀𝜀(𝑎𝑎) =
1

1 + 𝑜𝑜−𝑎𝑎
 (27) 

𝑡𝑡𝑡𝑡𝑡𝑡(𝑎𝑎) =
𝑜𝑜𝑎𝑎 − 𝑜𝑜−𝑎𝑎

𝑜𝑜𝑎𝑎 + 𝑜𝑜−𝑎𝑎
 (28) 

The LSTM network can effectively handle product quality data with a strong sequential prop-
erty and correlations. However, the network is unable to mine the information of future product 
quality data. This defect can be solved by combining forward LSTM with inverse LSTM into a 
BiLSTM. Let δ be the length of a data series; ML be the processing of a single LSTM. Then, the 
BiLSTM can obtain the forward and inverse information of product quality data from input vec-
tors fp: 

𝑓𝑓𝑝𝑝 = 𝑀𝑀𝑀𝑀
→
�𝑓𝑓𝑝𝑝−1,𝑎𝑎𝑝𝑝,𝑑𝑑𝑝𝑝−1�,𝑝𝑝 ∈ [1, 𝛿𝛿] (29) 

𝑓𝑓𝑝𝑝 = 𝑀𝑀𝑀𝑀
←
�𝑓𝑓𝑝𝑝−1,𝑎𝑎𝑝𝑝,𝑑𝑑𝑝𝑝+1�,𝑝𝑝 ∈ [1, 𝛿𝛿] (30) 

The information in the two directions (Eqs. 29 and 30) is combined into the final output of 
BiLSTM. The output of stage 𝑝𝑝 can be expressed as:  

𝑏𝑏𝑝𝑝 = ℎ �𝜔𝜔𝑓𝑓𝑏𝑏𝑓𝑓𝑝𝑝 + 𝑊𝑊𝑓𝑓𝑏⃖𝑏�𝑓𝑓𝑝𝑝 + 𝑟𝑟𝑏𝑏� (31) 

Let Ap-m and fp-m be the state input and hidden layer output of the previous n MP stages, re-
spectively; Ap be the input of production technology parameters in the current stage; fp be the 
output through the hidden layer; Ap+m be the input of production technology parameters in the m 
MP stages in future; fp+m be the hidden layer output. Then, we have: 
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𝑓𝑓𝑝𝑝 = 𝑔𝑔�𝜔𝜔3𝐴𝐴𝑝𝑝 + 𝜔𝜔4𝑓𝑓𝑝𝑝−1� (32) 

𝑓𝑓𝑝𝑝′ = 𝐿𝐿𝐿𝐿�𝜔𝜔1𝐴𝐴𝑝𝑝 + 𝜔𝜔2𝑓𝑓𝑝𝑝−1′ � (33) 

𝐸𝐸𝑋𝑋𝑝𝑝 = 𝑏𝑏𝑝𝑝 = ℎ�𝜔𝜔5𝑓𝑓𝑝𝑝 +𝜔𝜔6𝑓𝑓𝑝𝑝′� (34) 
The dynamic memory network capable of retaining time dependence can be established by:  

𝑓𝑓𝑖𝑖
𝑝𝑝 = ℎ𝑖𝑖

𝑝𝑝𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝑑𝑑𝑖𝑖 ,𝑓𝑓𝑖𝑖−1
𝑝𝑝 �+ �1 − ℎ𝑖𝑖

𝑝𝑝�𝑓𝑓𝑖𝑖−1
𝑝𝑝  (35) 

Considering the sequential property and strong correlations between production technology 
parameters, as well as the dynamic nonlinearity of product quality features, this paper assigns 
weights to different production technology parameters according to the correlations between 
the two variables, following the attention mechanism of quality variables, and takes the weighed 
parameters as the input of BiLSTM. 

Firstly, the key parameters that induce the abnormal product quality were identified for each 
MP stage. Next, a product quality prediction model was established based on BiLSTM. To im-
prove the prediction accuracy, the product quality states of stages p + 1, ..., p + m were predicted 
in real time in stage 𝑝𝑝. Then, the key technology parameters were further optimized. 

The production technology parameters of historical MPMP and those Zij of the current stage 
were converted into time series stage by stage. Let Zmi(p – 1) be production technology parame-
ter i of MP process m in stage p – 1, and F(p) be the corresponding product quality feature. Then, 
we have: 

�𝑍𝑍𝑖𝑖𝑖𝑖 = �

𝑍𝑍11(𝑝𝑝 − 1) ⋯ 𝑍𝑍1𝑛𝑛(𝑝𝑝)
𝑍𝑍21(𝑝𝑝 − 1) ⋯ 𝑍𝑍2𝑛𝑛(𝑝𝑝)

⋮ ⋱ ⋮
𝑍𝑍𝑚𝑚1(𝑝𝑝 − 1) ⋯ 𝑍𝑍𝑚𝑚𝑚𝑚(𝑝𝑝)

�� ⇒ �

𝐹𝐹(𝑝𝑝)
𝐹𝐹(𝑝𝑝 + 1)

⋮
𝐹𝐹(𝑝𝑝 + 𝑚𝑚)

� (36) 

Let ξij(l + 1) be the observation of stage l + 1; ξmax and ξmin be the maximum and minimum of a 
parameter in that stage, respectively. Then, the normalization can be expressed as:  
 

𝑍𝑍𝑖𝑖𝑖𝑖(𝑙𝑙 + 1) =
𝜉𝜉𝑖𝑖𝑖𝑖(𝑙𝑙 + 1) − 𝜉𝜉𝑚𝑚𝑚𝑚𝑚𝑚

𝜉𝜉𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜉𝜉𝑚𝑚𝑚𝑚𝑚𝑚
 (37) 

 

Let F*(l + 1) be the prediction for stage l + 1; γk be the weight of the similarity between the pa-
rameter and product quality features; χk(l + 1) be the corresponding attention weight. Then, we 
have: 

𝐹𝐹∗(𝑙𝑙 + 1) = �𝜒𝜒𝑘𝑘(𝑙𝑙 + 1)
𝐾𝐾

𝑘𝑘=1

𝛾𝛾𝑘𝑘∗𝑎𝑎𝑖𝑖𝑖𝑖(𝑙𝑙 + 1) (38) 

The prediction can be expanded as: 
 

𝐹𝐹∗(𝑙𝑙 + 1) = 𝐿𝐿𝐿𝐿[𝐹𝐹(𝑙𝑙),𝐹𝐹(𝑙𝑙 − 1), . . . ,𝐹𝐹(𝑙𝑙 − 𝑚𝑚 + 1);𝑍𝑍(𝑙𝑙 + 1),𝑍𝑍(𝑙𝑙),𝑍𝑍(𝑙𝑙 − 𝑛𝑛 + 1);𝜎𝜎(𝑙𝑙 + 1)] (39) 
 

Eq. 39 shows that the output of product quality features in stage l + 1 depends on Z(l + 1), 
((Z(l), ..., Z(l – n + 1)), (F(l), F(l – 1), . . . , F(l – m + 1)) and an unpredictable error σ. Let Fi1 and Fi1* 
be the actual value and predicted value of a quality feature, respectively; τ||Φ||2 be the regulari-
zation term of the loss function. During model training, the loss function of product quality pre-
diction can be expressed as: 
 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝛷𝛷) = −�𝐹𝐹𝑖𝑖1∗𝑙𝑙𝑙𝑙𝑙𝑙(𝐹𝐹𝑖𝑖1) + 𝐹𝐹𝑖𝑖2∗𝑙𝑙𝑙𝑙𝑙𝑙(𝐹𝐹𝑖𝑖2)+, . . . ,𝐹𝐹𝑖𝑖𝑖𝑖∗𝑙𝑙𝑙𝑙𝑙𝑙(𝐹𝐹𝑖𝑖𝑖𝑖) +
𝑚𝑚

𝑖𝑖=1

𝜏𝜏‖𝛷𝛷‖2 (40) 
 

The fully-connected layer of the model was activated by Softmax function. The final output of 
the product quality prediction model can be given by:  
 

𝑏𝑏� = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑎𝑎𝑖𝑖) =
𝑜𝑜𝑖𝑖

∑ 𝑜𝑜𝑖𝑖𝑛𝑛
𝑛𝑛=1

 (41) 
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5. Experiments and results analysis 
Fig. 6 compares the PCA results before and after the introduction of recursion. In Fig. 6a, the 
quality samples of 1,200 products were not recursively processed, but statically analyzed. Many 
PCA results surpassed the control line, indicating that the model could not effectively extract the 
principal component features of product quality in the latest MP stage. In Fig. 6b, the quality 
samples of 500 out of the 1,200 samples were recursively processed. It can be observed that the 
real-time performance of the analysis on samples collected by sliding time windows was effec-
tively enhanced, as the results above the control line were reduced by more than 8 %.  

In our prediction model, the MPMP production technology parameters and MPMP product 
quality variables being collected and stored were preprocessed and normalized, so that the 
product quality prediction accuracy will not be undermined by dimensional disunity. After that, 
the product quality variation of stage 𝑝𝑝 was predicted based on the samples of stage p – 1. The 
specific data are given in Tables 1 and 2, where the product quality indices include appearance 
quality PQ1, performance index PQ2, and life index PQ3. Specifically, PQ1 covers cleanness 
PQ11, style PQ12, color PQ13, and packaging PQ14; PQ2 covers dimension parameter PQ21, 
motion parameter PQ22, and power parameter PQ23; PQ3 covers reliability PQ31, failure rate 
PQ32, and use cycle PQ33. 
 

 
(a) Before                                                                                                        (b) After 

Fig. 6 PCA results before and after the introduction of recursion 
 

Table 1 Normalized values of samples in stage p – 1 
PQ11 0.9625 0.9657 0.9686 0.9628 0.9639 0.9583 0.9655 0.9662 0.9675 
PQ12 0.1658 0.1534 0.1643 0.1725 0.1848 0.1538 0.1342 0.1658 0.1546 
PQ13 0.0241 0.0325 0.0521 0.0375 0.0265 0.0164 0.0335 0.0276 0.0215 
PQ14 0.9638 0.9254 0.9587 0.9352 0.9583 0.9285 0.9428 0.9647 0.9562 
PQ21 0.6521 0.6358 0.6149 0.6823 0.6951 0.6214 0.6725 0.6353 0.6438 
PQ22 0.3583 0.3869 0.3763 0.3242 0.3629 0.4233 0.4126 0.3584 0.3217 
PQ23 0.5382 0.6353 0.5876 0.6764 0.5372 0.6857 0.5728 0.6241 0.6834 
PQ31 0.1574 0.1758 0.1635 0.1634 0.1725 0.1838 0.1524 0.1326 0.1532 
PQ32 0.5271 0.3525 0.5241 0.3672 0.4258 0.3581 0.7868 0.5127 0.4136 
PQ33 0.3122 0.2174 0.2563 0.3727 0.1631 0.2836 0.2751 0.2675 0.3123 
 

Table 2 Normalized values of samples in stage p 
PQ11 0.9584 0.9625 0.9359 0.9433 0.9352 0.9375 0.9537 0.9742 0.9641 
PQ12 0.1546 0.1346 0.1738 0.1826 0.1628 0.1435 0.1628 0.1347 0.1527 
PQ13 0.0124 0.0135 0.0183 0.0175 0.0163 0.0157 0.0130 0.0175 0.0182 
PQ14 0.9258 0.9342 0.9328 0.9626 0.9731 0.9539 0.9582 0.9346 0.9504 
PQ21 0.6382 0.6426 0.6375 0.6832 0.6284 0.3505 0.3628 0.3751 0.3624 
PQ22 0.3581 0.3684 0.4213 0.3825 0.3862 0.4135 0.4253 0.3926 0.4257 
PQ23 0.4968 0.5326 0.4867 0.5315 0.4835 0.5327 0.4932 0.5147 0.4826 
PQ31 0.1538 0.1627 0.1628 0.1824 0.1736 0.1524 0.1438 0.1825 0.1926 
PQ32 0.2514 0.3012 0.2810 0.2624 0.2519 0.2746 0.2413 0.2534 0.2816 
PQ33 0.2386 0.2485 0.2104 0.2517 0.2825 0.2431 0.2042 0.2358 0.2719 
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This paper adopts two typical ensemble algorithms of machine learning, namely, AdaBoost 
and XGBoost, as well as our model to predict the product quality in terms of PQ1-3. The predic-
tion results (Table 3) show that our model surpassed the other algorithms in terms of accuracy, 
mean accuracy, and precision. 

Fig. 7 compares the AUCs of PQ1 predicted by AdaBoost, XGBoost, and our model. Our model 
achieved desirable prediction performance, despite the large difference of MPMP in product 
quality. Besides, XGBoost algorithm also demonstrated a good classification ability of various 
product quality features. 

XGBoost and our model were separately adopted to predict PQ2 and PQ3 of 60 products with 
known production technology parameters. The results (Figs. 8 and 9) show that XGBoost incor-
rectly predicted 5 qualified products as unqualified in terms of PQ2, and incorrectly predicted 2 
qualified products as unqualified in terms of PQ3. By contrast, our model successfully predicted 
all unqualified products. This means our model has a strong ability to predict product quality. 

 
Table 3 Production quality prediction results 

Product quality 
features Indices AdaBoost XGBoost Our model 

PQ1 
Accuracy 0.862 0.87 0.89 

Mean accuracy 0.85243 0.884672 0.953281 
Precision 0.842678 0.875689 0.925768 

PQ2 
Accuracy 0.834 0.846 0.86 

Mean accuracy 0.868457 0.885674 0.896725 
Precision 0.863758 0.883758 0.895235 

PQ3 
Accuracy 0.814 0.827 0.851 

Mean accuracy 0.823758 0.863074 0.875426 
Precision 0.825712 0.862875 0.886425 

 
 

 
Fig. 7 Area under the curve (AUC) of PQ1 

 

 
Fig. 8 Predicted PQ2 vs. true PQ2 
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Fig. 9 Predicted PQ3 vs. true PQ3 

6. Conclusion 
This paper analyzes the MPMP quality prediction and control based on big data analysis. Firstly, 
the MPMP product quality prediction strategy and flow were detailed, followed by the extraction 
of MPMP product quality features. Then, the MPMP product quality features were described in 
multiple dimensions. Next, the attention mechanism was introduced to the prediction process, 
and a product quality prediction model was established based on BiLSTM. Through experiments, 
the PCA results before and after the introduction of recursion were compared, revealing the ef-
fectiveness of our feature extraction algorithm. After that, our model and several state-of-the-
arts were separately adopted to predict product quality in terms of PQ1-3. The results show that 
our model achieved better accuracy, mean accuracy, and precision of product quality than other 
algorithms. 

This paper innovatively introduces the attention mechanism to establish a quality prediction 
model. But many details are worthy of further study. For example, the future research could try 
to optimize the product quality classification rules, and apply reinforcement learning to adap-
tively optimize various process parameters and the manufacturing quality features collected by 
sensors. In addition, it is an urgent need to develop a real-time system that can automatically 
perceive abnormal parameters, and decide on how to optimize these parameters, in the light of 
the manufacturing state. The product quality prediction model can be embedded into the system 
to manufacture high-quality products. 
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gauge block’s stack length 
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A B S T R A C T A R T I C L E   I N F O 
Gauge blocks are an important basis for maintaining traceability in dimen-
sional metrology, used for calibrating length measuring instruments and for 
adjustments in all branches of manufacturing. Their important feature is that 
they can be wrung with small dimensional uncertainty. An overview of the fac-
tors influencing the accuracy of a stack length, such as the quality of the gauge 
blocks (grade, wear), surface preparation (cleaning and usage of a lubricant), 
wringing (way and time, temperature of hands and gloves) is given in the pa-
per. Experiments for determining these influences were performed with a 
highly precise gauge block comparator. Proper selection of gauge blocks, prep-
aration of their surfaces and oiling improve the accuracy of a stack length. Ap-
plication of a lubricant, wiped with a dry cloth or paper towel, helps to wring 
them more easily, but its contribution to the stack length in the experiment was 
0.1 µm for oil and 0.2 µm for grease. Temperature changes of gauge blocks were 
estimated by holding them, and, during wringing in well controlled air condi-
tions, monitoring them to yield the empirical coefficients of their warming up. 
The results showed that usage of gloves reduces the warming up by approxi-
mately half, but still the stack must be stabilised in well controlled conditions 
for at least one hour if it is used for micrometre-level precise measurements. 
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1. Introduction
Gauge blocks (GBs) are one of the most accurate standards of length, an important basis of indus-
trial length measurements, as well as commonly used measurement standards for maintaining 
traceability in dimensional metrology. They are made of wear-resistant material (hardened steel, 
ceramics, or tungsten carbide), and their length is defined by two parallel measuring surfaces. An 
important feature of gauge blocks is that they can be joined together with very little dimensional 
uncertainty. They are used as a reference, either as single blocks, or two or more joined strongly 
together by wringing, or wrung onto plates with a similar high-quality surface. 

The four grades of GBs available on the market are defined by the Standard SIST EN ISO 3650. 
The reference standard sets of grade K are calibrated by laser interferometry, performed almost 
exclusively by national laboratories. Lower-level grade sets are calibrated by mechanical compar-
ison to the reference GBs, performed widely in calibration laboratories throughout the engineer-
ing industry. Calibration uncertainty with a comparator is inferior to interferometric calibration, 
but the instrumentation is less expensive and the procedure much simpler. Generally, GBs of grade 
zero are used for inspections and calibrations in measurement laboratories, GBs of grade 1 are 
used for precise adjustments, e.g., for sin bars, GBs of grade 2, having the smallest accuracy, are 
used for adjusting machine tools. 
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In micrometre-precise laboratory and production measurements, grade zero is generally used 
as a reference. Along with length deviation and the uncertainty of GBs, known from their calibra-
tion certificate, the uncertainty of wringing film thickness and thermal contributions to the mutual 
uncertainty of the reference, must be taken into consideration. In the present paper, these uncer-
tainty contributions are analysed and presented by in-situ measurements of different GBs (ce-
ramic, steel; single or wrung), performed with a gauge block comparator and precise temperature 
sensors in well controlled air conditions. 

The experiments were performed in the Laboratory for Production Measurement (University 
of Maribor, Slovenia). The applied mechanical comparison procedure is accredited, and the cali-
bration and measurement capability (CMC) is included into the key comparison database at BIPM 
[1, 2]. The laboratory, as a holder of the National Standard for length, is accredited for length-
calibrations of standards and measuring equipment, with the primary purpose to assure dimen-
sional traceability in Slovenian industry. For maintaining high level measurement capability, the 
laboratory develops measurement procedures steadily with novel equipment and laser interfer-
ometry, and, periodically, joins international comparisons for their verification [3-6]. Reliable 
measurement systems are especially important in complex geometrical measurements, as well as 
in precise machine tool monitoring and verification, in the sense of optimising production pro-
cesses, and for controlling product quality. The secondary task of the laboratory is focused on the 
development of sustainable manufacturing systems and advanced automated integration of data, 
including calibration results, up to the global information level [7, 8]. 

2. Materials, methods and execution of expaeriments 
2.1 Gauge blocks as a length standard 

Standard SIST EN ISO 3650 defines the geometrical characteristics of gauge blocks and tolerances 
precisely for four grades, at the standard temperature 20 °C. Some are represented here (Fig. 1 
and Table 1) for the purpose of interpretation of the experimental results. The limit deviation, te, 
is the maximal permitted deviation of the length from the nominal length ln at any point of the 
measuring face. The recommended points to measure are the five points presented in Fig. 1. The 
tolerance tv is defined for variation ν = lmax – lmin. The central deviation is ec = lc – ln, while the limit 
deviations are defined as fo = lmax – lc and fu = lc – lmin. 

 
Fig. 1 Geometrical characteristics of GB length  

 
Table 1 Limit deviation, te, of the length at any point of the measuring face from the nominal length  

and tolerance, tv, for the variation in length  
 Grade K  Grade 0  Grade 1  Grade 2 

Ln / mm te / µm tv / µm  te / µm tv / µm  te / µm tv / µm  te / µm tv / µm 
0.5 ≤ Ln ≤ 10 
10 ˂ Ln ≤ 25 
25 ˂ Ln ≤ 50 
50 ˂ Ln ≤ 75 

0.2 
0.3 
0.4 
0.5 

0.05 
0.05 
0.06 
0.06 

 0.12 
0.14 
0.20 
0.25 

0.1 
0.1 
0.1 

0.12 

 0.2 
0.3 
0.4 
0.5 

0.16 
0.16 
0.18 
0.18 

 0.45 
0.6 
0.8 
1.0 

0.3 
0.3 
0.3 

0.35 
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Although the materials chosen for producing GBs have very stable crystal structures, on the 
level of the required reliability (of grade K and 0) the material structure stability is still temporal, 
even with proper handling and storage. Therefore, periodical calibration of GB sets is recom-
mended, once per year up to three years, depending on the frequency and required dimensional 
accuracy of their use. The measuring surfaces are polished to such a degree that can be joined 
easily by sliding, and they can get so strongly adhered that can be separated only by tangential 
pulling apart. The wringing film is small, with very little dimensional uncertainty, if the gauge 
blocks are treated properly. Considering the fact that GBs are used either as a single block wrung 
onto a plate with similar surface quality, or as a stack of blocks, the wringing film is included into 
the calibration results of the block length, as defined by the ISO 3650 standard (Fig. 1 and Table 
1). In the case of calibrating Grade K with laser interferometry, the wringing film on the plate 
contributes to a length uncertainty of less than 6 nm [9]. The roughness of a well-polished surface 
varies from 15 nm to 30 nm [10, 11]. 

The wringing film thickness varies with the surface quality and lubricant fluid used. Blocks are 
cleaned with alcohol or petrol ether, while steel blocks also need protection against corrosion with 
special oil wetting. Before usage, the blocks are wiped with a lint-free cloth to make sure they are 
free from dust. By sliding the blocks air is squeezed out, and the surfaces get adhered together by 
vacuum and molecular interaction. The strong adherence can be explained by the surface tension 
of the liquid film (of oil, or water vapour from the air): The cohesive forces between molecules in 
a liquid and with a solid surface are stronger than those on its surface in contact with the air, 
therefore, when we try to separate the blocks, the liquid tries to minimise its surface. Fig. 2 pre-
sents the high ability of oil to wet the surface of a gauge block. Additionally, the fine roughness 
observed on the measuring surfaces could enhance the adhesion, due to the phenomenon of liquid 
bridge splitting, since mobile wetting bridges can naturally migrate to narrower gaps [12]. 

The stacks should be disassembled after usage, even in daily use. Leaving them together for a 
few days can cause that they become difficult to separate, or even to get permanently fused. 

We need to make sure that the blocks to be wrung are clean, free from dust, nicks and burs. If 
the surface is not clean, for instance, due to fingerprints, they get wrung more easily, but the un-
certainty of the wringing film is higher. The presence of nicks or burs was inspected visually and 
with an optical flat (Figs. 3a-c). We place the glass on the measuring surface of the block to check 
for a rainbow by sliding it slightly. If the rainbow disappears when we press harder, it means there 
are no asperities present. If the rainbow stays in the same place when we slide the glass over the 
block, it means that the asperity is on the block. If the rainbow moves, the asperity is attached to 
the glass surface, or too much oil was applied. 

 
Fig. 2 Wetting of a GB surface with anti-corrosion oil (goniometrical observation of the contact angle) 

 

 

  
Fig. 3 The surface inspection with plane-parallel glass and wringing of thin blocks 
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Wringing should be done by sliding without much pressure. Two ways of wringing of thin 
blocks are presented in Fig. 3. By repeatedly sliding the upper block on the lower at a cross posi-
tion (with slight pressure of the finger downward at the central point, Fig. 3d), the air is squeezed 
out and the surfacesstick together . Then, we align the blocks by rotating the upper block (with 
lateral pressure of another finger keeping the vertical pressure on the centre). Another way is by 
direct sliding of the upper block along the lower one (with slight pressure of the finger downward, 
Fig. 3e). 

If possible, blocks should be held on their side surfaces, otherwise the measuring surface that 
has been touched must be cleaned with petroleum ether, either to perform the measurement 
properly, or to continue with wringing of an additional block. When wringing, excessive force shall 
not be used, because the contact might be weaker (with greater thickness and variability), also 
some damage might occur on the edges or scratches on the measuring surfaces. Before storing a 
steel block, clean it with petroleum ether (or ethanol) and coat it with oil, to protect it from cor-
rosion, especially if it has been touched it with bare hands. When reused, they shall be wiped with 
a dry cloth or petroleum ether. 

As a new block is wrung repeatedly, the film thickness might shrink due to wear of the asperi-
ties of surface roughness. If a block becomes worn and scratched, its ability to wring decreases 
and the film thickness increases, so it is better to replace it with a new one, or to repair it, because 
even using it as a single may give erratic results. A block with a corroded measuring surface must 
be replaced immediately, because it will damage any other block it is wrung onto. 

In some cases, we can repair a scratched surface with a special stone (Fig. 4). Again, we need 
to make sure that both surfaces, of the GB and of the stone, are clean and free from dust, before 
and after polishing. While a scratch remains visible, austerities are removed, and the GB has an 
improved ability to wring. 

Gauge blocks are available in sets enabling them to be stacked to the desired length in a wide 
range. With GBs from the conventional set presented in Tab. 2, we can make any length up to three 
decimal places. For instance, 15.63 mm is a combination of four blocks (1.03 + 1.6 + 3 + 10) mm. 

We try to assemble the desired length with as few blocks as possible to avoid accumulation of 
size errors. Single blocks with specific nominal lengths are available for this purpose. There are 
sets with which we can compose any measure in three decimal places. Depending on the desired 
minimum number of contacts in the assembly, individual blocks can be purchased, with which the 
same length can be assembled with one or two blocks less than in the conventional way of assem-
bling. From Table 3, lengths up to 27.50 mm can be assembled only by two blocks, also in regions 
like (31.00 to 32.50) mm, for instance, 31.11 mm from 30 mm and 1.11 mm, while from Table 2 
four blocks would be needed: (1.01 + 1.1 + 9 + 20) mm. In ranges like (27.51 to 29.99) mm we 
need three blocks from Table 3, for instance 27.51 mm is (1.51 + 1 + 25) mm, and 29.99 mm is 
(1.49 + 3.5 + 25) mm, a block less than from Table 2. 

 

 
Fig. 4 Polishing with GB stone: (a) Petrol ether for cleaning and anti-corrosion oil, (b) Scratches,  

(c) Polishing with low pressure along the stone, (d-f) Accessory for a thin GBs 

Table 2 Conventional set of gauge blocks (all in mm) 
1.001 1.002 1.003 1.004 1.005 1.006 1.007 1.008 1.009 
1.01 1.02 1.03 1.04 1.05 1.06 1.07 1.08 1.09 
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 19 
1 2 3 4 5 6 7 8 9 
10 20 30 40 50 60 70 80 90 
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Table 3 Individual gauge blocks (all in mm) 

Standard grade blocks are made of a hardened steel alloy, while calibration grade blocks are 
often made of carbide or ceramic, because they are harder and wear less. The results of measure-
ments should be given at the standard temperature 20 °C, which can be achieved by well-con-
trolled air conditions in measuring rooms or chambers. 

When the measuring systems and measurands are made of steel and steel blocks are used, the 
thermal expansion coefficients of the materials, 𝛼𝛼, are similar, and the length errors,∆𝐿𝐿, at tem-
perature deviations, 𝛥𝛥𝛥𝛥, might be negligible (Eq. 2). The thermal expansion coefficient of steel 
blocks is approximately 11.5⋅10-6 K-1, of ceramic 9.4⋅10-6 K-1 and of carbide 4.4⋅10-6 K-1. In the case 
of ceramic or carbide blocks, due to the significant difference of their coefficients compared to 
steel, it is necessary to pay more attention to the thermal stabilisation and to temperature correc-
tion of the measured length. 

∆𝐿𝐿 =  𝛼𝛼𝛼𝛼𝛼𝛼T   (1) 
∆𝐿𝐿 =  𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥T   (2) 

Among other influences, a change in a gauge block’s temperature may be caused by touching it 
by hand. Gloves are recommended for handling them, tweezers could also be used to transfer in-
dividual gauge blocks, but, when assembling them, the blocks warm up noticeably, even if we man-
age to wring them in a very short time by using gloves. Therefore, we need to wait some time for 
the stack to be cooled. The cooling time depends on the required accuracy of measurement for 
which it is going to be applied. 

2.2 Measurement of gauge block stack length 

The purpose of the experiments was to determine the time of temperature stabilisation after as-
sembling the blocks, and the repeatability of the residual contact. The deviation was observed 
with a precision GB comparator (Fig. 5), which is used in our laboratory for calibrating GB sets [1, 
2]. The air temperature in the chamber was maintained at (20 ± 0.3) °C and monitored by a sensor 
calibrated with a measurement uncertainty of 0.05 K, installed near to the blocks. The GBs’ tem-
perature was measured with sensors with a 0.015 K measurement uncertainty (Fig. 6a). Immedi-
ately after wringing (Fig. 6b), the stack was inserted under the comparator’s probe (Fig. 6c). Dur-
ing its temperature stabilisation, the deviation was measured periodically in comparison with the 
reference (Figs. 6c-e) until the temperature difference of the assembly and the reference became 
negligible. The length difference ec was measured at the central points, and corrected for the 
length deviation of the reference eref (taken from the calibration certificate). The measurement 
uncertainty for the length of 50 mm, evaluated as our CMC in the accredited calibration procedure, 
is 0.055 µm for steel and 0.07 µm for ceramic GBs. 

 
Fig. 5 Mechanical comparator for GB calibration 

1.00 1.01 1.02 1.03 1.04 … 1.45 1.46 1.47 1.48 1.49 
   1.5 1.6 1.7 1.8 1.9    
2.00 2.01 2.02 2.03 2.04 … 2.45 2.46 2.47 2.48 2.49 
   2.5 2.6 2.7 2.8 2.9    
3 3.5 4 4.5 5 … 22.5 23 23.5 24 24.5 
25 30 35 40 45 50 60 70 80 90 100 
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Fig. 6 Measurement of stack length by mechanical comparison: (a) Temperature stabilisation of GBs, (b) Wringing, (c) 
Comparison of the ceramic stack to the ceramic ref., (d) Ceramic stack to the steel, (e) Steel stack to the steel reference 

3. Experimental results and discussion 
The measurements were performed for three combinations (presented in Fig. 6). The stack of 
steel blocks S1 and S2, and the stack of ceramic blocks (C1 and C2) were compared with the (S) 
steel reference 50 mm from the master set (Grade K). The measurement with the ceramic stack 
was repeated also in comparison with the (C) ceramic reference 50 mm (Grade 0), in order to 
eliminate the difference in the thermal expansion coefficient. The blocks used for the wringing 
test were previously calibrated on the comparator. Their geometrical characteristics, derived 
from five points (as presented in Fig. 1) are given in Table 4 for five repeated measurements. 

Table 4 Geometrical characteristics of the gauge blocks used in the experiments (all in µm) 
(C1) ceramic 25 mm (Grade 0)  (S1) steel 25 mm (Grade K) 

ec v fo fu  ec v fo fu 
-0.05 0.10 0.10 0.00  0.01 0.02 0.00 0.02 
-0.05 0.09 0.09 0.00  0.02 0.02 0.00 0.02 
-0.05 0.07 0.07 0.00  0.02 0.03 0.00 0.03 
-0.05 0.09 0.08 0.01  0.01 0.02 0.00 0.02 
-0.05 008 0.08 0.00  0.01 0.02 0.00 0.02 

 
(C2) ceramic 25 mm (Grade 0)  (S2) steel 25 mm (Grade 0) 

ec v fo fu  ec v fo fu 
-0.04 0.06 0.06 0.00  0.00 0.04 0.00 0.04 
-0.05 0.07 0.07 0.00  0.00 0.04 0.01 0.03 
-0.04 0.08 0.08 0.00  -0.01 0.05 0.01 0.04 
-0.03 0.06 0.06 0.00  0.00 0.05 0.01 0.04 
-0.04 0.08 0.08 0.00  0.00 0.05 0.01 0.04 

By precise observation of these characteristics, taking into account that the lower contact layer 
is already included into the given central deviation ec for both blocks in the stack, the additional 
geometrical contribution to the central deviation of the stack can be estimated from the charac-
teristics given for the upper surface of the lower block, and the means of C2 in the ceramic stack 
and S2 in the steel stack (Fig. 6), respectively. From Table 4, the block S1 has fo = 0.00 µm and the 
centre, as the highest level, has the deviation ec = 0.014 µm (higher than the nominal value 
25 mm); the block S2 has ec = 0.00 µm and fo = 0.01 µm. So, we can estimate the mutual geomet-
rical contribution to be 0.024 µm. The C1 block has fo = 0.084 µm (some asperity around the cen-
tre, which does not affect the length of the stack, because this block is on the top) and central 
deviation ec = -0.05 µm (lower than the nominal value 25 mm). Similarly, C2 has ec = -0.04 µm and 
fo = 0.07 µm (some asperity around the centre, which could affect the length of the stack). So, we 
can estimate the mutual geometrical contribution to be -0.02 µm. Both estimated values are 
smaller than the measurement accuracy. 

To determine the influencing factors, the repeatability of stack length was observed at different 
conditions, such as temperature of the hand, GB material and the addition of lubricant. Firstly, the 
single blocks were held in the hand (in a similar way as when assembling them) for 5 min and 
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then cooled in air in the chamber, to estimate the heat transmission coefficient and time for stabi-
lisation back to a standard temperature. The graphs in Fig. 7 show the heating of 25 mm long 
blocks, ceramic or steel, with a bare hand or with gloves, respectively (Fig. 7). It should be empha-
sised here that the general recommendation is to hold the blocks on their side faces. Surfaces 
touched by bare fingers should be cleaned with alcohol or petroleum ether, and coated with oil 
before being stored, as contact with the skin promotes corrosion. 

 
Fig. 7 Heating blocks by holding: (a) With gloves, (b) With bare hands, (c) Stabilisation for 45 min 

 

 
Fig. 8 Heating of 25 mm long blocks: (a) J.T. experimenter with plasticised gloves, (b) M.M. with cotton gloves 

 
Fig. 8 presents the graphs of heating performed by two persons (a J.T. experimenter and an 

M.M. experimenter). In Fig. 8a the blocks were held with relatively cold hands and plasticised cot-
ton gloves were used, while, in Fig. 8b, held with relatively warm hands and cotton gloves which 
were not plasticised. We can see that warming up depends strongly on the temperature of the 
hand (Table 5) and time of holding (Table 6). In the case of the higher temperature of the hand, 
warming was significantly faster. The heat transfer rates are higher at the beginning, due to the 
larger temperature differences in the hand-block contact.  

Also, the cooling rate was initially higher, depending on the temperature difference between 
the block and the air. Within one hour, the temperature of the blocks returned to room tempera-
ture, regardless of the height of the temperature peak and the material, because the cooling rate 
depends more on the air convection than on the conductivity of the material. 

Table 5 Variation in the hand’s temperature during the experimentation (all in °C) 
 J.T. experimenter  M.M. experimenter 

Bare hand 20.8 21.5 22.5  29.8 32.5 32.7 
With gloves 20.5 21.1 21.8  27.4 30.5 31.0 

Table 6 The slope of heating at the first 30 sec (K/10 sec) 
 J.T. experimenter  M.M. experimenter 
 First 30 sec During 5 min  First 30 sec During 5 min 
Steel (bare hand) 0.23 0.08  0.55 0.40 
Ceramic (bare hand) 0.13 0.06  0.50 0.34 
Steel (gloves) 0.07 0.06  0.37 0.23 
Ceramic (gloves) 0.04 0.03  0.25 0.22 
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  Fig. 9 Deviation of stack length after wringing: (a) Steel stack (J2 + J1) by J.T. with plasticised gloves (at conventional 
  or extra oil application) and M.M. with cotton gloves, (b) Ceramic stack (K2 + K1) by J.T. with plasticised gloves 

Some measurements of the stack length were performed on the comparator within 30 seconds 
of cooling, starting immediately after wringing. The length deviations of the stack in comparison 
to the reference block are presented in Fig. 9. The time needed for wringing is given in the legend 
for each repetition. The major cause of the wide range of deviations was the difference in temper-
ature of the hands, time of wringing, while the residual deviations depend on oil application, wear 
of the gauge blocks and wringing skills. The ceramic blocks were more difficult to wring and easier 
to separate in comparison to the steel blocks, where traces of oil contributed to stronger adhesion. 
The major reason for the increased length was warming by hands. 

 
        (a) Ceramic stack wrung by J.T. (30 sec)                                           (b) Ceramic stack wrung by J.T. (18 sec) 

 
        (c) Steel stack wrung by M.M. (28 sec)                                (d) Steel stack by J.T. (18 sec) with anticorrosive grease 

Fig. 10 Temperatures and length deviation of the stacks  
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Table 7 The residual length deviations (all in µm) 
Residual length deviation After one hour After 16 hours 
Ceramic stack (Fig. 10a) 0.15 0.15  
Ceramic stack (Fig. 10b) 0.39  0.40  
Steel stack (Fig. 10c) 0.13  0.12  
Steel stack with grease (Fig. 10d) 0.32  0.31  

The precise observations on the comparator were repeated with the temperature of all blocks 
and the air monitored in well controlled conditions in the laboratory chamber (Fig. 6). Different 
cases are collected on Fig. 10. We can see that the temperature of the stack stabilised within one 
hour. Some fluctuation of the air temperature appeared, due to the experimenter’s presence, at 
the beginning (during wringing and installation of the stack onto the comparator), and periodi-
cally during performance of the measurement on the comparator, but this didn’t affect the resid-
ual deviation of the stack significantly (because both the stack and the reference block had the 
same temperature of the air at the end), as well it decreased very little the initial length deviation 
of the stack, maximally 5 % (because the reference block responded slowly, with the quotient be-
tween the temperature of refence and the air approximately 0.2).  

The residual deviations were checked the next day and remained almost the same (Table 7). 
The measured deviation is the sum of the residual deviation and the deviation due to the temper-
ature difference between the assembly and the reference block, which can be calculated by Eq. 1. 

Taking from Fig. 10 the time of wringing and the initial temperature change, the slope of heat-
ing is around 0.55 K/10 sec by the M.M. experimenter, 0.15 K/10 sec for the ceramic and 
0.25 K/10 sec for the steel by the J.T. experimenter, which is higher than when the blocks were 
just held (Table 6), i.e. without active work of the hands. It is known that friction between surfaces 
can heat the material significantly [13, 14], depending on load, friction coefficient and lubrication 
[15]. In cases of blocks’ wringing, these contributions are rather negligible. 

Fig. 11 presents repetitions of the sliding of blocks similarly to the previous wringing (Fig. 10), 
but in this observation the blocks were held with thick insulation material to prevent the heat 
transfer from the hands, and the sensors were attached to the side surfaces of the blocks just at 
the edge, to monitor the temperature close to the sliding surfaces. From the temperature rise for 
both blocks, corrected for other possible influences from Fig. 11d, the contribution of friction was 
around 0.03 K/10 sec. 

 
Fig. 11 Temperature rise at the estimated force (perpendicular to the surface) 10 N during 35 sec of sliding 
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4. Conclusion 
Gauge blocks used as a reference, either as single blocks wrung onto a plate or assembled together, 
have some deviation in length due to inter-surface contact thickness, which depends on many fac-
tors: the quality of the blocks (grade, geometric characteristics, roughness, and wear), surface 
preparation (cleaning and use of a lubricant), the method of assembly, time and wringing skills, 
hand temperature and insulating protection of gloves. 

To determine the quality of blocks, it is recommended to calibrate gauge blocks periodically. 
In the calibration certificate, the given length of a block already includes the thickness of the con-
tact of the lower measuring surface (when wrung onto an ideal base), and the geometric contri-
bution to the upper contact can be estimated from the given variance of the upper measuring sur-
face. Depending on the length of the gauge blocks and their grade, a tolerance of 0.1 µm variance 
is allowed up to 25 mm, 0.16 µm for grade 1 and 0.3 µm for grade 2. In our experiment, gauge 
blocks (grade 0) with such geometric characteristics were selected that the final geometric con-
tribution was negligible compared to the reliability of the measurement procedure on the com-
parator. 

The main contribution in this article are precise insitu measurements with length comparator 
and temperature sensors in well air controlled laboratory environment to determine the length 
uncertainty of stacks due to wringing process. The results that initial deviations due to heating by 
hands are not negligible in comparison to the geometrical deviations (that are determined by 
quality of blocks used for assembly). They vary with time, way of wringing and temperature of 
hands. The results in the article are given for the range of cold and extremely warm hands. The 
use of plasticised gloves is highly recommended to reduce the temperature contribution, as the 
heating rate was slowed by about half in both cases. 

The observations regarding the preparation of bloks’ surface showed that in the case of oil 
traces (after oil application the surface is wiped with petrolether) the adhesion increased, the 
contact is smaller and with better repeatability. Additional application of oil (wiped just with a 
dry cloth or paper towel) is useful for lower quality surfaces, this makes the blocks easier to wring, 
but the contribution of the contact is greater. In our experiments, the oil layer contributed 0.1 µm 
and the grease 0.2 µm. 

After wringing, the stacks shall be allowed to cool to operating temperature before using them, 
depending on the required reliability of the measurements, where they are use as a reference. Our 
experiments have shown that one hour is enough at well controlled air conditions. The residual 
deviations after one hour were the same as after one day of stabilization. The residual value can 
be estimated from the geometrical quality of used blocks (depending on wear and grade deter-
mined from calibration certificate) and slightly varying with application of a lubricant, as was 
proved in the case of grade 0. 
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A B S T R A C T A R T I C L E   I N F O 
Based on the current situation and problems of transportation "last mile" 
transportation distribution, this paper establishes a path optimization model 
based on user distribution methods from the perspective of market prefer-
ence for transportation distribution methods, designs an Adaptive Large 
Neighborhood Search (ALNS) algorithm, and builds a user portrait based on 
the solution algorithm and the construction method. Based on the solution 
algorithm and the user portrait construction method, the solution scenario is 
established, and the distribution route and transportation distribution meth-
od are planned based on five real location data. Through the analysis of the 
solution scenarios, it can be obtained that after the optimization of the model, 
the transportation distribution cost of enterprises can be reduced, and the 
satisfaction of the transportation distribution service quality can be im-
proved. The higher the complaint cost, the lower the total transportation and 
distribution cost, and the higher the satisfaction rate; the higher the time 
window penalty cost, the higher the total distribution cost, and the lower the 
satisfaction rate. Through several model comparisons, it is found that the 
optimized model has obvious advantages in transportation cost and good 
performance in transportation service satisfaction. To further strengthen the 
promotion and application of the distribution path optimization model, coun-
termeasures are proposed in three aspects: establishing a unified end trans-
portation information service platform, increasing the investment in end 
transportation path optimization, and strengthening the formulation of sup-
porting policies to realize the optimization of end distribution services. 
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1. Introduction
In recent years, with the gradual acceleration of China's economic development, people's living 
standards greatly improved, the demand for all kinds of commodities also gradually increased. 
With the popularity of the Internet, online shopping, live shopping and other business models 
have gradually emerged, which has brought new growth points to China's economy and put for-
ward new requirements for the development of China's transportation. With the issuance of the 
Outline for The Construction of a Transport Power, the development of transport has gradually 
changed from high-speed development to high-quality development, putting forward higher 
requirements for the distribution path at the end of the transport logistics supply chain [1]. The 
distribution path at the end of transportation is the "last mile" link of the development of logis-
tics supply chain in China. It is a direct link between the transportation operator and the har-
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vester, and also an important embodiment of the development level of transportation system in 
cities and regions. It has high requirements for transportation efficiency and service quality. For 
the development of the transportation industry, optimizing the distribution path of the city 
transportation terminal and getting through the "last mile" of logistics can further meet the 
needs of the people. It is an important starting point for the transportation industry to grasp the 
new development stage, implement the new development concept and construct the new devel-
opment pattern. For the development of transportation enterprises, scientific and accurate cal-
culation of the optimal distribution path at the end of city transportation can further do a good 
job in cost control, improve distribution efficiency, enhance the competitiveness of enterprises, 
and achieve development of enterprises. Pointed in this paper, the proposed path, not just the 
actual path and distance, but to the goods which are transported to the user in the city or re-
gional distribution site, which is transported from the distribution site to the user to specify lo-
cations after submitting orders by the users, and contained in the process of route optimization, 
cost control, customer satisfaction, etc., by optimizing the path, so as to further meet the needs of 
user diversity [2]. 

1.1 Problem definition 

In China's city end transportation distribution field, the user's high difficulty in matching the 
time window has been one of the difficulties of end transportation distribution. User demand is 
scattered, and the average daily transportation distribution volume of many communities is 
more than 150 pieces, and there are no less than 500 such communities in each city in China. As 
China's transportation and distribution platform is gradually bigger, the implementation of city 
transportation and distribution of goods and cargo types gradually increased, so the diversity of 
user demand for the end of the goods transportation methods further increased. At present, us-
ers for the end distribution mainly includes door-to-door transportation distribution and self-
pickup, due to different user needs, the enterprises also need to consider their own costs, so 
there are often poor communication and coordination between the transporters and users, af-
fecting the consumer experience and satisfaction. The main problems include the following as-
pects. 

Firstly, the distribution path selection and demand mismatch. Due to the diversity of users' 
demands for transportation distribution modes, sometimes the transportation distribution per-
sonnel cannot fully match users' demands when both parties communicate and coordinate, such 
as the need to wait, etc. Moreover, since the agreed time with the transportation distribution 
personnel cannot be precise to the minute, and even if users agree to face-to-face transportation 
distribution, they may be out of the office or in other situations, so they cannot complete the 
handover and inspection of goods at the first time when the goods arrive. Affecting the efficiency 
of transportation distribution, sometimes also due to poor communication and coordination 
between the two sides, resulting in complaints. In the promotion of the use of unmanned intelli-
gent cabinets, as some communities are lack of regular maintenance of some intelligent cabinets 
leads to a high rate of damage, so it may further lead to transportation distribution personnel 
and users need to increase the additional transportation distribution distance to complete the 
transportation distribution. 

Secondly, the transportation path selection randomness is strong. From the viewpoint of the 
implementation status of China's transport enterprises, the implementation path of the "last 
mile" of urban transportation and distribution is often determined by the subjective experience 
and awareness of the distribution personnel. In different scenarios, facing different cargo condi-
tions and external environment, the distribution personnel make judgments based on their own 
subjective experience and determine the final transportation distribution method on their own, 
even without communicating with users. In addition, influenced by the environment and income 
treatment, distribution personnel generally have lower education in China, so most of them are 
"empirical" when choosing the transportation distribution route, which leads to a large random-
ness of transportation distribution methods and affects the service experience of users is affected. 

Thirdly, the depth of the transportation enterprises' awareness of the distribution cost is in-
sufficient. The enterprises' cognition of cost mainly focuses on the cost accounting of labor and 
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vehicles, ignoring the attention to intangible costs. Since the selection of end distribution mode 
mainly relies on the experience judgment of distribution personnel, which leads to the distribu-
tion personnel always being under pressure in the process of distribution, and when there is a 
change of distribution time, it may have an impact on the overall distribution time of the distri-
bution personnel on that day. It is difficult for the relevant personnel to choose the best way to 
deliver through their own decision, and the resulting poor communication and coordination will 
lead to dissatisfaction and complaints from both sides, which will also affect the experience and 
satisfaction of the parties concerned with the transportation service. 

1.2 Literature review 

The end distribution methods include home transportation distribution and goods pickup. The 
first one is door-to-door distribution, which refers to the transportation distribution method of 
delivering goods to users on time and at the agreed time and place. Han et al. [3] proposed that 
door-to-door distribution is the transportation distribution of goods to users by short-distance 
vehicle transportation, and it is one of the most important methods of end transportation. Howe 
[4] was the first to propose crowdsourcing service, which is the use of "rush order" mode to 
provide transportation distribution services for users, and this approach has been widely used 
in end transportation distribution. Bühler et al. [5] argued that logistics providers aim at the 
lowest cost for end transportation distribution, and constructed four new linear mixed integer 
programming models to portray the service situation of door-to-door transportation distribu-
tion. Chen et al. [6] constructed the M/D/1 queuing system to portray the specific utility of door-
to-door transportation distribution to users, and argued that although door-to-door distribution 
can bring greater convenience, there are disadvantages such as high cost and low timeliness.  

The second one is goods self-pickup, which refers to the transportation distribution method 
in which goods no longer continue to be delivered door-to-door but are delivered to the user's 
surrounding logistics terminals and the user picks up the goods by himself, is also the most 
common way of end logistic supply chain. Guo [7] focused on the end transportation time mis-
match problem to alleviate the problem of time conflict between users and distribution person-
nel. Song et al. [8] used the collected end transportation information to study cargo self-pickup, 
which effectively solved the time mismatch of cargo distribution, and at the same time greatly 
improved the efficiency of cargo distribution. Zhou et al. [9], Li et al. [10], and Xu et al. [11] ana-
lyzed the impact of self-pickup courier services on users' usage, the spatial distribution pattern 
of cargo self-pickup terminals, and users' willingness to choose self-pickup parcels through ex-
ample verification. Guo [12] and others summarized cargo font points into different modes, such 
as: retail stores, subway stations, communities, and 24-hour public smart parcel stations for 
collection and transportation distribution; cargo self-pickup also includes Jing Dong pickup cab-
inets, Feng Chao Express provided by SF, CaiNiao post, and ShouHuobao. 

In terms of research methods, there are three main algorithms: exact algorithm, traditional 
metaheuristic algorithm, and ALNS algorithm. Lee et al. [13] analyzed the route optimization 
problem of multiple vehicles and optimized the exact algorithm based on the shortest path 
search algorithm using the minimum number of vehicles as the optimization goal. Ozbaygin and 
Savelsberg [14] proposed an iterative branch pricing method based on the solution based on the 
branch pricing method and used the algorithm to solve the optimization problem of distribution 
routes. Zhao et al. [15] assembled genetic algorithm and forbidden search algorithm to solve a 
joint optimization scheme for end distribution, taking urban distribution in the core area of Su 
Ning in Chongqing as an example. Zhou et al. [16] portrayed the scenario of multiple users pick-
ing up at the same intermediate pickup facility, with the objective of minimizing the total distri-
bution cost. Goeke et al. [17] conducted a comparative analysis of the cross-sectional and longi-
tudinal computing performance between the large neighborhood search algorithm and other 
algorithms through a comparative analysis, and concluded that the large neighborhood search 
algorithm has higher and better computing efficiency and computing performance. Rohmer et al. 
[18] aimed at cost optimization, and on the basis of fully considering the costs incurred by dis-
tribution improved the adaptive large-neighborhood search metaheuristic algorithm with the 
goal of cost optimization, and verified the effectiveness of the algorithm. Jin et al. [19] used heu-
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ristic approach to optimize the trucks transportation route to reduce travel cost. In the applica-
tion of other methods, Ocampo et al. [20] constructed an integrated multiple criteria decision-
making approach to locate the locations of last-mile delivery facilities. Wang et al. [21] discussed 
optimization model of joint distribution system including warehousing, transportation and logis-
tics business to optimize logistic solution. 

2. Model construction and validation 
Focusing on the problems faced by "last mile" path of transportation, the fundamental solution 
lies in understanding the needs of different users and providing exclusive transportation distri-
bution services for users on the basis of good enterprise cost control. Combining the current 
situation of research and the application of related methods, this paper intends to use the ALNS 
algorithm to establish a model design to optimize the end transportation path considering users' 
preferences for transportation distribution methods and users' tendency to complain, and to 
determine the appropriate strategy to reduce transportation distribution costs and improve 
users’ satisfaction. 

2.1 Model construction 

Consider the following transportation distribution situation. There is an end distribution termi-
nal which offers service for 𝑚𝑚 users. Every user 𝑖𝑖 has a request 𝑞𝑞𝑖𝑖 and the earliest time window 
and latest time window 𝐸𝐸𝑖𝑖 , 𝐿𝐿𝑖𝑖. each user has a preferred transportation distribution method 
which is represented by 𝑝𝑝𝑖𝑖 . 𝑝𝑝𝑖𝑖 = 1 represents user preferred door-to-door transportation distri-
bution, 𝑝𝑝𝑖𝑖 = 0 respresents user preferred self-pickup transportation distribution. If the vehicle 
does not deliver according to the user's preference, there may be two results, the user who is 
easy to complain will complain to the relevant departments, and thus the transportation distri-
bution company has to accept a certain penalty; while another part of the users are more talka-
tive and suffer this result silently, without taking any complaint behavior. Users can be divided 
into four categories, based on their preferences and complaint behavior, and each category is 
represented by 𝑛𝑛 (𝑛𝑛 = 1, 2, 3, 4), including preferring door-to-door transportation distribution 
and easier to complain (𝑛𝑛 = 1), preferring self-pickup transportation distribution and easier to 
complain (𝑛𝑛 = 2), preferring door-to-door transportation distribution with no complain(𝑛𝑛 = 3), 
preferring self-pickup transportation distribution with no complain (𝑛𝑛 = 4). The cost of com-
plaint for category 𝑛𝑛 users is 𝑝𝑝𝑛𝑛1 . Each user point can be accessed once and only once. The num-
ber of vehicles available at the distribution station is 𝑘𝑘. Each vehicle departs from the distribu-
tion station to serve the user point and returns to the station. The capacity of the vehicle is 𝑄𝑄𝑘𝑘. 
The running distance 𝑑𝑑𝑖𝑖𝑖𝑖  between user points 𝑖𝑖 and 𝑗𝑗, the running time is 𝑡𝑡𝑖𝑖𝑖𝑖 , and the running 
cost is 𝑐𝑐𝑖𝑖𝑖𝑖 . Vehicles can arrive earlier than the earliest time window of user 𝑖𝑖 or later than the 
latest time window, but incur a corresponding penalty cost, the size of which is related to the 
user type and is denoted by 𝑝𝑝𝑛𝑛2. The distribution starts immediately after the vehicle arrives at 
the user's point 𝑖𝑖. The service time is 𝑠𝑠𝑖𝑖  (the case of self-pickup applies to loading and unloading 
time, door-to-door applies to waiting + transportation distribution time) and leaves immediately 
after serving the point. The vehicles are homogeneous. The model symbols are shown in Table 1. 

Constraint Eq. 1 is an objective function with three components: transportation distribution 
cost, complaint cost, and time window penalty cost. Constraint Eq. 2 limits the number of vehi-
cles used. Constraint Eq. 3 expresses the relationship between and. Constraint Eq. 4 guarantees 
that each user can be served only once. Constraint Eq. 5 expresses the flow balance. Constraint 
Eq. 6 expresses that the total demand of user points delivered by a transportation distribution 
vehicle cannot exceed the capacity of that vehicle. Constraint Eq. 7 expresses the relationship 
between the starting service moments of two neighboring user points visited by the vehicle. 
Constraints Eq. 8 to Eq. 9 are the initial values of the vehicle when it stops at the distribution 
station. Constraints Eq. 10 to Eq. 12 are the decision variable definition fields. 
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Table 1 End distribution mode model symbol description 
Symbol Instruction 

   0 Distribution terminal 
   𝐶𝐶 User collection, 𝐶𝐶 = {1,2, . . . ,𝑚𝑚} 
   𝑉𝑉 Terminal collection, 𝑉𝑉 = 𝐶𝐶 ∪ {0} 
   𝐾𝐾 Cars collection, 𝐾𝐾 = {1,2, . . . , 𝑘𝑘} 
   𝑎𝑎𝑖𝑖𝑛𝑛 If the user point 𝑖𝑖 belongs to category 𝑛𝑛, if so, 𝑎𝑎𝑖𝑖𝑛𝑛 = 1; or 0 
   𝑝𝑝𝑛𝑛1 Cost of complaints for category 𝑛𝑛 users 
   𝑝𝑝𝑛𝑛2 Cost per unit penalty for violating the time window of 𝑛𝑛 class a user 
   𝑑𝑑𝑖𝑖𝑖𝑖 Distance between arcs (𝑖𝑖, 𝑗𝑗) 
   𝑡𝑡𝑖𝑖𝑖𝑖 Operating time between arcs (𝑖𝑖, 𝑗𝑗) 
   𝑐𝑐𝑖𝑖𝑖𝑖 Operating cost between arcs (𝑖𝑖, 𝑗𝑗) 
   𝑠𝑠𝑖𝑖 Service time of user 𝑖𝑖 
   𝑞𝑞𝑖𝑖 Demand quantity of user 𝑖𝑖 
   𝑒𝑒𝑖𝑖, 𝑙𝑙𝑖𝑖  Time window of user 𝑖𝑖 
   𝑄𝑄 Capacity of the vehicle 
   𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖  If the car 𝑘𝑘 go through arcs (𝑖𝑖, 𝑗𝑗), and it is 1; or 0 
   𝑦𝑦𝑖𝑖𝑖𝑖 If the car 𝑘𝑘 service user 𝑖𝑖, and it is 1；or 0 
   𝑧𝑧𝑖𝑖 If the distribution method is same with preference of user 𝑖𝑖, it is 0; or 1 
   𝑟𝑟𝑖𝑖𝑖𝑖 The starting time of service of the car 𝑘𝑘 to user point 𝑖𝑖 

 
𝑚𝑚𝑚𝑚𝑚𝑚 ���𝑐𝑐𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖

𝑘𝑘∈𝐾𝐾𝑗𝑗∈𝑉𝑉𝑖𝑖∈𝑉𝑉

+ � �𝑝𝑝𝑛𝑛1𝑎𝑎𝑖𝑖𝑛𝑛𝑧𝑧𝑖𝑖
𝑖𝑖∈𝐶𝐶𝑛𝑛∈{1,2}

+ � ��𝑝𝑝𝑛𝑛2𝑎𝑎𝑖𝑖𝑛𝑛(1 − 𝑧𝑧𝑖𝑖)𝑦𝑦𝑖𝑖𝑖𝑖[(𝐸𝐸𝑖𝑖 − 𝑟𝑟𝑖𝑖𝑖𝑖)+ + (𝑟𝑟𝑖𝑖𝑖𝑖 − 𝐿𝐿𝑖𝑖)+]
𝑖𝑖∈𝐶𝐶𝑘𝑘∈𝐾𝐾𝑛𝑛∈{1,2}

 (1) 

∑ ∑ 𝑥𝑥0𝑗𝑗𝑗𝑗𝑗𝑗∈𝐶𝐶 ≤ 𝐾𝐾𝑘𝑘∈𝐾𝐾                                                                          (2) 

∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝑉𝑉 = 𝑦𝑦𝑗𝑗𝑗𝑗∀𝑗𝑗 ∈ 𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾                                                                (3) 

∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗∈𝐶𝐶𝑘𝑘∈𝐾𝐾 = 1∀𝑖𝑖 ∈ 𝐶𝐶                                                                   (4) 

∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖∈𝑉𝑉 = ∑ 𝑥𝑥𝑗𝑗𝑗𝑗𝑗𝑗𝑖𝑖∈𝑉𝑉 ∀𝑗𝑗 ∈ 𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾                                                           (5) 

∑ 𝑦𝑦𝑖𝑖𝑖𝑖𝑞𝑞𝑖𝑖𝑖𝑖∈𝐶𝐶 ≤ 𝑄𝑄𝑘𝑘∀𝑘𝑘 ∈ 𝐾𝐾                                                                    (6) 

𝑟𝑟𝑖𝑖𝑖𝑖 + 𝑠𝑠𝑖𝑖 + 𝑡𝑡𝑖𝑖𝑖𝑖 − 𝑟𝑟𝑗𝑗𝑗𝑗 ≤ 𝑀𝑀(1 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖)      ∀𝑖𝑖 ∈ 𝑉𝑉, 𝑗𝑗 ∈ 𝑉𝑉,𝑘𝑘 ∈ 𝐾𝐾                                       (7) 

𝑟𝑟0𝑘𝑘 = 0                                                                                 (8) 

𝑠𝑠0 = 0                                                                                  (9) 

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 = {0,1}∀𝑖𝑖 ∈ 𝑉𝑉, 𝑗𝑗 ∈ 𝑉𝑉,𝑘𝑘 ∈ 𝐾𝐾                                                        (10) 

𝑦𝑦𝑖𝑖𝑖𝑖 = {0,1}    ∀𝑖𝑖 ∈ 𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾                                                          (11) 

𝑧𝑧𝑖𝑖 ∈ {0,1}        ∀𝑖𝑖 ∈ 𝐶𝐶                                                                 (12) 

To verify the effectiveness of the model proposed in this paper for large-scale cases, we also 
use this algorithm to solve the Vehicle Routing Problems with Time Windows (VRPTW) prob-
lem. Based on numerical examples from Solomon and Desrosiers [22] (100 consumers) and 
Homberger and Gehring [23] (200 and 400 consumers), the applicability of the proposed algo-
rithm is obtained. Tables 2, 3 and 4 show the 100, 200 and 400 consumer scenarios, respective-
ly. According to the results, the algorithm proposed in this paper has strong adaptability and can 
solve other similar problems well. 

In addition, we also verified the efficiency of the proposed algorithm compared with the ge-
netic algorithm based on the calculation example in this paper, the algorithm effect is shown in 
Table 5. Compared with the Genetic Algorithm, the proposed algorithm is more efficient, so it 
can better find the optimal solution, and when the data is larger, the efficiency of the proposed 
algorithm is higher. 
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Table 2 Solomon 100 consumers numerical example 
Numerical example HGA (best 6 result) LNS (best 6 result) 

1 828.38 828.38 
2 589.86 589.86 
3 1210.69 1209.2 
4 951.51 956 
5 1384.17 1384.17 
6 1119.24 1123.17 

Total 57196 57259 
 

Table 3 200 consumers numerical example 
Numerical example HGA (best 6 result) LNS (best 6 result) 

1 2718.41 2720.12 
2 1831.59 1831.65 
3 3613.16 3605.09 
4 2929.41 2921.85 
5 3180.48 3204.41 
6 2536.2 2547.84 

Total 168092 168809 
 

Table 4 400 consumers numerical example 
Numerical example HGA (best 6 result) LNS (best 6 result) 

1 7170.47 7188.35 
2 3952.95 3877.18 
3 8402.57 8538.45 
4 6152.92 6238.56 
5 7907.14 8145.91 
6 5215.21 5233 

Total 388013 392214 
 

Table 5 Comparison of algorithm efficiency 
Numerical example Genetic algorithm LNS Comparison 

100 256.22 254.38 0.7 % 
200 292.49 287.66 1.6 % 
436 313.57 303.23 3.2 % 

 

2.2 Example adoption and algorithm analysis 

Combining the model calculation results, the model of user transportation distribution method 
preference is further validated and analyzed by using examples. 

Example adoption 

As shown in Fig. 1, this paper uses five neighborhoods in Haidian District of Beijing as the basis 
for calculation example analysis, including Gangyan neighborhood, Jiaodajiayuan neighborhood, 
Mingguangcun neighborhood, Tianzhaojiayuan neighborhood, and Changhewan neighborhood 
as the community transportation distribution area, and the number of transportation distribu-
tion users in each neighborhood is 89, 87, 99, 85, and 75. In order to simplify the analysis and 
better display the results, the transportation distribution points of users in each district are sim-
plified to 5. According to the actual research of the relevant company, the distribution center is 
selected at the bottom of Yixi Business Hotel, No. 33, Xueyuannan Road, Haidian District. To get 
the data of the users in the district, this paper designed questionnaires around basic information, 
preference of transportation distribution methods and complaint behavior, and the question-
naires were mainly obtained by posting the questionnaire links in the property groups, and 436 
valid data were finally collected. Other model calculation parameters are set as follows: 𝑘𝑘 = 8,
𝑄𝑄𝑘𝑘 = 350, 𝐸𝐸𝑖𝑖  and 𝐿𝐿𝑖𝑖 are obtained from the questionnaires filled out by users, 𝑑𝑑𝑖𝑖𝑖𝑖  is calculated 
from latitude and longitude, 𝑐𝑐𝑖𝑖𝑖𝑖 = 10, 𝑠𝑠𝑖𝑖  and 𝑞𝑞𝑖𝑖 are randomly generated, 𝑝𝑝𝑛𝑛1 = 1, 𝑝𝑝𝑛𝑛2 = 8. 
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Fig. 1 Community distribution district selection figure 

 
Algorithm analysis 

Initial setting 
Since the objective function is profit maximization, we need to deal with the objective function 
first. Since 𝑚𝑚𝑚𝑚𝑚𝑚 𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑚𝑚𝑚𝑚𝑚𝑚 (−𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛), we let the cost of any feasible solution 𝑂𝑂(𝑆𝑆) = −𝑓𝑓𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 . So 
the initial solution 𝑆𝑆0 corresponds to the expression of the temperature function as: 

𝑇𝑇 = 𝑂𝑂(𝑆𝑆0) × 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖                                                                     (13) 

Neighborhood structure 
Since the distribution method of users who have checked the value-added service will no longer 
change, we add new removal and insertion policies to improve the feasibility of the path based 
on the original removal and insertion policies. For the convenience of description, we refer to 
the users who have checked the value-added service as value users. The basic idea of these two 
strategies is that the higher the proportion of value users included in a path, the lower the num-
ber of solutions generated by adjusting the user distribution method for that path, and the less 
favorable it is to generate feasible solutions in the early stage of the algorithm. Therefore, our 
two strategies operate mainly on such paths to ensure the convergence speed of the algorithm. 
Path removal strategy 
Step1: Count the proportion of each path containing value users in a certain solution 𝑆𝑆, and then 
sort them in descending order. 
Step2: Remove the paths until the number of removed is 𝑛𝑛𝑟𝑟. 
Distribution method factor insertion strategy 
The distribution mode factor insertion strategy is to determine whether the user point is al-
lowed to be inserted based on the distribution mode. 

Step1: Calculate the distribution mode correlation between the arc and the user point to be in-
serted. 

Since it is assumed that arc (𝑖𝑖, 𝑗𝑗) is an arc on path 𝑝𝑝, 𝑘𝑘 is the target insertion point, and 𝐸𝐸𝑖𝑖 ≤
𝐸𝐸𝑘𝑘 ≤ 𝐸𝐸𝑗𝑗 . Arc (𝑖𝑖, 𝑗𝑗) is associated with the distribution method of the user point𝑘𝑘, the calculation 
method is as follows: 

𝜎𝜎𝑖𝑖𝑖𝑖 = �
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑖𝑖 − 𝐸𝐸𝑘𝑘 , 0} 𝐸𝐸𝑖𝑖 ≤ 𝐸𝐸𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚{𝐿𝐿𝑖𝑖 , 𝐿𝐿𝑘𝑘}− 𝐸𝐸𝑖𝑖 𝐸𝐸𝑘𝑘 < 𝐸𝐸𝑖𝑖 ≤ 𝐿𝐿𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑘𝑘 − 𝐸𝐸𝑖𝑖 , 0} 𝐸𝐸𝑖𝑖 > 𝐿𝐿𝑘𝑘

                                                   (14) 
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𝜎𝜎𝑘𝑘𝑘𝑘 = �
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑘𝑘 − 𝐸𝐸𝑗𝑗 , 0} 𝐸𝐸𝑘𝑘 ≤ 𝐸𝐸𝑗𝑗

𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑘𝑘, 𝐿𝐿𝑗𝑗} − 𝐸𝐸𝑘𝑘 𝐸𝐸𝑗𝑗 < 𝐸𝐸𝑘𝑘 ≤ 𝐿𝐿𝑗𝑗
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑗𝑗 − 𝐸𝐸𝑘𝑘 , 0} 𝐸𝐸𝑘𝑘 > 𝐿𝐿𝑗𝑗

                                                   (15) 

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝜎𝜎𝑖𝑖𝑖𝑖 + 𝜎𝜎𝑘𝑘𝑘𝑘                                                                          (16) 
Step2: According to the distribution mode association degree, user point 𝑘𝑘 is inserted into the 
arc (𝑖𝑖, 𝑗𝑗) with the largest association degree. 

By analyzing the distribution mode correlation here, due to the existence of value users in the 
later stage of the algorithm, the basic constraints such as vehicle capacity can be easily satisfied, 
but it is more difficult to satisfy the distribution mode constraint, and the penalty cost incurred 
is larger, which needs to be handled specifically for the distribution method. The increased cost 
of considering the insertion of arc (𝑖𝑖, 𝑗𝑗) into user point 𝑘𝑘 does not need much consideration. 
Therefore, we need to recalculate the correlation degree. 

3. Case studies: Results and discussion 
Combining the model results and the arithmetic results, the optimal path is further analyzed, 
including the selection of routes and transportation distribution methods, etc., and its sensitivity 
is further analyzed. 

3.1 Optimal path and transportation distribution method 

Optimal route 
Because of the large number of points in the example, each path is shown separately in this pa-
per to clearly demonstrate the path of the vehicle driving, and the specific vehicle route scheme 
is shown in Table 6. As can be seen from the Table 6, due to the time window constraints, the 
transportation distribution paths are not based on the distance to choose aggregated transporta-
tion distribution. Most of the vehicles will deliver to 4 or 5 neighborhoods. But in reality, the 
transportation distribution companies often distribute the cargo to a neighborhood by a special 
transporter, but after taking into account the cost of time window, user preferences for trans-
portation distribution services and the cost of complaints, the distribution of vehicles will show 
a more decentralized form. 

Table 6 Optimal route display  
No. Path 
1 [0,50,115,259,293,309,424,427,436,21,30,142,152,246,264,287,315,347,349,402,8,9,44,71,87,102,110,114,120,

136,141,166,169,178,207,209,247,255,279,283,308,321,325,350,385,421,93,155,223,379,387,98,122,180,183,
314,274,0] 

2 [0,337,390,403,82,83,224,228,268,304,2,15,124,129,131,149,162,168,206,213,225,226,230,328,215,280,281,2
43,417,46,150,194,273,307,327,352,368,391,404,20,37,184,195,201,222,244,305,330,432,109,116,143,164,27
7,284,326,419,153,361,19,63,130,170,0] 

3 [0,270,285,289,316,324,331,338,346,397,400,426,428,429,431,27,42,57,74,75,112,172,396,58,154,182,62,92,1
99,359,411,23,101,145,176,250,251,290,317,334,358,383,103,237,261,265,345,348,353,167,375,137,146,212,
332,344,418,11,18,81,156,187,231,256,303,398,125,235,16,29,86,105,119,135,138,147,245,249,340,73,0] 

4 [0,173,272,298,393,10,77,84,186,288,370,197,39,48,61,89,96,128,157,258,271,323,372,1,41,51,132,214,282,39
9,433,4,181,216,266,292,364,435,3,36,165,335,177,218,275,286,320,384,388,76,106,161,210,310,378,185,196,
200,236,241,252,254,291,311,322,336,339,357,416,99,0] 

5 [0,14,204,229,232,28,72,160,260,371,140,238,253,354,413,423,425,5,7,17,22,24,26,31,47,60,64,90,111,123,17
9,188,198,203,217,221,234,239,257,269,278,297,301,333,366,367,94,97,107,267,318,356,362,373,374,394,40
9,25,45,49,70,329,377,0] 

6 [0,32,38,43,52,56,65,69,78,88,95,104,133,139,190,211,220,242,342,351,360,363,380,386,392,401,406,414,434,
53,233,422,34,55,66,68,80,91,117,118,174,208,227,248,276,295,355,365,382,405,67,296,300,306,319,13,144,1
48,158,313,381,408,59,151,171,412,299,369,0] 

7 [0,12,33,35,54,191,193,240,263,40,126,134,189,192,202,205,341,343,395,415,430,302,407,312,100,219,0] 
8 [0,79,85,121,127,159,163,175,262,389,6,108,113,294,376,410,420,0] 
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This section first checks the distribution of users in the different routes and the characteris-
tics of user types. 

• Distribution of users in Route 1 and characteristics of user types. 

Fig. 2 shows the distribution of users as well as the path. Each point represents the number of 
users delivered at that point. The users in Route 1 are mainly distributed in Mingguangcun 
and Tianzhaojiayuan neighborhoods, and a small number of Jiaodajiayuan users. The distance 
between Mingguangcunand Tianzhaojiayuan neighborhoods is relatively close to each other, 
so they will deliver together to gain the advantage of distance. In Route 1, the transportation 
distribution method for Mingguangcun users is mostly door-to-door method, while the trans-
portation distribution method for Tianzhaojiayuan and Jiaodajiayuan users is mostly self-
pickup. To satisfy more users within a certain time, the transportation company can inter-
sperse a certain number of self-pickup users among the door-to-door users, so as not to 
waste waiting time but also to satisfy the needs of self-pickup users. 

According to the time window data in Route 1, in order to reduce the waiting time, the dis-
tribution company should first transport to users with similar time window together. The 
time window of users who deliver to Mingguangcun neighborhood in Route 1 are mostly con-
centrated in the afternoon, and some of them are self-pickup users. Since the time window of 
self-pickup users are very flexible, they can be satisfied together. 
 

 
Fig. 2 The user distribution and the route of Route 1 

• Distribution of users in Route 2 and characteristics of user types. 

Fig. 3 shows the distribution of users in Route 2 and the relevant situation. The distribution of 
users in Route 2 is similar to Route 1, distributed in Mingguangcun and Tianzhaojiayuan 
neighborhoods, with the difference that there are also users in Changhewan neighborhood in 
Route 2. However, the number of users in Changhewan neighborhood is very small, and they 
are basically self-pickup users, which means that the self-pickup users in Changhewan neigh-
borhood are dispatched by the way because there is still spare capacity in the second vehicle. 
In route 2, the transportation distribution method of users in Mingguangcun and Tian-
zhaojiayuan neighborhoods is mostly door-to-door transportation distribution method, while 
the transportation distribution method of users in Jiaodajiayuan and Changhewan is mostly 
self-pickup. 
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Fig. 3 The user distribution and the route of Route 2 

• The distribution of users in Route 3 and the characteristics of user types. 
Fig. 4 shows the transportation and distribution of users in Route 3 and the paths. The distri-
bution of users in Route 3 is relatively wide, within all five neighborhoods. However, the 
number of users in Changhewan and Gangyan neighborhoods are small, and they are basical-
ly users of self-pickup method. In Route 3, the transportation distribution methods of users in 
Mingguangcun, Tianzhaojiayuan, and Jiaodajiayuan neighborhoods are mostly door-to-door 
method, but the time window of users in Mingguangcun and Tianzhaojiayuan neighborhoods 
are concentrated in the morning, while the time window of users in Jiaodajiayuan are concen-
trated in the afternoon. The transportation distribution method for users in Changhewan and 
Gangyan neighborhoods are mostly self-pickup. 

 

 
Fig. 4 The user distribution and the route of Route 3 

• The distribution of users in Route 4 and the characteristics of user types. 
As shown in Fig. 5, in Route 4, the transportation distribution paths are spread across every 
neighborhood, but users are more concentrated in Tianzhaojiayuan, Jiaodajiayuan, and 
Changhewan neighborhoods. In route 4, the transportation distribution method of users is 
door-to-door transportation distribution method. However, the users are more concentrated 
in Tianzhaojiayuan, Jiaodajiayuan, and Changhewan neighborhoods. The time window of the 
users in Mingguangcun and Tianzhaojiayuan neighborhoods are concentrated in the morning, 
while the users in Jiaodajiayuan and Changhewan neighborhoods are concentrated in the af-
ternoon. 
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Fig. 5 The user distribution and the route of Route 4 

• Distribution of users and the characteristics of user types in Route 5 

As shown in Fig. 6, in Route 5, the users are distributed in Tianzhaojiayuan, Jiaodajiayuan, 
Changhewan, and Gangyan neighborhoods. Among them, the number of users in Changhewan 
and Gangyan neighborhoods are the largest. In Route 5, the most users' transportation distri-
bution method is door-to-door method. However, there are some self-pickup method users in 
Changhewan neighborhood. The time window of users in Tianzhaojiayuan and Jiaodajiayuan 
neighborhoods are concentrated in the morning, while the users in Jiaodajiayuan and Chang-
hewan neighborhoods are concentrated in the afternoon. 

 
Fig. 6 The user distribution and the route of Route 5 

• Distribution of users and the characteristics of user types in Route 6 

As shown in Fig. 7, in Route 6, the transportation distribution users are distributed in Jiaoda-
jiayuan, Changhewan, and Gangyan neighborhoods, among which the number of users in 
Gangyan neighborhood is the largest. In Route 6, the transportation distribution method of 
users in Jiaodajiayuan and Changhewan neighborhoods are door-to-door distribution method. 
However, there are more self-pickup method users in Gangyan neighborhood. The time win-
dow of users in Jiaodajiayuan and Changhewan neighborhoods are concentrated in the morn-
ing, while the users in Gangyan neighborhood are concentrated in the afternoon. 
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Fig. 7 The user distribution and the route of Route 6 

• Distribution of users and the characteristics of user types in Route 7 and 8. 

As shown in Fig. 8, in both Route 7 and Route 8, the delivered users are distributed in Gang-
yan neighborhood. In both Route 7 and Route 8, the transportation distribution method of 
users is door-to-door transportation distribution method. Among them, the time window of 
users of Route 7 are all concentrated in the morning, while the time window of users of Route 
8 are all concentrated in the afternoon. Therefore, although the Route 7 and 8 have spare ca-
pacity, they are not delivered together because the time window of the two paths are so dif-
ferent that it would take a long waiting time if they are delivered together, and it is better to 
deliver separately. 
 

         
Fig. 8 The user distribution and the route of Route 7 and Route 8 

 
By analyzing the characteristics of the users of each route, it can be found that the users in the 
same route show the following pattern: 

Type 1: Each path has major distribution cells; 
Type 2: Users in the same neighborhood have relatively close time window; 
Type 3: Self-pickup users are interspersed with door-to-door method users, which can realize 
interpolated transportation distribution in the gaps of discontinuous time window of two users. 
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Transportation distribution method 
According to the calculation results, the final decision of the transportation distribution method 
with different user preferences is: 

Route 1: 337  390 
Route 2: 225  321  250  192 
Route 3: 150  58  435  275  47 
Route 4: 428  359  157  251  317  395  298  182  28  253  55  300 
Route 5: 181  320  235  12  59  85  193  217 
Route 6: 267  360  407 
Route 7: 117  365  306  219 

This section examines the points where transportation distribution methods do not match user 
preferences, and finds that these user points are characterized by: a lower percentage of Type 1 
users changing transportation distribution methods than Type 3 users; fewer users with a large 
earliest time window changing transportation distribution methods than those with a small ear-
liest time window; a greater tendency for deliverers to concentrate on those users with the same 
transportation distribution methods; and priority for Type 1 and Type 3 users with smaller ear-
liest time window transportation distribution. This is mainly determined by the complaint cost 
and time window violation cost, which are analyzed as follows: 

• The complaint cost of Type 1 users is higher. Under the condition of the same time window 
violation cost, compared with Type 3 users, changing the transportation distribution method 
of Type 1 users will increase the higher complaint cost, while the reduced time window pen-
alty cost is insignificant, therefore, the deliverers will tend to change the transportation dis-
tribution method of Type 3 users. 

• Users with larger earliest time window are generally placed at the end of the path for trans-
portation distribution, and the arrival time of the deliverer is more likely to be smaller than 
these users. If the transportation distribution method is changed, not only the complaint cost 
will increase, but also the arrival time of subsequent user points is advanced, and the time 
window penalty cost increases accordingly. Therefore, the transportation distribution person 
prefers not to change the transportation distribution method for this type of users. 

• For users whose transportation distribution method is door-to-door method, the transporta-
tion distribution method of the dispatcher can choose door-to-door or self-pickup method, 
which has higher flexibility. The dispatcher can freely adjust the transportation distribution 
method according to the actual situation to achieve the purpose of reducing the time window 
penalty cost and thus reducing the total cost. 

• If a transportation distribution path has both users who prefer door-to-door and self-pickup 
methods, the transportation distribution time window of self-pickup users is more relaxed 
and will not violate the time window of such users. Therefore, the transportation distribution 
agent will give priority to the door-to-door method users. 

Users satisfaction 
This section first conducts a comparative study of user satisfaction rates. To show the value of 
optimizing the user's transportation distribution method, the total cost 𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎 when the satisfac-
tion rate is 100 % (i.e., the transportation distribution is made exactly according to the user's 
preference for self-pickup and door-to-door transportation distribution) is first calculated. Then, 
the optimal solution 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 in the example problem of this paper and the number of user points 
𝑛𝑛𝑜𝑜𝑜𝑜𝑡𝑡 = 38, which change the transportation distribution method can be obtained. In reality, the 
transporters also do not adopt the self-pickup method exactly for the users. Some users' packag-
es are directly delivered to the pickup point, while some users' parcels are delivered to their 
homes. There is a certain degree of randomness in whether users are delivered by self-pickup or 
door-to-door transportation distribution, without considering the users' own preferences and 
complaint behavior. Therefore, 38 users are randomly selected to deliver according to the trans-
portation distribution method opposite to their preferences and get the total cost 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜′ . To ana-
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lyse the effect of changing the number of users' transportation distribution method preferences 
by considering the cost, 142 users are also randomly selected to deliver according to the trans-
portation distribution method opposite to their preferences and get the total cost 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟. The cost 
corresponding to each satisfaction and the parameters are shown in Table 7. As can be seen in 
Table 7, the higher the satisfaction rate, the greater the transportation distribution cost, mean-
ing that the transportation vehicle needs to drive longer distances to meet the user's transporta-
tion distribution method preference. When the satisfaction rate is 100 %, no complaint cost is 
incurred, but the time window penalty cost is high because one vehicle often has to transport to 
many users, so it is inevitable that users' time conflicts will occur, but at this time, the transpor-
tation distribution mode preference of door-to-door method users cannot be violated, thus the 
time window of many users will be violated, so the time window penalty cost of users is high. 

The total cost 𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎 = 329.09, the optimal solution 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 = 303.23 is obtained after optimizing 
the distribution method, which saves 25.86. The number of distribution methods changed after 
optimization, 𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜 = 38 , which has the optimal satisfaction rate which is 91.28 %. Keeping the 
satisfaction rate constant and randomly violating the user's transportation distribution method 
preference, the time window violation cost will increase at this time, and the complaint cost will 
also increase, and the path cost will instead have a small decrease, and the total cost will in-
crease by 17.36. With a satisfaction rate of 67.43 %, the complaint cost is much higher than the 
complaint cost of the optimal solution, and the time window penalty cost is not much different. 

From the overall trend, as the satisfaction rate decreases, the complaint cost increases and 
the time window penalty cost decreases. However, when the satisfaction rates are the same, the 
complaint costs will differ, which is mainly determined by the percentage of the first category of 
users among the user points that change the transportation distribution method. When the satis-
faction rates are the same, the complaint cost will be higher for the paths with a high percentage 
of first category users, so the complaint cost in the optimal solution will be higher than the com-
plaint cost in 𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜′ . On the other hand, the position of user points in the path that change the 
transportation distribution method affects the time window penalty cost. When increasing the 
number of user points that change the transportation distribution method in a small range, the 
change of the time window penalty cost is unpredictable. When the number of user points to be 
added to change the transportation distribution method is in a larger range, the time window 
penalty cost decreases, and the decrease changes according to the location of the user points. 
 

Table 7 Impact of user satisfaction rate on cost 
Satisfaction 100 % 91.28 % 91.28 %; 𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜 = 38 67.43 %; 𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 142 
Distribution Costs 219.55 184.75 181.37 166.94 
Complaint Costs 0 82 94 386 
Time window penal-
ty cost 109.54 36.48 45.22 46.43 

Total Cost 329.09 303.23 320.59 599.37 
 

3.2 Sensitivity analysis 

This section analyses the time window penalty cost. Holding the complaint cost constant, and 
change the unit time window penalty cost 𝛼𝛼 gradually from 1 to 6 to observe the changes in total 
cost, complaint cost, transportation cost and time window penalty cost. As seen in Figs. 9 and 10, 
the total cost rises rapidly and remains constant when 𝛼𝛼 = 5, when the penalty factor increases. 
The complaint cost shows the same trend as the total cost, indicating that the increase in the 
total cost is mainly caused by the increase in the complaint cost, and the change of α  has little 
effect on the transportation cost and the time window penalty cost. 

As seen in Fig. 9, this is mainly because as the time window penalty cost 𝛼𝛼 increases, the 
transportation distribution personnel choose to put the goods into the self-pickup counter, and 
the complaint cost increases but reduces the amount of time window violation (time window 
penalty cost = 𝛼𝛼* time window violation). At this point, the total cost still increases, but slows 
down the growth of the total cost. As 𝛼𝛼 continues to increase, the time window violation volume 
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gradually decreases to 0, and the time window penalty cost will also be 0. No matter how it in-
creases, it has no effect on the time window penalty cost. If we continue to change the transpor-
tation distribution method of the first and third category of users, i.e., the goods are put into the 
self-pickup cabinet, it can only increase the complaint cost and make the total cost not optimal. 

Fig. 10 gives the effect of the complaint cost coefficient on the total cost. It can be seen that 
the larger the complaint cost coefficient is, the lower the total complaint cost is instead, indicat-
ing that due to the larger complaint cost, the transport companies choose the way of preference 
for users to reduce the transportation distribution cost. The higher the complaint cost, instead, 
the higher the time window penalty cost, because changing the transportation distribution 
method will require a higher time window, thus increasing the time window penalty cost. In 
terms of total cost, the complaint cost coefficient can reduce the total cost of the company in 
general, but it causes a transient increase in total cost because in the first period, it may lead to 
an increase in time window penalty cost, and the increased penalty cost will be higher than the 
reduced complaint cost. 

The essence of this model lies in the trade-off between the cost of complaints and the cost of 
time window violation. For users, the unit time window violation cost is the same, but the com-
plaint cost is different, and the heterogeneous and homogeneous costs of users can be trans-
formed by vehicle route planning with the decision of user's transportation distribution method. 
In the transformation, the cost saving can then be achieved by the route change to form a favor-
able distribution method for users with high complaint cost. 

 
Fig. 9 The effect of penalty cost per unit time window on total cost 

 
Fig. 10 The influence of complaint cost coefficient on total cost 
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4. Conclusion remarks and suggestions for policy and measures 
In this paper, a path optimization model considering user's transportation distribution mode 
preference is established to optimize the driving path of end transportation vehicles as well as 
the transportation distribution methods, and the algorithm of ALNS is designed. Firstly, the ini-
tial solution is obtained by greedy algorithm and set as the optimal solution and the current so-
lution, then the current solution is destroyed and repaired to obtain the neighborhood solution 
𝑆𝑆𝑡𝑡. Based on the improved algorithm, the solution scenario is established, and the distribution 
paths and methods are planned based on the data of five neighborhoods, and the path optimiza-
tion direction of the distribution methods is clarified. The analysis of the algorithm solution 
shows that the optimization of the model further satisfies the diversified needs of users for 
transportation distribution methods, and the satisfaction of the transportation distribution ser-
vice can be improved while the cost of the terminal transportation distribution enterprises is 
reduced. The higher the complaint cost is, the total distribution cost first decreases slightly then 
increases and finally decreases again; the higher the time window penalty cost is, the higher the 
total distribution cost is. The calculation methods and results can provide some reference for the 
optimization of transportation end transportation routes based on users' preferences for trans-
portation distribution methods.  

In order to ensure the smooth implementation of relevant optimization methods and improve 
the quality of urban transportation and distribution services, it is necessary to provide policy 
guarantee and measure guarantee for urban transportation and distribution path optimization 
from multiple angles and aspects, and strengthen the promotion and application of relevant 
supporting policies, measures and methods from different levels and angles to achieve high-
quality development of urban transportation and distribution market. First, establish a unified 
terminal transportation information service platform, strengthen the integration of data related 
to enterprise information, user information and industry information, establish a large database 
and realize the integration of data resources. Combined with the information on the service scale 
of distribution enterprises, user demand, and user service feedback, the industry management 
department further strengthens the research and judgment on the development of the transpor-
tation distribution market, forms industry development reports, and evaluates, analyzes and 
researches the market; enterprises collect information related to the distribution mode prefer-
ence of users in the end distribution link through the platform, and constantly makes dynamic 
corrections to the end distribution habit preference characteristics of this user. Thus, the trans-
portation and distribution paths can be further optimized dynamically. Second, increase the in-
vestment in the optimization of the end distribution path. Taking policy as a guide, from the 
height of the industry, guide all places to increase the policy and regulation guarantee for urban 
transportation and distribution path optimization, so as to realize the scientific and rationaliza-
tion of end distribution path layout design. To industrial layout optimization, tax relief and other 
preferential means to guide the relevant enterprises to use scientific and efficient methods to 
optimize and adjust the path, and open up the transportation distribution "last mile". Enterpris-
es to further increase the investment in path optimization program research, strengthen the 
science of transport and distribution route selection, control their own costs at the same time, to 
further meet the diversity of user needs. Third, strengthen the development of supporting poli-
cies. At present, urban transportation and distribution "last mile" vehicles are mainly tricycles, 
motorcycles, often crowding the motorway, sidewalk phenomenon, therefore, it is recommend-
ed that through policy guidance, in areas where conditions are ripe to pilot the opening of urban 
transportation and distribution of special channels, and motorway, non-motorized lanes, side-
walks to distinguish. Further ensure road traffic safety, while improving the efficiency of trans-
portation distribution, and promote the opening of special parking spaces for distribution vehi-
cles to solve the key problem of difficult parking for logistics and distribution vehicles. Establish 
a negative list in the field of urban transportation and distribution, promote the application of 
"double random a public" regulatory means, focus on the end of urban transportation and dis-
tribution of regulatory priorities, difficulties and weak links, the development of specific regula-
tory rules to reduce unnecessary costs for enterprises and promote a virtuous cycle of the mar-
ket. 
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Modelling surface roughness in finish turning as a function 
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A B S T R A C T A R T I C L E   I N F O 
In this study, the modelling of arithmetical mean roughness after turning of C45 
steel was performed. Four parameters of cutting tool geometry were varied, 
i.e.: corner radius r, approach angle κ, rake angle γ and inclination angle λ. After 
turning, the arithmetical mean roughness Ra was measured. The obtained val-
ues of Ra ranged from 0.13 μm to 4.39 μm. The results of the experiments 
showed that surface roughness improves with increasing corner radius, in-
creasing approach angle, increasing rake angle, and decreasing inclination an-
gle. Based on the experimental results, models were developed to predict the 
distribution of the arithmetical mean roughness using the response surface 
method (RSM), Gaussian process regression with two kernel functions, the se-
quential exponential function (GPR-SE) and Mattern (GPR-Mat), and decision 
tree regression (DTR). The maximum percentage errors of the developed mod-
els were 3.898 %, 1.192 %, 1.364 %, and 0.960 % for DTR, GPR-SE, GPR-Mat, 
and RSM, respectively. In the worst case, the maximum absolute errors were 
0.106 μm, 0.017 μm, 0.019 μm, and 0.011 μm for DTR, GPR-SE, GPR-Mat, and 
RSM, respectively. The results and the obtained errors show that the developed 
models can be successfully used for surface roughness prediction. 
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1. Introduction
Turning plays an important role in machining. It can be achieved in several ways. The steps that 
need to be taken must be carefully defined to achieve the desired quality, lower cost and shorter 
production time. Roughness is an important quality indicator of the machining surface, as it affects 
the performance of the product, but also the production costs [1]. Numerous factors affect the 
quality of the machining surface: machining conditions (machine tool rigidity, vibrations, use of 
cutting fluid, type of cutting fluid, etc.), machining parameters (cutting speed, feed rate and depth 
of cut), material properties of the workpiece (chemical composition, mechanical properties, phys-
ical properties, thermal properties, etc.), and cutting tool parameters (geometry, material, coating, 
etc.) [2-4]. Cutting tool geometry has a great influence on dimensional accuracy, shape accuracy, 
tool wear, residual stress, chip shape, cutting force, heat distribution, hardness variation, vibra-
tion, and surface roughness. 
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Various methods have been proposed in the literature that have investigated the effects of tool 
geometry on surface roughness during turning. For example, Zerti et al. [5] studied the effects of 
corner radius, approach angle, and machining parameters on surface topography. Davoudinejad 
and Noordin [6] presented the effect of chamfer and honed edge geometry on surface finish. Zhao 
et al. [7] presented the effect of edge radius on surface roughness. Duc et al. [8] investigated the 
effect of cutting edge angle, rake angle, and inclination angle on surface roughness. Neseli et al. [9] 
investigated the influence of corner radius, approach angle and rake angle on surface roughness. 
Ashish and Lokesha [10] presented the effect of rake angle, approach angle, and process parame-
ters on surface roughness. Karim et al. [11] studied the effects of different rake angles on surface 
roughness. Kumar et al. [12] determined the effect of corner radius and approach angle, as well as 
turning parameters on the surface roughness. Cui et al. [13] performed an optimization of corner 
radius, rake angle and approach angle. Sung et al. [14] studied the effect of corner radius micro 
deviation on surface roughness. Ponugoti et al. [15] studied the surface roughness after turning 
with variable cutting speed, feed, depth of cut, corner radius and negative rake angle. Senthilku-
mar and Tamizharasan [16] analyzed the influence of insert shape, relief angle, and corner radius 
on surface roughness. Tauhiduzzaman and Veldhuis [17] investigated the role of tool geometry 
on roughness using a tool with a rounded primary cutting edge and a flat secondary cutting edge. 
Abainia and Ouelaa [18] studied the effect of rake angle, approach angle, and inclination angle on 
surface roughness. Mohammad et al. [19] studied the effects of approach angle, rake angle, and 
inclination angle on surface roughness. Hai et al. [20] studied the surface quality with different 
corner radii, cutting speeds, and feeds. Khellaf et al. [21] presented a comparison of surface rough-
ness with coated and uncoated mixed ceramics. Ozdemir [22] investigated the influence of turning 
parameters and corner radius on surface roughness. Kuntoglu et al. [23] investigated the influence 
of turning parameters and approach angle on surface roughness. In addition, some studies com-
pared the machined surface quality of conventional and wiper inserts after turning operations 
[24, 25]. The results showed that the wiper insert had better surface roughness performance com-
pared to conventional inserts. 

In analyzing the previous research in this field, which investigates the effects of tool geometry 
on surface roughness, experimental research dominates. The results obtained can only be applied 
to the conditions under which the experiments were conducted, and the associated cost and time 
cannot be neglected. To streamline this process, it is possible to model it. Response surface meth-
odology, Taguchi method, artificial neural networks and fuzzy logic are most commonly used to 
model the turning process [26-28]. Most of the previous research dealt with the effects of machin-
ing parameters (cutting speed, feed rate, depth of cut) on the output parameters of the process 
[29-32]. 

Soft computing methods were predominantly used for modelling the turning process. When 
the turning process is properly modelled and the errors in predicting surface roughness are 
within acceptable limits, the cost and time of experimental investigations are reduced and the 
subjective influence of the technologist on the results obtained is diminished. There is also greater 
universality and thus the possibility of practical application. The most important question is which 
method should be used and when, because each of them has advantages, but also disadvantages. 
Despite some existing guidelines, it is still not possible to define an algorithm for selecting an ap-
propriate method for specific production conditions. The error between the predicted and exper-
imental values must be within acceptable limits for the prediction model to be used in practice. 
Finally, the results of all surface roughness prediction methods should converge with increasing 
accuracy, leading to an integration that accounts for all possible variables. All prediction methods 
require significant resources to achieve the desired goals. Therefore, it is critical to select an ap-
propriate modelling method and formulate a sufficiently accurate model. 

In contrast to previous studies, the objective of this study is to evaluate the influence of four 
cutting tool geometry parameters, which have not been extensively studied in the literature, on 
surface roughness. The input parameters were the corner radius r, the approach angle κ, the rake 
angle γ and the inclination angle λ, while the output parameter was the arithmetical mean rough-
ness Ra. For the obtained results, the modelling of the finish turning was performed with DTR, 
GPR-SE and GPR-Mat, which were also not previously used for modelling the turning process. 
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2. Materials and methods 
The methodological framework used in the research is shown in Fig. 1. The experimental studies 
were carried out on a DMG Mori CTX 510 Ecoline CNC lathe. Dry external longitudinal turning was 
performed on a workpiece with dimensions Ø50 × 600 mm. The workpiece was fixed and clamped 
by means of the chuck and rotating centre. 

The tests were carried out on workpieces made of medium-carbon steel C45, whose chemical 
composition is 0.42-0.50 % C, 0.50-0.80 % Mn, ≤ 0.4 % Si, ≤ 0.045 % P, ≤ 0.045 % S, ≤ 0.4 % Cr, ≤ 
0.4 % Ni, ≤ 0.1 % Mo, and ≤ 0.63 % Cr+Mo+Ni. In addition, the mechanical and physical properties 
were as follows: density  7.87 g/cm3, hardness  163 HB, tensile strength 565 MPa, modulus of elas-
ticity 200 GPa, and Poisson's ratio 0.29. 

Turning parameters were set for all tests: cutting speed vc = 440 m/min, feed rate f = 0.10 
mm/rev, and depth of cut ap = 1.5 mm. The parameters were chosen in accordance with the rec-
ommendations of the manufacturers of the turning inserts. 

CVD-coated (TiCN+Al2O3+TiN) turning inserts were used for the experiments. All inserts had 
the same parameters: effective cutting edge length 10.34 mm, insert thickness 3.175 mm, in-
scribed circle diameter 6.35 mm, and clearance angle 7°. A new turning insert was used for each 
experiment. The geometrical parameters of the inserts varied during the experiments are listed 
in Table 1. 

The study was conducted in accordance with the randomized full factorial experiment, which 
allows the analysis of all combinations of input quantity levels. A total of 34 = 81 experiments were 
performed.  
 

 
Fig. 1 Methodological framework 

 
Table 1 Turning insert geometry levels (input variables) 

Input parameters Level 
Low Medium High 

Corner radius, r (mm) 0.4 0.8 1.2 
Approach angle, κ (°) 60 75 90 
Rake angle, γ (°) 3 6 9 
Inclination angle, λ (°) -3 0 3 

 

Table 2 Measurement conditions 
Parameter Value 
Sampling length 0.8 mm 
Cut-off wavelength 0.8 mm 
Evaluation length 4 mm 
Stylus tip diamond ball 
Stylus radius 2 μm 
Stylus force 1 mN 
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After each experiment, the surface roughness Ra was measured. The measurement was per-
formed using a Talysurf 6 measuring instrument, under the conditions listed in Table 2. The sur-
face roughness was measured at six evenly spaced locations along the cut length. The average 
value from these measurements was taken as the mean value of the surface roughness. 

After the experiments were conducted, process modelling was performed based on the ob-
tained results, i.e., prediction of surface roughness with: RSM, DTR, GPR-SE and GPR Mat. 

3. Results 
3.1 Results of experimental research 

The results of experimental research, i.e. the measured values of Ra for different combinations of 
input parameters, are presented in Table 3. 
 

Table 3 Results of experimental research 
Run 
ord. 

r 
(mm) 

κ 
(°) 

γ 
(°) 

λ 
(°) 

Ra 
(μm) 

Run 
ord. 

r 
(mm) 

κ 
(°) 

γ 
(°) 

λ 
(°) 

Ra 
(μm) 

Run 
ord. 

r 
(mm) 

κ 
(°) 

γ 
(°) 

λ 
(°) 

Ra 
(μm) 

1 0.8 60 3 -3 1.38 28 0.4 60 6 -3 2.76 55 0.4 60 3 0 2.86 
2 0.8 60 6 3 1.39 29 1.2 75 9 0 0.84 56 0.4 75 3 -3 2.74 
3 0.4 90 6 3 2.65 30 0.4 60 6 3 2.84 57 1.2 60 9 3 0.88 
4 0.4 90 6 -3 2.61 31 1.2 75 9 -3 0.84 58 1.2 75 3 0 0.88 
5 1.2 90 9 -3 0.81 32 1.2 90 6 0 0.84 59 0.4 60 6 0 2.80 
6 0.8 90 3 3 1.33 33 0.4 90 3 3 2.72 60 0.8 90 9 0 1.27 
7 1.2 75 6 0 0.86 34 0.4 90 6 0 2.63 61 0.8 75 9 0 1.30 
8 0.8 75 6 0 1.33 35 1.2 90 6 -3 0.83 62 1.2 90 6 3 0.84 
9 0.4 90 9 0 2.58 36 0.4 75 6 0 2.71 63 0.8 75 9 3 1.31 

10 0.4 60 3 3 2.91 37 1.2 60 9 -3 0.87 64 0.8 75 3 0 1.36 
11 0.4 90 9 3 2.60 38 0.8 60 9 -3 1.34 65 1.2 90 9 0 0.82 
12 0.4 75 9 -3 2.64 39 1.2 75 6 3 0.87 66 0.8 60 6 0 1.37 
13 1.2 75 9 3 0.85 40 1.2 90 3 0 0.86 67 0.8 90 6 0 1.29 
14 0.4 90 3 -3 2.68 41 0.8 90 9 -3 1.26 68 1.2 90 3 3 0.86 
15 1.2 60 3 0 0.91 42 1.2 60 6 -3 0.87 69 1.2 60 3 3 0.93 
16 1.2 60 6 3 0.91 43 1.2 75 3 -3 0.87 70 0.8 90 3 -3 1.31 
17 0.4 75 6 -3 2.69 44 0.8 60 6 -3 1.35 71 0.8 60 3 3 1.42 
18 0.8 75 9 -3 1.29 45 0.8 90 3 0 1.32 72 1.2 60 9 0 0.87 
19 0.8 90 6 -3 1.28 46 0.4 75 9 0 2.66 73 0.8 60 3 0 1.40 
20 1.2 90 3 -3 0.85 47 0.8 90 9 3 1.28 74 1.2 90 9 3 0.83 
21 0.4 75 3 0 2.77 48 0.8 75 3 3 1.37 75 1.2 60 6 0 0.89 
22 0.4 75 3 3 2.80 49 0.8 90 6 3 1.30 76 0.8 75 6 3 1.34 
23 0.4 60 9 0 2.75 50 0.4 90 3 0 2.69 77 0.4 60 9 3 2.78 
24 1.2 60 3 -3 0.89 51 0.4 75 9 3 2.68 78 0.4 60 3 -3 2.81 
25 0.8 60 9 0 1.35 52 0.8 75 6 -3 1.32 79 0.4 90 9 -3 2.56 
26 0.8 60 9 3 1.36 53 1.2 75 6 -3 0.85 80 1.2 75 3 3 0.89 
27 0.4 75 6 3 2.73 54 0.8 75 3 -3 1.35 81 0.4 60 9 -3 2.72 

3.2 Response surface method 

The experimental data (Table 3) were statistically processed using Design Expert software (ver-
sion DX8, 8.0.7.1) and a regression model was derived to predict the surface roughness. Fig. 2 
shows the response surface plots of surface roughness resulting from the regression model. Fig. 2 
shows that changing the approach angle κ, rake angle γ, and inclination angle λ does not signifi-
cantly change the surface roughness (Figs. 2a and 2c), while increasing the corner radius r signif-
icantly affects the reduction in surface roughness (Figs. 2b and 2d). 

Table 4 shows the ANOVA for the reduced quadratic regression model. The nonsignificant in-
teraction terms AD, BC, BD, CD, and the quadratic term A2 as well as the terms related to interac-
tions between the three factors and higher-order interactions have been removed. 

Below is the regression model in terms of the coded (Eq. 1) and the natural (actual) (Eq. 2) 
input variables. 
 

ln 𝑅𝑅𝑅𝑅 = 0.28 + 0.010 ∙ 𝐴𝐴 − 0.021 ∙ 𝐵𝐵 −  0.031 ∙ 𝐶𝐶 − 0.57 ∙ 𝐷𝐷 − 1.731 ∙ 10−3 ∙ 𝐴𝐴 ∙ 𝐵𝐵 − 3.286 ∙ 10−3 ∙
𝐴𝐴 ∙ 𝐶𝐶 + 2.03 ∙ 10−3 ∙ 𝐵𝐵2 + 2.395 ∙ 10−3 ∙ 𝐶𝐶2 + 0.14 ∙ 𝐷𝐷2  (1) 
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ln 𝑅𝑅𝑅𝑅 = 2.24998 + 0.010042 ∙ λ− 9.5811 ∙ 10−3 ∙ γ −  3.63354 ∙ 10−3 ∙ κ− 2.82799 ∙ 𝑟𝑟 − 1.92283 ∙
10−4 ∙ λ ∙ γ − 7.30217 ∙ 10−5 ∙ λ ∙ κ + 2.25531 ∙ 10−4 ∙ γ2 + 1.06423 ∙ 10−5 ∙ κ2 + 0.87167 ∙ 𝑟𝑟2  (2) 

 

 
Fig. 2 Response surface plots of surface roughness, a) with approach angle κ and corner radius r at the intermediate 
levels, b) with rake angle γ and approach angle κ at the intermediate levels, c) with rake angle γ and corner radius r at 
the intermediate levels, d) with inclination angle λ and rake angle γ at the intermediate levels 
 

Table 4 ANOVA for response surface reduced quadratic model 
Source Sum of Squares DF Mean Square F Value p-value, Prob > F 
Model 18.18 9 2.02 164684.3 < 0.0001 
A – inclination angle λ 0.005657 1 0.005657 461.19 < 0.0001 
B – rake angle γ 0.023 1 0.023 1872.60 < 0.0001 
C – approach angle κ 0.050 1 0.050 4110.92 < 0.0001 
D – corner radius r 17.75 1 17.75 1447116 < 0.0001 
AB 0.0001078 1 0.0001078 8.79 0.0041 
AC 0.0003887 1 0.0003887 31.69 < 0.0001 
B2 7.416 ⋅ 10-5 1 7.416 ⋅ 10-5 6.05 0.0164 
C2 0.0001032 1 0.0001032 8.41 0.0050 
D2 0.35 1 0.35 28543.75 < 0.0001 
Residual 0.0008709 71 1.227 ⋅ 10-5   
Cor Total 18.18 80    

 
Table 5 lists the regression coefficient for each model term, their standard errors, and 95 per-

cent confidence intervals (95 % CI). Confidence intervals are ranges within which the true regres-
sion coefficients must fall. In the table, these ranges are low for the intercept, the regression coef-
ficients of A, B, C, D, and D2, while they are high for AB, AC, B2, and C2. However, it is important that 
the regression coefficients do not span zero, because that would mean that a single regression 
coefficient can be zero, i.e., that a particular factor has no effect. 

Residual analysis follows as an important technique for analyzing regression models. Fig. 3 
shows the constructed normal probability plot of the internally studentized residuals to check the 
assumption of normality of the residuals or errors. From Fig. 3, it can be seen that the error dis-
tribution is approximately normal as the graph resembles the straight line. There are small devi-
ations from the straight line at the extremes, but this is not the case for most of the intermediate 
values. It is also clear that all internally studentized residuals are within ±3 standard deviations 
from zero (studentized residuals have unit variance), which means that there are no outliers. This 
is also evident from Fig. 4, which shows the plot of internally studentized residuals against four 
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factors. Fig. 4 also shows that for the factor D (corner radius r), there is some rule for the depend-
ence of the residuals on this factor, i.e. some pattern. Although both positive and negative inter-
nally studentized residuals occur (which is fine), there is still smaller scatter for the smaller corner 
radius and larger for the larger corner radius, which means that it is not a completely constant 
variance. This is mainly affected by only four internally studentized residuals, i.e., for the experi-
ments labelled 5 and 42 (Run ord.) in Table 3 (the internally studentized residuals are -2.59 and -
2.53, respectively) and for experiments 37 and 16 (the internally studentized residuals are 2.68 
and 2.95, respectively). These samples were rechecked and it was found that there were no pos-
sible errors in the measurement or recording of the results. 
 

Table 5 Standard errors and confidence intervals for regression coefficients 
Term Coefficient Estimate DF Standard Error 95 % CI Low 95 % CI High 

Intercept 0.28 1 1.030 ⋅ 10-3 0.281 0.285 
A – inclination angle (λ) 0.010 1 4.766 ⋅ 10-4 0.00928 0.011 
B – rake angle (γ) –0.021 1 4.766 ⋅ 10-4 –0.0216 –0.01967 
C – approach angle (κ) –0.031 1 4.766 ⋅ 10-4 –0.0315 –0.0296 
D – corner radius (r) –0.57 1 4.766 ⋅ 10-4 –0.574 –0.572 
AB –1.731 ⋅ 10-3 1 5.837 ⋅ 10-4 –2.89 ⋅ 10-3 –5.67 ⋅ 10-4 
AC –3.286 ⋅ 10-3 1 5.837 ⋅ 10-4 –4.45 ⋅ 10-3 –2.12 ⋅ 10-3 
B2 2.030 ⋅ 10-3 1 8.255 ⋅ 10-4 3.84 ⋅ 10-4 3.68 ⋅ 10-3 
C2 2.395 ⋅ 10-3 1 8.255 ⋅ 10-4 7.485 ⋅ 10-4 4.04 ⋅ 10-3 
D2 0.14 1 8.255 ⋅ 10-4 0.138 0.141 

 

 
Fig. 3 Normal probability plot of internally studentized residuals 

 
Fig. 4 Residuals versus factors, a) Residuals versus inclination angle λ, b) Residuals versus rake angle γ, 
c) Residuals versus approach angle κ, d) Residuals versus corner radius r 
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3.3 Decision tree regression 

A decision tree is a machine learning algorithm that can be used for both classification and regres-
sion. It is one of the most commonly used practical approaches for supervised learning [33]. In 
regression, the goal of a decision tree-based model is to predict a continuous output value for a 
given multivariate input data instance. The model is trained on the given training dataset 
{(𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖)}𝑖𝑖=1𝑁𝑁 ∈ 𝑅𝑅𝑚𝑚 × 𝑅𝑅, where 𝑥𝑥𝑖𝑖 is an m-dimensional input vector and 𝑦𝑦𝑖𝑖  is the corresponding out-
put value. Based on this dataset, a tree-structured regression model is built, as shown in Fig. 1, 
which consists of three types of nodes. The root node is the initial node which represents the 
whole dataset. It is split into additional nodes according to the decision (or division) rules con-
tained in both the root node and all subsequent nodes. The interior nodes represent the features 
of the dataset, and the branches represent the decision (i.e., division) rules. Finally, the leaf nodes 
represent terminal parts and provide the output results.  

The basic idea is to split the entire dataset into groups of "similar" samples, using decision rules 
contained in interior nodes, applied to input variables 𝑥𝑥𝑖𝑖 [34]. In the decision tree regression prob-
lems, the criterion for dataset splitting is the variance of the output value 𝑦𝑦𝑖𝑖: 
 

𝑣𝑣𝑣𝑣𝑣𝑣 = 1
𝑛𝑛
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛
1=1   (3) 

 

where n is the total number of samples in the node and 𝑦𝑦 � is the mean of the output values of all 
samples in the node. Each "parent" node is divided into two "child" nodes. All possible ways of 
splitting the dataset in a given node are considered, and the one that provides the greatest vari-
ance reduction defined as follows: 
 

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑣𝑣𝑣𝑣𝑣𝑣(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) − ∑ 𝑤𝑤𝑖𝑖𝑣𝑣𝑣𝑣𝑣𝑣(𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)2
𝑖𝑖=1   (4) 

 

is adopted. In the Eq. 4, 𝑤𝑤𝑖𝑖 is the ratio between the number of elements in the child node and the 
total number of elements in the parent node. In other words, we split the dataset each time into 
two new sets, each containing “similar” data, while at the same time the obtained sets differ as 
much as possible. The described process of node splitting is performed until the desired depth of 
the tree is reached, which depends on the complexity of the problem. 

Once the tree model is trained, it can be used to obtain the predicted value for each new data 
sample. Following the division rules for the input values xi, starting from the root node through all 
the interior nodes, the data sample can be grouped to one of the terminal nodes. The predicted 
value for that data sample is calculated as the average value of the output values yi of all the data 
samples from the training dataset that were grouped to that particular terminal node. 

In this study, the following turning process parameters were used as inputs 𝑥𝑥1 to 𝑥𝑥4: corner 
radius r, approach angle κ, rake angle γ, and inclination angle λ. The value of the surface roughness 
Ra was taken as the output parameter y. The tree model was built using Matlab and the application 
Regression learner, which has three variants for the tree depth according to the maximum number 
of splits: low, medium and fine tree. All variants were tested, and the fine tree variant, which al-
lows a maximum of 100 splits, was adopted based on the mean square error (MSE) value in the 5-
fold cross-validation training procedure. The minimum number of samples per node was set at 
five, which was determined by a trial-and-error procedure. The cross-validation procedure was 
also used to remove unnecessary branches to avoid overfitting. 

3.4 Gaussian process regression 

A Gaussian processes regression is a powerful machine learning technique that can be used to 
solve a wide variety of supervised learning problems, even when only a small amount of training 
data is available. It is a probability distribution over possible functions matching a set of points, 
given with the training dataset {(𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖)}𝑖𝑖=1𝑁𝑁 ∈ 𝑅𝑅𝑚𝑚 × 𝑅𝑅, as described previously. The Gaussian pro-
cess regression is not given in the form of a function, but in a nonparametric form. Thus, instead 
of computing the probability distribution of the parameters of a specific function, GPR calculates 
the probability distribution over all admissible functions that fit the data in the dataset.  

The regression function modelled by Gaussian process regression has the following form: 
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𝑃𝑃(𝑓𝑓|𝑋𝑋) = 𝒩𝒩(𝑓𝑓|𝜇𝜇,𝐾𝐾) (5) 
where 𝑋𝑋 = [𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑁𝑁], 𝑓𝑓 = [𝑓𝑓(𝑥𝑥1),𝑓𝑓(𝑥𝑥2), … ,𝑓𝑓(𝑥𝑥𝑁𝑁)], 𝜇𝜇 =  [𝑚𝑚(𝑥𝑥1),𝑚𝑚(𝑥𝑥2), … ,𝑚𝑚(𝑥𝑥𝑁𝑁)] and 𝐾𝐾𝑖𝑖𝑖𝑖 =
𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�. X are the observed input data, m represents the mean function, and K represents a posi-
tive definite kernel function, that defines the smoothness of the function, i.e., if the points 𝑥𝑥𝑖𝑖 and 
𝑥𝑥𝑗𝑗 are considered similar by the kernel, the function outputs of the two points, 𝑓𝑓(𝑥𝑥𝑖𝑖) and 𝑓𝑓�𝑥𝑥𝑗𝑗� are 
expected to be similar. Given the points of the training dataset and a mean function f estimated by 
these points, one can make predictions for each new dataset 𝑋𝑋∗ as 𝑓𝑓(𝑋𝑋∗) with a certain confidence 
interval depending on the values and distribution of the training dataset. The simple one-dimen-
sional GPR regression is shown in Fig. 1. Based on the training data (black dots), the mean function 
is determined (green line), and it gives predictions for all new data points 𝑋𝑋∗ with the confidence 
interval marked in grey. 

If we introduce 𝑓𝑓∗ as a prediction for a new dataset 𝑋𝑋∗, we can express the joint distribution of 
𝑓𝑓 and 𝑓𝑓∗ as follows: 
 

�
𝑓𝑓
𝑓𝑓∗
� ∼ 𝒩𝒩 ��𝑚𝑚

(𝑋𝑋)
𝑚𝑚(𝑋𝑋∗)� , �

𝐾𝐾 𝐾𝐾∗
𝐾𝐾∗𝑇𝑇 𝐾𝐾∗∗

�� (6) 
 

where 𝐾𝐾 = 𝐾𝐾(𝑋𝑋,𝑋𝑋), 𝐾𝐾∗ = 𝐾𝐾(𝑋𝑋,𝑋𝑋∗) and 𝐾𝐾∗∗ = 𝐾𝐾(𝑋𝑋∗,𝑋𝑋∗). To be able to make a prediction, we need 
to derive the conditional distribution 𝑃𝑃(𝑓𝑓∗|𝑓𝑓,𝑋𝑋,𝑋𝑋∗) = 𝒩𝒩(𝑓𝑓|𝜇𝜇,𝐾𝐾). This derivation is given in detail 
in [35], obtaining: 
 

𝑓𝑓∗|𝑓𝑓,𝑋𝑋,𝑋𝑋∗ ∼ 𝒩𝒩(𝐾𝐾∗𝑇𝑇𝐾𝐾 𝑓𝑓,𝐾𝐾∗∗ −  𝐾𝐾∗𝑇𝑇𝐾𝐾−1𝐾𝐾∗) (7) 
 

In real applications, however, we do not need exact function values, but rather the noisy ver-
sion of the data, 𝑦𝑦 = 𝑓𝑓(𝑥𝑥) + 𝜀𝜀, where we assume that 𝜀𝜀 is an additive independent and identically 
distributed (i.i.d.) Gaussian noise with a variance 𝜎𝜎𝑛𝑛2 that can be determined from the training da-
taset. The variance function then becomes cov(𝑦𝑦) = 𝐾𝐾 + 𝜎𝜎𝑛𝑛2𝐼𝐼, and the joint distribution of the ob-
served points (training dataset) and the function values at new dataset points: 
 

�
𝑦𝑦
𝑓𝑓∗� ∼ 𝒩𝒩 ��𝑚𝑚

(𝑋𝑋)
𝑚𝑚(𝑋𝑋∗)� , �𝐾𝐾 + 𝜎𝜎𝑛𝑛2I 𝐾𝐾∗

𝐾𝐾∗𝑇𝑇 𝐾𝐾∗∗
�� (8) 

 

By deriving the conditional distribution, we get the predictive equations for Gaussian pro-
cesses regression as follows: 
 

𝑓𝑓∗̅|𝑦𝑦,𝑋𝑋,𝑋𝑋∗ ∼ 𝒩𝒩 �𝑓𝑓∗̅, cov(𝑓𝑓∗)� (9) 
 

𝑓𝑓∗̅ ≜ 𝔼𝔼�𝑓𝑓∗̅|𝑦𝑦,𝑋𝑋,𝑋𝑋∗� = 𝐾𝐾∗𝑇𝑇[𝐾𝐾 + 𝜎𝜎𝑛𝑛2𝐼𝐼]−1𝑦𝑦            cov(𝑓𝑓∗) = 𝐾𝐾∗∗ − 𝐾𝐾∗𝑇𝑇[𝐾𝐾 + 𝜎𝜎𝑛𝑛2𝐼𝐼]−1𝐾𝐾∗ (10) 
 

The practical implementation algorithm for Eqs. 8 to 10 is described in [35]. The best results 
were obtained with the quadratic exponential kernel (SE) and Matern kernel. The values of kernel 
parameters were optimized using marginal likelihood as the objective function [35]. 

3.5 The results of the prediction 

Of the total 81 experiments, 72 were used for training and 9 for confirmation. Table 6 shows the 
results of the training dataset, and Table 7 shows the modelling results of the confirmation da-
taset. The strength of the modelling, i.e., the deviation between the measured Ra value (Raimv) and 
the predicted Ra value (Raipv), was estimated by the absolute error (AE) and the percentage error 
(PE) as follows: 
 

𝐴𝐴𝐴𝐴 = �𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖� (11) 
 

𝑃𝑃𝑃𝑃 =
�𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖�

𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖
∙ 100 % (12) 

 
  



Modelling surface roughness in finish turning as a function of cutting tool geometry using the response surface method … 
 

Advances in Production Engineering & Management 17(3) 2022 375 
 

Table 6 Modelling results of the training dataset 
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1 0.8 60 3 -3 1.368 1.378 1.380 1.382 0.906 0.139 0.025 0.170 0.013 0.002 0.000 0.002 
2 0.8 60 6 3 1.368 1.396 1.395 1.391 1.619 0.464 0.391 0.060 0.023 0.006 0.005 0.001 
3 0.4 90 6 3 2.625 2.650 2.650 2.651 0.943 0.001 0.004 0.046 0.025 0.000 0.000 0.001 
4 0.4 90 6 -3 2.625 2.612 2.613 2.615 0.575 0.077 0.110 0.177 0.015 0.002 0.003 0.005 
5 1.2 90 9 -3 0.832 0.812 0.813 0.817 2.675 0.191 0.318 0.835 0.022 0.002 0.003 0.007 
6 0.8 90 3 3 1.294 1.328 1.329 1.332 2.726 0.149 0.084 0.142 0.036 0.002 0.001 0.002 
7 1.2 75 6 0 0.866 0.859 0.860 0.860 0.698 0.072 0.047 0.039 0.006 0.001 0.000 0.000 
8 0.8 75 6 0 1.335 1.327 1.328 1.328 0.376 0.263 0.185 0.175 0.005 0.003 0.002 0.002 
9 0.4 90 9 0 2.625 2.581 2.581 2.584 1.744 0.043 0.049 0.168 0.045 0.001 0.001 0.004 

10 0.4 60 3 3 2.804 2.906 2.908 2.907 3.651 0.135 0.061 0.107 0.106 0.004 0.002 0.003 
11 0.4 90 9 3 2.625 2.600 2.601 2.598 0.962 0.017 0.039 0.082 0.025 0.000 0.001 0.002 
13 1.2 75 9 3 0.832 0.848 0.849 0.852 2.157 0.191 0.120 0.200 0.018 0.002 0.001 0.002 
14 0.4 90 3 -3 2.625 2.674 2.675 2.670 2.052 0.224 0.180 0.377 0.055 0.006 0.005 0.010 
15 1.2 60 3 0 0.894 0.909 0.908 0.910 1.786 0.117 0.171 0.052 0.016 0.001 0.002 0.000 
16 1.2 60 6 3 0.894 0.904 0.905 0.901 1.786 0.628 0.543 0.960 0.016 0.006 0.005 0.009 
17 0.4 75 6 -3 2.723 2.686 2.687 2.680 1.208 0.139 0.103 0.354 0.033 0.004 0.003 0.010 
19 0.8 90 6 -3 1.294 1.281 1.281 1.282 1.074 0.070 0.047 0.146 0.014 0.001 0.001 0.002 
20 1.2 90 3 -3 0.848 0.851 0.851 0.848 0.235 0.116 0.062 0.210 0.002 0.001 0.001 0.002 
21 0.4 75 3 0 2.723 2.771 2.769 2.770 1.715 0.023 0.024 0.004 0.047 0.001 0.001 0.000 
22 0.4 75 3 3 2.723 2.799 2.799 2.803 2.768 0.025 0.027 0.123 0.077 0.001 0.001 0.003 
23 0.4 60 9 0 2.804 2.748 2.749 2.747 1.955 0.064 0.043 0.101 0.054 0.002 0.001 0.003 
24 1.2 60 3 -3 0.894 0.888 0.889 0.896 0.421 0.229 0.168 0.648 0.004 0.002 0.001 0.006 
25 0.8 60 9 0 1.368 1.349 1.348 1.347 1.296 0.105 0.117 0.231 0.017 0.001 0.002 0.003 
26 0.8 60 9 3 1.368 1.364 1.363 1.363 0.551 0.286 0.230 0.210 0.007 0.004 0.003 0.003 
27 0.4 75 6 3 2.723 2.735 2.733 2.736 0.275 0.181 0.117 0.217 0.007 0.005 0.003 0.006 
28 0.4 60 6 -3 2.804 2.760 2.760 2.761 1.585 0.015 0.008 0.043 0.044 0.000 0.000 0.001 
29 1.2 75 9 0 0.832 0.843 0.843 0.844 0.992 0.364 0.307 0.534 0.008 0.003 0.003 0.004 
30 0.4 60 6 3 2.804 2.837 2.837 2.837 1.276 0.091 0.111 0.110 0.036 0.003 0.003 0.003 
31 1.2 75 9 -3 0.832 0.839 0.838 0.837 0.992 0.144 0.215 0.317 0.008 0.001 0.002 0.003 
34 0.4 90 6 0 2.625 2.631 2.631 2.633 0.190 0.032 0.028 0.108 0.005 0.001 0.001 0.003 
35 1.2 90 6 -3 0.848 0.828 0.829 0.831 2.169 0.220 0.102 0.078 0.018 0.002 0.001 0.001 
36 0.4 75 6 0 2.723 2.710 2.709 2.708 0.461 0.001 0.021 0.072 0.013 0.000 0.001 0.002 
38 0.8 60 9 -3 1.368 1.338 1.338 1.331 2.052 0.180 0.139 0.665 0.027 0.002 0.002 0.009 
39 1.2 75 6 3 0.866 0.867 0.868 0.869 0.460 0.327 0.214 0.093 0.004 0.003 0.002 0.001 
40 1.2 90 3 0 0.848 0.856 0.857 0.856 1.395 0.450 0.300 0.511 0.012 0.004 0.003 0.004 
41 0.8 90 9 -3 1.294 1.257 1.256 1.260 2.679 0.223 0.349 0.034 0.034 0.003 0.004 0.000 
42 1.2 60 6 -3 0.894 0.873 0.871 0.877 2.730 0.313 0.160 0.830 0.024 0.003 0.001 0.007 
43 1.2 75 3 -3 0.866 0.871 0.870 0.870 0.460 0.122 0.024 0.048 0.004 0.001 0.000 0.000 
44 0.8 60 6 -3 1.368 1.353 1.353 1.354 1.296 0.188 0.203 0.276 0.017 0.003 0.003 0.004 
45 0.8 90 3 0 1.294 1.321 1.321 1.320 1.989 0.086 0.073 0.029 0.026 0.001 0.001 0.000 
46 0.4 75 9 0 2.723 2.660 2.660 2.658 2.350 0.004 0.007 0.069 0.063 0.000 0.000 0.002 
47 0.8 90 9 3 1.294 1.276 1.276 1.274 1.074 0.318 0.306 0.496 0.014 0.004 0.004 0.006 
48 0.8 75 3 3 1.335 1.374 1.374 1.374 2.555 0.278 0.283 0.325 0.035 0.004 0.004 0.004 
49 0.8 90 6 3 1.294 1.298 1.299 1.300 0.481 0.172 0.103 0.015 0.006 0.002 0.001 0.000 
50 0.4 90 3 0 2.625 2.692 2.692 2.693 2.416 0.067 0.062 0.118 0.065 0.002 0.002 0.003 
51 0.4 75 9 3 2.723 2.680 2.680 2.681 1.586 0.009 0.007 0.032 0.043 0.000 0.000 0.001 
52 0.8 75 6 -3 1.335 1.317 1.318 1.314 1.136 0.240 0.128 0.443 0.015 0.003 0.002 0.006 
53 1.2 75 6 -3 0.866 0.852 0.852 0.852 1.882 0.240 0.181 0.185 0.016 0.002 0.002 0.002 
54 0.8 75 3 -3 1.335 1.347 1.347 1.342 1.111 0.229 0.206 0.597 0.015 0.003 0.003 0.008 
55 0.4 60 3 0 2.804 2.858 2.857 2.863 1.967 0.079 0.101 0.101 0.056 0.002 0.003 0.003 
56 0.4 75 3 -3 2.723 2.743 2.743 2.737 0.639 0.109 0.093 0.104 0.018 0.003 0.003 0.003 
57 1.2 60 9 3 0.894 0.880 0.881 0.883 1.562 0.009 0.089 0.356 0.014 0.000 0.001 0.003 
58 1.2 75 3 0 0.866 0.880 0.880 0.880 1.591 0.012 0.001 0.005 0.014 0.000 0.000 0.000 
60 0.8 90 9 0 1.294 1.266 1.267 1.267 1.870 0.344 0.268 0.234 0.024 0.004 0.003 0.003 
61 0.8 75 9 0 1.335 1.303 1.303 1.303 2.692 0.202 0.232 0.248 0.035 0.003 0.003 0.003 
62 1.2 90 6 3 0.848 0.844 0.843 0.842 0.952 0.520 0.394 0.271 0.008 0.004 0.003 0.002 
63 0.8 75 9 3 1.335 1.311 1.311 1.314 1.908 0.068 0.058 0.332 0.025 0.001 0.001 0.004 
64 0.8 75 3 0 1.335 1.359 1.359 1.358 1.838 0.054 0.078 0.140 0.025 0.001 0.001 0.002 
65 1.2 90 9 0 0.832 0.822 0.822 0.821 1.423 0.203 0.224 0.126 0.012 0.002 0.002 0.001 
66 0.8 60 6 0 1.368 1.373 1.371 1.372 0.182 0.192 0.098 0.157 0.003 0.003 0.001 0.002 
68 1.2 90 3 3 0.848 0.861 0.860 0.863 1.395 0.074 0.021 0.357 0.012 0.001 0.000 0.003 
69 1.2 60 3 3 0.894 0.932 0.931 0.924 3.898 0.210 0.130 0.698 0.036 0.002 0.001 0.006 
70 0.8 90 3 -3 1.294 1.315 1.313 1.309 1.240 0.417 0.255 0.078 0.016 0.005 0.003 0.001 
72 1.2 60 9 0 0.894 0.870 0.870 0.873 2.730 0.043 0.015 0.319 0.024 0.000 0.000 0.003 
73 0.8 60 3 0 1.368 1.406 1.406 1.404 2.321 0.403 0.399 0.257 0.033 0.006 0.006 0.004 
74 1.2 90 9 3 0.832 0.832 0.830 0.825 0.201 0.215 0.012 0.563 0.002 0.002 0.000 0.005 
75 1.2 60 6 0 0.894 0.887 0.887 0.889 0.421 0.283 0.284 0.095 0.004 0.003 0.003 0.001 
76 0.8 75 6 3 1.335 1.338 1.338 1.341 0.373 0.120 0.134 0.100 0.005 0.002 0.002 0.001 
77 0.4 60 9 3 2.804 2.778 2.779 2.780 0.854 0.063 0.037 0.007 0.024 0.002 0.001 0.000 
78 0.4 60 3 -3 2.804 2.812 2.811 2.820 0.222 0.063 0.047 0.341 0.006 0.002 0.001 0.010 
79 0.4 90 9 -3 2.625 2.563 2.562 2.571 2.539 0.108 0.074 0.425 0.065 0.003 0.002 0.011 
81 0.4 60 9 -3 2.804 2.721 2.721 2.715 3.079 0.047 0.041 0.183 0.084 0.001 0.001 0.005 
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Table 7 Modelling results of the confirmation dataset 
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12 0.4 75 9 -3 2.723 2.642 2.642 2.636 3.125 0.065 0.065 0.165 0.083 0.002 0.002 0.004 
18 0.8 75 9 -3 1.335 1.297 1.298 1.292 3.488 0.557 0.581 0.169 0.045 0.007 0.008 0.002 
32 1.2 90 6 0 0.848 0.837 0.838 0.836 0.952 0.407 0.244 0.423 0.008 0.003 0.002 0.004 
33 0.4 90 3 3 2.625 2.710 2.711 2.717 3.493 0.374 0.325 0.123 0.095 0.010 0.009 0.003 
37 1.2 60 9 -3 0.894 0.863 0.863 0.863 2.730 0.749 0.859 0.857 0.024 0.007 0.007 0.007 
59 0.4 60 6 0 2.804 2.798 2.797 2.799 0.134 0.082 0.121 0.044 0.004 0.002 0.003 0.001 
67 0.8 90 6 0 1.294 1.289 1.290 1.291 0.291 0.100 0.025 0.063 0.004 0.001 0.000 0.001 
71 0.8 60 3 3 1.368 1.437 1.439 1.425 3.697 1.192 1.364 0.364 0.053 0.017 0.019 0.005 
80 1.2 75 3 3 0.866 0.889 0.888 0.891 2.697 0.097 0.186 0.072 0.024 0.001 0.002 0.001 

4. Discussion 
The descriptive parameters of surface roughness for the experimental tests performed are listed 
in Table 8. The surface roughness ranges from 0.81 μm to 2.91 μm, with an average value of 1.64 
μm and a standard deviation of 0.795 μm. The lowest roughness value (Ra = Ramin = 0.81 μm) was 
obtained when machining with the largest values for the corner radius (r = rmax = 1.2 mm), the 
largest approach angle (κ = κmax = 90°), the largest rake angle (γ = γmax = 9°), and the smallest 
inclination angle (λ = λmin = -3°) of the turning insert. The highest roughness value (Ra = Ramax = 
2.91 μm) was obtained when machining with the smallest values of corner radius (r = rmin = 0.4 
mm), the smallest approach angle (κ = κmin = 60°), the smallest rake angle (γ = γmin = 3°) and the 
largest inclination angle (λ = λmax = 3°) of the turning insert. The ratio values show that the arith-
metical mean roughness changes in a wide range for suitable geometrical parameters, which en-
sures good process control. In other words, the desired quality of the machined surface can be 
achieved by a suitable choice of input parameters. 

The identified trends of the dependence of Ra on the input variables are consistent with some 
previous studies. Feed rate and corner radius have the greatest effect on surface roughness. The 
roughness of the machined surface decreases (improves) in the following cases: with increasing 
corner radius [5, 11, 12, 16, 20, 21]; with an increase in positive values of the rake angle [8, 11, 18, 
19]; with an increase in the approach angle [5, 8-10, 18], and with the reduction of inclination 
angle [18], although to varying degrees with different combinations. The results are different, but 
the trend is identical. Some of the studies also reported the opposite. Surface roughness can also 
deteriorate (increase) under certain experimental conditions with increasing corner radius [9], 
smaller approach angle [9, 19], with smaller rake angle [10], and with increasing positive values 
of inclination angle [19]. Under certain machining conditions, roughness first increases and then 
decreases with increasing inclination angle [8] and in some cases it first decreases and then in-
creases with increasing inclination angle [12]. 
 

Table 8 Descriptive parameters of the surface roughness Ra 
Parameter Training Ra (μm) Confirmation Ra (μm) 

Minimum value 0.810 0.848 
Maximum value 2.910 2.804 
Mean value 1.637 1.639 
Standard deviation 0.795 0.834 
Ratio 3.593 3.306 

 
The reduction in roughness at a larger corner radius is a result of the lower and shallower peak 

height and the lower and shallower valley depth of the machined surface. Higher values of ap-
proach angle and positive inclination angle result in lower susceptibility to vibration and thus 
better quality of the machined surface. Increasing the rake angle improves the sharpness of the 
cutting edge and thus reduces the roughness of the machined surface. When the approach angle 
decreases, the contact length of the chip increases, the chip thickness decreases and the chip width 
increases. The cutting forces are distributed over the longer cutting edge and chip breaking is 
more difficult. Larger approach angles are characterized by an increase in resistance to auxiliary 
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movements and a decrease in penetration resistance, as well as a lower tendency to vibration. In 
the present study, increasing the approach angle resulted in a reduction in roughness, mainly due 
to minimization of vibration. Reducing the cutting forces reduces the possibility of vibration and 
thus improving the surface roughness. A negative value of the inclination angle directs chips in 
the direction of workpiece (in the direction of auxiliary motion) and a positive value directs them 
in the opposite direction (in the direction opposite to the direction of auxiliary motion). A negative 
inclination angle increases the cutting edge strength, but also the back force of the cutting re-
sistance, which can lead to chattering. In the present study, negative values of the inclination angle 
improved surface roughness by increasing cutting edge strength (and reducing the occurrence of 
various wear mechanisms) and did not affect vibration induction. During turning, the tool tip is 
exposed to high contact pressures and temperatures in the machining zone, which can increase 
various wear mechanisms. The smaller corner radius is characterized by lower strength and the 
larger one by higher strength. The poorest surface finish was obtained with the smallest corner 
radius. This is due to the low strength of the tool tip and the resulting higher wear rate. The shorter 
contact length between the tool tip and the workpiece results in less heat dissipation from the 
shear zone and a higher concentration of heat and stress in this zone. This increases the possibility 
of tool wear and even thermoplastic deformation of the tool tip. 

The visual interpretation of the absolute and percentage errors for all experiments performed 
(for the training dataset and the confirmation dataset) is shown in Fig. 5, and the minimum, max-
imum, and mean values for both datasets are shown in Table 9. 
 

 
Fig. 5 Visual representation of absolute and percentage errors 

 
Table 9 The percentage and absolute errors of the training and confirmation datasets 

Experiment Value 
DTR GPR-SE GPR-Mat RSM 

PE 
(%) 

AE 
(μm) 

PE 
(%) 

AE 
(μm) 

PE 
(%) 

AE 
(μm) 

PE 
(%) 

AE 
(μm) 

Training 
Minimum 0.182 0.002 0.001 0.000 0.001 0.000 0.004 0.000 
Maximum 3.898 0.106 0.628 0.006 0.543 0.006 0.960 0.011 

Mean 1.491 0.025 0.168 0.002 0.137 0.002 0.241 0.003 

Confirmation 
Minimum 0.134 0.004 0.065 0.001 0.025 0.000 0.044 0.001 
Maximum 3.697 0.095 1.192 0.017 1.364 0.019 0.857 0.007 

Mean 2.290 0.038 0.403 0.006 0.419 0.006 0.253 0.003 
 

Based on Fig. 5 and Table 9, the following can be concluded: 

• The DTR model had a PE of less than 1 % for 28 predictions, a PE of between 1% and 2 % for 
28 predictions, a PE of between 2 % and 3 % for 18 predictions, and a PE of between 3 % and 



Vukelic, Simunovic, Kanovic, Saric, Doroslovacki, Prica, Simunovic 
 

378 Advances in Production Engineering & Management 17(3) 2022 
 

4 % for 7 predictions. The absolute error for all predictions except one (AEmax = 0.106 μm) 
was less than 0.1 μm. The maximum error values occur during training. The minimum and 
mean error values also occur during training. 

• The model GPR-SE had a PE of less than 1 % and an AE of less than 0.02 μm (AEmax = 0.017 
μm) for all predictions except one (PEmax = 1.192 %). The maximum error values occur at 
confirmation. The minimum and mean error values occur during training. 

• The GPR-Mat model had a PE of less than 1 % and an AE of less than 0.02 μm (AEmax = 0.019 
μm) for all predictions except one (PEmax = 1.364 %). The maximum error values occur at 
confirmation. The minimum and mean error values occur during training. 

• The RSM model had a PE of less than 1 % (PEmax = 0.960 %) and an AE of less than 0.02 μm 
(AEmax = 0.011 μm) for all predictions. The maximum error values occur during training. The 
minimum and average error values also occur during training. 

 
The GPR-SE, GPR-Mat, and RSM models conditionally gave slightly better results, while the DTR 

model gave slightly worse results. Moreover, the errors in the confirmation experiments are con-
sistent with those of PE during the training phase, indicating that the modelling was performed 
correctly. The extremely low values of the maximum PE errors and, most importantly, the corre-
spondingly small values of AE (which give a real deviation from the desired value of the surface 
roughness) show the real possibilities of practical application of all four models in practice. 

5. Conclusion 
In this study, the integral influence of four parameters of CVD coated cutting tool geometry (cor-
ner radius r, approach angle κ, rake angle γ and inclination angle λ on surface roughness of C45 
steel workpiece during finish turning was evaluated. Four models were developed based on the 
experimental results. Confirmation experiments were conducted to validate the model. 

The experimental results show that the surface roughness improves with a simultaneous in-
crease in corner radius r, approach angle κ, and rake angle γ, and a decrease in inclination angle λ. 
The corner radius r has a dominant effect on roughness, followed by the approach angle κ with 
less effect on surface roughness, the rake angle γ even less and the inclination angle λ with the 
least. 

Based on the experimental results, the modelling of the finish turning process was performed 
using DTR, GPR-SE, GPR-Mat and RSM. The maximum percentage errors of the developed models 
were 3.898 %, 1.192 %, 1.364 % and 0.960 % for DTR, GPR-SE, GPR-Mat and RSM, respectively. 
In the worst case, the maximum absolute errors were 0.106 μm, 0.017 μm, 0.019 μm, and 0.011 
μm for DTR, GPR-SE, GPR-Mat, and RSM, respectively. The obtained errors are in the order of 
tenths and hundredths of micrometers, and in most cases are many times smaller than the allow-
able processing tolerances in production. Based on the above, all four models can be considered 
acceptable. Therefore, the developed models can be used in practice as an aid for engineers in 
selecting the geometrical parameters of the cutting tool during the process planning in order to 
obtain the required surface roughness. 

Future research will focus on studying the influence of various cutting tool geometry factors 
on surface roughness, inclusion and analysis of other output parameters, and multi-objective op-
timization of the finish turning process. In addition, future research will consider the other pa-
rameters that also affect surface roughness. The integration of a larger number of factors in the 
model will increase the universality of its application and the accuracy, which is very important 
in the finish turning, where the influence of all variables is particularly pronounced. One of the 
future research directions will also be the modelling of surface roughness in finish turning as a 
function of the geometry of the cutting tool using other methods, as well as the comparison of the 
results obtained in order to choose the most suitable method for specific machining conditions. 
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A B S T R A C T A R T I C L E   I N F O 
The urge to remanufacture and address environmental concerns in various 
industrial processes has drawn the attention of academics as well as practi-
tioners towards Closed-loop Supply Chain Networks (CLSC). Although ever-
changing and complex external factors including social and economic ones, 
adversely impact the sustainable development of closed-loop supply chain 
networks. The basic aim of the research is to optimize the functioning of CLSC 
networks. For the above-said, two objective functions are made. The first 
objective is to minimize the cost of production and assembly expenses of the 
forward and reverse logistics. Secondly, an endeavour has been made to re-
duce the fixed costs associated with plants and retailers. For the sake of 
achieving two objective functions, two methods are employed: triangular 
fuzzy numbers and triangular intuitionistic fuzzy numbers. Among the two 
methods, triangular intuitionistic fuzzy numbers achieved the said objectives 
with greater optimization substantiated by statistics. This method can deal 
with uncertain external factors without undermining the optimization of the 
CLSC networks. 
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1. Introduction
In human surroundings have a significant impact on daily routines. Environmental policies are 
associated with sustainable development. Clean environments have positive effects on mental 
and physical health. Technically and logically, policies are necessary to address environmental 
challenges. Currently, the reduction of pollution generated by industrial activities is under signif-
icant environmental and political pressure [1]. All developed and underdeveloped countries are 
developing strategies and modifying their plans of action so that their surplus can be recycled. 
Developing countries face challenges in finding ways out of poverty for their poorest citizens to 
provide better standards of living for their people. This necessitates providing opportunities for 
all by increasing industrial output through a series of changes, including the use of by-products 
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[2]. Most large corporations use their waste materials as raw materials for other processes ra-
ther than considering their residues as waste products. Waste management is key in any econo-
my, but as the world shifts toward a more sustainable and circular economy, end-of-life options 
are begin enhanced [3]. The recognition that all wastes are resources and perhaps more appro-
priately referred to as by-products or non-product outputs is also notable [4]. 

Excessive return of product flow from consumers to suppliers over a wide range becomes a 
concern. A supply chain (SC) network is introduced to bring in raw materials and inventory of 
end products, and transform these materials for the utilisation of retailers. Returns have been 
viewed as annoyance for manufacturers, suppliers, and distributors. Successful policies and sys-
tems for inventory returns result in higher sales, reduced prices, better profitability, and im-
proved consumer service levels [5]. Designing a supply chain network has become a necessity. 
Owing to government policies and societal appetites for environmental awareness, the supply 
chain network has acquired enormous importance. With the ongoing pressure to cut prices, en-
vironmental issues, high levels of uncertainty, and many other challenges can be successfully 
controlled by supply chains. The creation of a commodity delivery strategy for supply chain (SC) 
networks is also a dynamic activity [6]. The primary goal of the supply chain is to reduce costs 
and improve the efficiency of supply chain enterprises to maximise economic benefits. The tradi-
tional supply chain starts with the supplier and ends with users. Closed-loop Supply Chain 
(CLSC) pattern is divided into two main parts: (a) Forward flow and (b) Reverse Flow.  

Integrating forward and reverse logistics delivers strong outcomes such as increasing cus-
tomer loyalty and boosting revenue through change [7]. Internally, companies analyse logistics 
services on interest discernment using an appropriate model. Aleksic et al. [8] proposed a model 
which illustrates the failure mode and effects analysis (FMEA) and a case study technique to 
analyse the productivity of fuzzy logic, and many interdependent challenges related to the re-
verse supply chain (RSC) were resolved by implementing analysis for long-range production. 
Many successful organisations have realised that an effective product return strategy significant-
ly enhances costs which is a major aspect of reverse logistics. Reverse logistics covers returns 
and various other operations pertaining to "backward" products in the supply chain [9]. Many 
countries have become increasingly aware of the role of handling reverse flows in supply chains 
along with forward flows. Multi-objective supply chain models are requisite variations of nu-
merous objectives. Optimal supply chain models are essential for the success of industrial net-
work [10]. The stock flow is circular and reversible throughout the closed-loop, and all goods are 
handled over the entire life cycle [11, 12]. The business environment is continuously changing 
because the diversification of returned products. This diversification of commodities is related 
to an increase in operating expenses and a reduction in revenue. Therefore, ensuring the profit-
ability and long-term sustainability of the company, the proper use of returned goods is a key 
strategic decision [13]. For the competency and proper management of returned products, com-
panies try their best to reduce production costs while keeping customer satisfaction in mind. 
Sustainable supply chain networks are used to address broad range of economic issues to over-
come uncertainty. Fuzzy multi-objective models are ideally suited to solving supply chains [14]. 

A careful assessment is needed for plants and refurbishing centers that can maintain a CLSC 
process in a timely manner. Most of the time, supplier strengths and weaknesses vary, which 
highly affects the closed-loop supply chain process. Many studies on the closed-loop supply 
chain process have used mathematical programming under uncertain situations owing to socie-
tal demands for environmental consciousness [15]. Closed-loop supply chain viability aimed at 
promoting product circulation flow from production to marketing and then reutilisation and 
remanufacturing. Duan et al. [16] discussed that a large amount of waste material has a consid-
erable impact on production. In pandemic Covid-19 the closed-loop supply chain models lead 
the entrepreneur to a more valuable and relatively well-balanced economic state. A smooth 
method of return is better for companies. Thus, returned products are productive for various 
purposes. In the real world, we deal with vagueness at a certain level, and the uncertainty of the 
remanufacturing system plays a strategic role in directing a product [17]. Therefore, we deal 
with such uncertainties using a fuzzy set, which was first introduced by Zadeh [18]. The fuzzy set 
is defined by the membership degree for all its intactness. The IFS is characterised by a member-
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ship function and a non-membership function, such that the sum of both values lies between 
zero and one. Any model parameter can only be approximately calculated in real-world prob-
lems. 

Fuzzy models have the ability to model the subjective imagination of a maker as accurately as 
a decision-maker would describe them. Moreover, fuzzy models help to reduce information 
costs. The general model for fuzzy linear programming problems includes fuzziness in the coef-
ficients and the accomplishment of the constraints. It is possible to reformulate fuzzy constraints 
in such a way that they can be solved as a normal linear programming problem. The concept of 
an intuitionist fuzzy set [19] was explored and introduced in various areas. The intuitionistic 
fuzzy set/number has also recently been applied in fuzzy optimization, and measures of possibil-
ity, precondition, and integrity have a significant role in the optimization of fuzzy theory [20]. 
Fuzzy linear programming was further examined in decision-making and management problems 
under uncertain circumstances to obtain an optimal solution [21]. The remaining paper is organ-
ised as follows. Section 2 presents all the basic and essential concepts used to develop the opti-
misation of fuzzy multi-objective linear programming. In Section 3, we formulate the general 
model of multi-objective fuzzy closed-loop supply chain network, and an interactive fuzzy ap-
proach to solve the problem is outlined in Section 4. Finally, concluding remarks and suggestions 
for further research are presented in Section 5. 

2. Preliminaries  
2.1 Fuzzy set 

According to Zadeh [18], a fuzzy set presents a convenient point for the construction of a logical 
framework which might be parallel with respect to an ordinary set. In particular, the fuzzy 
framework provides a natural way to deal with uncertain situations. A fuzzy set 𝜇𝜇 of 𝑋𝑋 is a func-
tion of 𝑋𝑋 in the interval [0,1], that is, for each 𝑥𝑥 ∈ 𝑋𝑋, 𝜇𝜇(𝑥𝑥) is a real number ranging between 0 and 
1. Function 𝜇𝜇(𝑥𝑥) is a membership function. Mathematically, the fuzzy subset 𝜇𝜇 of 𝑋𝑋 is expressed 
as 𝜇𝜇 = {(𝑥𝑥, 𝜇𝜇(𝑥𝑥)) ∶  𝑥𝑥 ∈ 𝑋𝑋}.  

2.2 Triangular fuzzy number 

The fuzzy number is a function in which the domain is any specified set, and whose range is the 
real number lies between 0 and 1, both inclusive. Generally, a triangular fuzzy number [22] is 
expressed as 𝑇𝑇𝐹𝐹𝜇𝜇 = (𝑞𝑞1,𝑞𝑞2,𝑞𝑞3) with the respective membership function defined as  

𝜇𝜇(𝑥𝑥) =

⎩
⎪
⎨

⎪
⎧
𝑥𝑥−𝑞𝑞2
𝑞𝑞2−𝑞𝑞1

     𝑞𝑞1 ≤ 𝑥𝑥 < 𝑞𝑞2 
1,  𝑥𝑥 = 𝑞𝑞2 
𝑞𝑞3−𝑥𝑥
𝑞𝑞3−𝑞𝑞2

 𝑞𝑞2 < 𝑥𝑥 ≤ 𝑞𝑞3 

0,  otherwise.

                                                               (1) 

2.3 Intuitionistic fuzzy set 

 An intuitionistic fuzzy set [19] (IFS) 𝒩𝒩 of 𝑋𝑋 can be described in set form as 𝒩𝒩 =
{〈𝑥𝑥, 𝜇𝜇𝒩𝒩(𝑥𝑥), 𝜈𝜈𝒩𝒩(𝑥𝑥)〉: 𝑥𝑥 ∈  𝑋𝑋} where the functions: 𝜇𝜇𝒩𝒩:𝑋𝑋 → [0,1] and 𝜈𝜈𝒩𝒩:𝑋𝑋 → [0,1] represents the 
degrees of membership and non-membership of each 𝑥𝑥 ∈  𝑋𝑋 respectively with  

0 ≤ 𝜇𝜇𝑁𝑁(𝑥𝑥) + 𝜈𝜈𝒩𝒩(𝑥𝑥) ≤ 1. 

2.4 Triangular intuitionistic fuzzy number 

 A triangular intuitionistic fuzzy number (TrIFN) [23] 𝑋𝑋�𝐼𝐼 is a pair of triplets written as 
(𝑥𝑥1,𝑥𝑥2, 𝑥𝑥3;𝑥𝑥1′ , 𝑥𝑥2′ ,𝑥𝑥3′ ) where 𝑥𝑥1′ ≤ 𝑥𝑥1 ≤ 𝑥𝑥2 = 𝑥𝑥2′ ≤ 𝑥𝑥3 ≤ 𝑥𝑥3′  having membership and non-
membership functions in the following manner: 
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𝜇𝜇𝑋𝑋�𝐼𝐼(𝑥𝑥) =

⎩
⎪
⎨

⎪
⎧
𝑥𝑥−𝑥𝑥1
𝑥𝑥2−𝑥𝑥1

, 𝑥𝑥1 ≤ 𝑥𝑥 ≤ 𝑥𝑥2
1 , 𝑥𝑥 = 𝑥𝑥2
𝑥𝑥3−𝑥𝑥
𝑥𝑥3−𝑥𝑥2

, 𝑥𝑥2 ≤ 𝑥𝑥 ≤ 𝑥𝑥3
0 , otherwise

               𝜈𝜈𝑋𝑋�𝐼𝐼(𝑥𝑥) =

⎩
⎪
⎨

⎪
⎧
𝑥𝑥2−𝑥𝑥
𝑥𝑥2−𝑥𝑥1′

,  𝑥𝑥1′ ≤ 𝑥𝑥 ≤ 𝑥𝑥2
0 , 𝑥𝑥 = 𝑥𝑥2
𝑥𝑥−𝑥𝑥2
𝑥𝑥3′−𝑥𝑥2

, 𝑥𝑥2 ≤ 𝑥𝑥 ≤ 𝑥𝑥3′

1 , otherwise

                        (2) 

As 𝑥𝑥2 = 𝑥𝑥2′  so we can write TrIFN (𝑥𝑥1,𝑥𝑥2,𝑥𝑥3; 𝑥𝑥1′ ,𝑥𝑥2′ ,𝑥𝑥3′ ) as (𝑥𝑥1, 𝑥𝑥2,𝑥𝑥3; 𝑥𝑥1′ ,𝑥𝑥3′ ). 

Arithmetic operations on TrIFN 

Similar to numbers, several antiemetic operations can be defined on the TrIFNs [24]. Let 𝑋𝑋�𝐼𝐼 =
(𝑥𝑥1,𝑥𝑥2, 𝑥𝑥3;𝑥𝑥1′ , 𝑥𝑥3′ ) and 𝑌𝑌�𝐼𝐼 = (𝑦𝑦1,𝑦𝑦2,𝑦𝑦3; 𝑦𝑦1′ ,𝑦𝑦3′) be any two TrIFNs and 𝑘𝑘 be a real number. Then   

1.  𝑋𝑋�𝐼𝐼 + 𝑌𝑌�𝐼𝐼 = (𝑥𝑥1 + 𝑦𝑦1, 𝑥𝑥2 + 𝑦𝑦2, 𝑥𝑥3 + 𝑦𝑦3; 𝑥𝑥1′ + 𝑦𝑦1′ , 𝑥𝑥3′ + 𝑦𝑦3′).  
2.  𝑋𝑋�𝐼𝐼 − 𝑌𝑌�𝐼𝐼 = (𝑥𝑥1 − 𝑦𝑦3, 𝑥𝑥2 − 𝑦𝑦2, 𝑥𝑥3 − 𝑦𝑦1; 𝑥𝑥1′ − 𝑦𝑦3′ , 𝑥𝑥3′ − 𝑦𝑦1′).  
3.  𝑘𝑘.𝑋𝑋�𝐼𝐼 = 𝑘𝑘. (𝑥𝑥1,𝑥𝑥2,𝑥𝑥3; 𝑥𝑥1′ ,𝑥𝑥3′ ) = (𝑘𝑘𝑥𝑥1,𝑘𝑘𝑥𝑥2,𝑘𝑘𝑥𝑥3;𝑘𝑘𝑥𝑥1′ ,𝑘𝑘𝑥𝑥3′ ) if 𝑘𝑘 ≥ 0.  
4.  𝑘𝑘.𝑋𝑋�𝐼𝐼 = 𝑘𝑘. (𝑥𝑥1,𝑥𝑥2,𝑥𝑥3; 𝑥𝑥1′ ,𝑥𝑥3′ ) = (𝑘𝑘𝑥𝑥3,𝑘𝑘𝑥𝑥2,𝑘𝑘𝑥𝑥1;𝑘𝑘𝑥𝑥3′ ,𝑘𝑘𝑥𝑥1′) if 𝑘𝑘 < 0.  
5.  𝑋𝑋�𝐼𝐼 × 𝑌𝑌�𝐼𝐼 = (𝑥𝑥1𝑦𝑦1,𝑥𝑥2𝑦𝑦2, 𝑥𝑥3𝑦𝑦3;𝑥𝑥1′𝑦𝑦1′ ,𝑥𝑥3′ 𝑦𝑦3′).   

2.5 Linear programming 

Linear programming problems [25] include the optimization of real-world problems, in which 
the quantity of the objective function must be maximized or minimized with some constraints. 
Constraints are linear equalities or inequalities. It consists of the following parts. 

• Decision variables set 𝑋𝑋; 
• Objective Function: A linear function 𝑓𝑓(𝑥𝑥) is maximized(minimized); 
• Constraints: 𝑔𝑔𝑖𝑖(𝑥𝑥) ≤ 𝑏𝑏𝑖𝑖.  

2.6 Multi-objective linear programming 

In multi-objective linear programming [26], we have variations in the objective function as well 
as in the constraints. The mathematical representation of multi-objective linear programming is 
as follows: 

Maximize 
         𝑓𝑓𝑠𝑠(𝑥𝑥) = 𝑎𝑎𝑠𝑠1. 𝑥𝑥1 + 𝑎𝑎𝑠𝑠2. 𝑥𝑥2+. . . +𝑎𝑎𝑠𝑠𝑠𝑠.𝑥𝑥𝑛𝑛 for all 𝑠𝑠. 
such that  

 𝑎𝑎𝑡𝑡1.𝑥𝑥1 + 𝑎𝑎𝑡𝑡1.𝑥𝑥1+. . . +𝑎𝑎𝑡𝑡1.𝑥𝑥1 ⪌ 𝑏𝑏𝑡𝑡 

In general, there is no single point (𝑥𝑥) = (𝑥𝑥1,𝑥𝑥2, . . . , 𝑥𝑥𝑛𝑛) which optimizes each objective func-
tion individually. Many real-world problems can be modelled as multi-objective linear pro-
gramming problems. A linear program with more than one objective function is known as a mul-
ti-objective linear program (MOLP).  

2.7 Fuzzy linear programming 

Fuzzy linear programming [27] represented as: 

 Max        𝑍𝑍�. 𝑥𝑥 
subject to                                                 ∑𝑛𝑛𝑗𝑗=1 𝑋𝑋�𝑖𝑖𝑖𝑖. 𝑥𝑥𝑗𝑗 ≥ 𝑌𝑌�𝑖𝑖, 𝑖𝑖 = 1,2, . . .𝑚𝑚                                                      (3) 

 𝑥𝑥𝑗𝑗 ≥ 0, 𝑗𝑗 = 1,2, . . .𝑛𝑛 

where 𝑋𝑋𝑖𝑖𝑖𝑖  are decision variables in the constraints and 𝑥𝑥𝑗𝑗 are non-negative fuzzy numbers. Fuzzy 
linear programming problems with decision variables and parameters play an important role in 
several applications in different areas, such as mathematical modelling, manufacturing and pro-
duction, environment management, supply chain management, and transportation management. 
In fuzzy linear programming, fuzziness considers either the objective function or the constraint 
equations. 
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2.8 Linear programming with triangular intuitionistic fuzzy number 

The linear programming model with triangular intuitionistic fuzzy numbers [21] can be ex-
pressed as  

 Minimize        ∑𝑛𝑛𝑗𝑗=1 𝑍𝑍�𝑗𝑗𝐼𝐼 . 𝑥𝑥𝑗𝑗  
subject to                                                   ∑𝑛𝑛𝑗𝑗=1 𝑋𝑋�𝑖𝑖𝑖𝑖𝐼𝐼 . 𝑥𝑥𝑗𝑗 ≥ 𝑌𝑌�𝑖𝑖𝐼𝐼 , 𝑖𝑖 = 1,2, . . .𝑚𝑚                                                   (4) 
                                                                                𝑥𝑥𝑗𝑗 ≥ 0, 𝑗𝑗 = 1,2, . . .𝑛𝑛 

where, 𝑍𝑍�𝑗𝑗𝐼𝐼 = (𝑧𝑧𝑗𝑗,1, 𝑧𝑧𝑗𝑗,2, 𝑧𝑧𝑗𝑗,3; 𝑧𝑧𝑗𝑗,1
′ , 𝑧𝑧𝑗𝑗,2

′ , 𝑧𝑧𝑗𝑗,3
′ ), 𝑌𝑌�𝑖𝑖𝐼𝐼 = (𝑦𝑦𝑖𝑖,1,𝑦𝑦𝑖𝑖,2,𝑦𝑦𝑖𝑖,3;𝑦𝑦𝑖𝑖,1′ 𝑦𝑦𝑖𝑖,2′ ,𝑦𝑦𝑖𝑖,3′ )  

and 𝑋𝑋�𝑖𝑖𝑖𝑖𝐼𝐼 = (𝑋𝑋𝑖𝑖𝑖𝑖,1,𝑋𝑋𝑖𝑖𝑖𝑖,2,𝑋𝑋𝑖𝑖𝑖𝑖,3;𝑋𝑋𝑖𝑖𝑖𝑖,1
′ ,𝑋𝑋𝑖𝑖𝑖𝑖,2

′ ,𝑋𝑋𝑖𝑖𝑖𝑖,3
′ );  𝑖𝑖 = 1,2. . . ,𝑚𝑚 and 𝑗𝑗 = 1,2, . . . ,𝑛𝑛 are TrIFN’S. 

3. Model formulation 
In a closed-loop supply chain network problem, our main purpose is to minimize overall costs, 
distribution time, or maximize profit; in general, objectives are usually uncertain due to unpre-
dictable conditions in an evolving environment. In the proposed model, we first consider the raw 
materials and collect the initial parts. Suppliers send raw materials to the plants; in plants, the 
number of machines is working for proceeding with the products. These raw forms were further 
transformed into their final shapes. Retailers rack up commodities from plants and delivered 
them to customers. Collection centers collect customer previously purchased merchandise and 
returned goods. Further dispatch of these products to the disassembly center. The model is for-
mulated as follows: after inspection, the reusable and manufacturable products are processed 
into refurbishing centers, and useless products of bad quality are disposed of. Refurbishing cen-
ters sent used parts to the plants to be used in the next period. Consequently, the CLSC problem 
was contrived, as shown in Fig. 1. The time and cost can be reduced by reducing the overall 
emissions. End-of-life vehicle (ELV) treatment is an example of a CLSC. Most European countries 
have had an existing ELV recycling system for decades. Parts of vehicles that are expected to 
have high re-sale value are first disassembled, and collection centers collect some parts in car 
accident and others from customers. Metal recycling and other components provide valuable 
product recovery which fulfils recycling targets at minimal cost [28]. Fig. 1 depicts the closed-
loop supply chain network, forward flow from suppliers to plants, plants to retailers, and retail-
ers to customers, and backward flow from customer to collection center, collection center to 
plant, collection center to disassembly center, disassembly center to refurbishing center, and 
refurbishing center to plant. 

 
Fig. 1 Closed-loop supply chain network 
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Index sets 
𝑥𝑥 suppliers 
𝑦𝑦 plants 
𝑧𝑧 retailers 
𝑢𝑢 customers 
𝑣𝑣 collection centers 
𝑤𝑤 disassembly centers 
ℎ refurbishing centers 
𝑡𝑡 number of parts 
𝑞𝑞 number of periods 

Decision variables 
𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 supplier 𝑥𝑥 shipped amount to plant 𝑦𝑦 for part 𝑡𝑡 in period 𝑞𝑞 
𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦 plant 𝑦𝑦 shipped amount to retailer 𝑧𝑧 for part 𝑡𝑡 in period 𝑞𝑞 
𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧 retailer 𝑧𝑧 shipped amount to customer 𝑢𝑢 for part 𝑡𝑡 in period 𝑞𝑞 
𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢 customer 𝑢𝑢 shipped amount to collection center 𝑣𝑣 for part 𝑡𝑡 in period 𝑞𝑞 
𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣 collection center 𝑣𝑣 shipped amount to plant 𝑦𝑦 for part 𝑡𝑡 in period 𝑞𝑞 
𝐾𝐾𝐸𝐸𝐸𝐸 collection center 𝑣𝑣 shipped amount to disassembly center 𝑤𝑤 for part 𝑡𝑡 in period 𝑞𝑞 
𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤 disassembly center 𝑤𝑤 shipped amount to disposal for part 𝑡𝑡 in period 𝑞𝑞 
𝐸𝐸𝑇𝑇𝑇𝑇 disassembly center 𝑤𝑤 shipped amount to refurbishing center ℎ for 𝑡𝑡 in period 𝑞𝑞 
𝐹𝐹𝐼𝐼𝐼𝐼 refurbishing center ℎ shipped amount to plant 𝑦𝑦 for part 𝑡𝑡 in period 𝑞𝑞 
𝐴𝐴𝑦𝑦𝑦𝑦 if plant 𝑦𝑦 is open ,1 ; else 0. 
𝐵𝐵𝑧𝑧𝑧𝑧 if retailer 𝑧𝑧 is open ,1 ; else 0. 

Parameters 
𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥 fuzzy capacity in supplier 𝑥𝑥 for part 𝑡𝑡 in period 𝑞𝑞(ton) 
𝑚𝑚�𝑦𝑦𝑦𝑦 fuzzy capacity in plant 𝑦𝑦 in period 𝑞𝑞(ton) 
𝑛𝑛�𝑧𝑧𝑧𝑧 fuzzy capacity in retailer 𝑧𝑧 in period 𝑞𝑞(ton) 
𝑝𝑝�𝑣𝑣𝑣𝑣 fuzzy capacity in collection center 𝑣𝑣 in period 𝑞𝑞(ton) 
𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤 fuzzy capacity in disassembly center 𝑤𝑤 for part 𝑡𝑡 for period 𝑞𝑞(ton)  
𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡 fuzzy capacity in refurbishing center ℎ for part 𝑡𝑡 for period 𝑞𝑞(ton) 
𝑜𝑜�𝑢𝑢𝑢𝑢 fuzzy demand of customer 𝑢𝑢 for period 𝑞𝑞 
𝐴̃𝐴𝑞𝑞 maximum availability in plants for period 𝑞𝑞 
𝐵𝐵�𝑞𝑞 maximum availability in retailers for period 𝑞𝑞 
𝑡𝑡 unit cost of shipping  
𝑛𝑛𝑡𝑡 number of parts for the part 𝑡𝑡 from disassembling one unit of product  
𝑙𝑙𝑥𝑥𝑥𝑥 unit cost of purchasing of supplier 𝑥𝑥 for part 𝑡𝑡 
𝑚𝑚ℎ𝑡𝑡 unit cost of refurbishing of refurbishing center ℎ for part 𝑡𝑡 
𝜇𝜇𝑦𝑦𝑦𝑦 fixed opening cost for plant 𝑦𝑦 in period 𝑞𝑞 
𝜈𝜈𝑧𝑧𝑧𝑧 fixed opening cost for retailer 𝑧𝑧 in period 𝑞𝑞 
𝛼𝛼� demand of fuzzy percentage that is composed by collection centers. 
𝛽𝛽� fuzzy percentage for collection of amount that is resent to plants 
𝜃𝜃� fuzzy percentage for disassembled amount that is disposed  

Distances 
𝑑𝑑𝑥𝑥𝑥𝑥 distance in the supplier 𝑥𝑥 to plant 𝑦𝑦 (kilometer)  
𝑑𝑑𝑦𝑦𝑦𝑦 distance in the plant 𝑦𝑦 to retailer 𝑧𝑧 (kilometer)  
𝑑𝑑𝑧𝑧𝑢𝑢 distance in the retailer 𝑧𝑧 to customer 𝑢𝑢 (kilometer)  
𝑑𝑑𝑢𝑢𝑢𝑢 distance in the customer 𝑢𝑢 to collection center 𝑣𝑣 (kilometer)  
𝑑𝑑𝑣𝑣𝑣𝑣 distance in the collection center 𝑣𝑣 and plant 𝑦𝑦 (kilometer) 
𝑑𝑑𝑣𝑣𝑣𝑣 distance in the collection center 𝑣𝑣 and disassembly center 𝑤𝑤 (kilometer) 
𝑑𝑑𝑤𝑤ℎ distance in disassembly center 𝑤𝑤 to refurbishing center ℎ (kilometer) 
𝑑𝑑ℎ𝑦𝑦 distance in the refurbishing center ℎ to plant 𝑦𝑦 (kilometer) 
𝑑𝑑𝑠𝑠𝑝𝑝 distance between disassembly center 𝑤𝑤 and disposal  



Multi-objective Intuitionistic Fuzzy Linear Programming model for optimization of industrial closed-loop supply chain … 
 

Advances in Production Engineering & Management 17(3) 2022 387 
 

3.1 Objective functions 

Our main objectives ere to minimize the total costs. The first objective is to minimize the cost of 
production and assembly expenses for forward and reverse logistics, including transport system, 
buying, and renovation costs. The second goal is to reduce the fixed costs associated with the 
plants and retailers. 

𝑧𝑧1 ≅ 𝑡𝑡(�
𝑥𝑥

�
𝑦𝑦

�
𝑡𝑡

�
𝑞𝑞

𝑋𝑋�𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝐼𝐼 .𝑑𝑑𝑠𝑠𝑥𝑥𝑥𝑥 + �
𝑦𝑦

�
𝑧𝑧

�
𝑞𝑞

𝑌𝑌�𝑦𝑦𝑦𝑦𝑦𝑦𝐼𝐼 .𝑑𝑑𝑠𝑠𝑦𝑦𝑦𝑦 + �
𝑧𝑧

�
𝑢𝑢

�
𝑞𝑞

𝑍𝑍�𝑧𝑧𝑧𝑧𝑧𝑧𝐼𝐼 .𝑑𝑑𝑠𝑠𝑧𝑧𝑧𝑧 

   +�
𝑢𝑢

�
𝑣𝑣

�
𝑞𝑞

𝑊𝑊�𝑢𝑢𝑢𝑢𝑢𝑢𝐼𝐼 .𝑑𝑑𝑠𝑠𝑢𝑢𝑢𝑢 + �
𝑣𝑣

�
𝑦𝑦

�
𝑞𝑞

𝑀𝑀�𝑣𝑣𝑣𝑣𝑣𝑣𝐼𝐼 .𝑑𝑑𝑠𝑠𝑣𝑣𝑣𝑣 + �
𝑣𝑣

�
𝑤𝑤

�
𝑞𝑞

𝐾𝐾�𝑣𝑣𝑣𝑣𝑣𝑣𝐼𝐼 .𝑑𝑑𝑠𝑠𝑣𝑣𝑣𝑣 

                      +∑𝑤𝑤 ∑𝑡𝑡 ∑𝑞𝑞 𝐷𝐷�𝑤𝑤𝑤𝑤𝑤𝑤𝐼𝐼 .𝑑𝑑𝑠𝑠𝑝𝑝 + ∑𝑤𝑤 ∑ℎ ∑𝑡𝑡 ∑𝑞𝑞 𝐸𝐸�𝑤𝑤ℎ𝑡𝑡𝑡𝑡𝐼𝐼 .𝑑𝑑𝑠𝑠𝑤𝑤ℎ + ∑ℎ ∑𝑦𝑦 ∑𝑡𝑡 ∑𝑞𝑞 𝐹𝐹�ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝐼𝐼 .𝑑𝑑𝑠𝑠ℎ𝑦𝑦) 

                      +∑𝑥𝑥 ∑𝑦𝑦 ∑𝑡𝑡 ∑𝑞𝑞 𝑋𝑋�𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝐼𝐼 . 𝑙𝑙𝑥𝑥𝑥𝑥 + ∑ℎ ∑𝑦𝑦 ∑𝑡𝑡 ∑𝑞𝑞 𝐹𝐹�ℎ𝑦𝑦𝑦𝑦𝑦𝑦𝐼𝐼 .𝑚𝑚ℎ𝑡𝑡                                                         (5) 

𝑧𝑧2 ≅ ∑𝑦𝑦 ∑𝑞𝑞 𝐴̃𝐴𝑦𝑦𝑦𝑦𝐼𝐼 . 𝜇𝜇𝑦𝑦𝑦𝑦 + ∑𝑧𝑧 ∑𝑞𝑞 𝐵𝐵�𝑧𝑧𝑧𝑧𝐼𝐼 . 𝜈𝜈𝑧𝑧𝑧𝑧                                                               (6) 

3.2 Constraints 

Supplier constraints 

The shipped amount of plant 𝑦𝑦 to supplier 𝑥𝑥 in part 𝑡𝑡 for 𝑞𝑞 is less than or equal to the fuzzy space 
of supplier 𝑥𝑥 in part 𝑡𝑡 for period 𝑞𝑞. The supplier constraints converted into fuzzy triangular 
intuitionistic numbers (see Eq. 7) show that the supplier shipped amount is less than the fuzzy 
supplier capacities.  

∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,1 ≤ 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,1,                 ∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,2 ≤ 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,2                                                  
∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,3 ≤ 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,3,                 ∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,1

′ ≤ 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,1
′                                           (7) 

∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,2
′ ≤ 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,2

′ ,                 ∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,3
′ ≤ 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,3

′                                                   
Plant constraints: 

The shipped amount of retailer 𝑧𝑧 to plant 𝑦𝑦 in period 𝑞𝑞 is less than or equal to the fuzzy capacity 
of plant 𝑦𝑦 in period 𝑞𝑞(ton). The plant constraints converted into fuzzy triangular intuitionistic 
numbers (see Eq. 8) show that the shipped amount to the retailer is less than the fuzzy plant 
capacities. 

∑𝑧𝑧 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌, 1 ≤ 𝑚𝑚�𝑦𝑦𝑦𝑦,1.𝐴𝐴𝑦𝑦𝑦𝑦,1,    ∑𝑧𝑧 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌, 2 ≤ 𝑚𝑚�𝑦𝑦𝑦𝑦,2.𝐴𝐴𝑦𝑦𝑦𝑦,2 
                                     ∑𝑧𝑧 𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌, 3 ≤ 𝑚𝑚�𝑦𝑦𝑦𝑦,3.𝐴𝐴𝑦𝑦𝑦𝑦,3,    ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,1

′ ≤ 𝑚𝑚�𝑦𝑦𝑦𝑦,1
′ .𝐴𝐴𝑦𝑦𝑦𝑦,1                                  (8) 

        ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,2
′ ≤ 𝑚𝑚�𝑦𝑦𝑦𝑦,2

′ .𝐴𝐴𝑦𝑦𝑦𝑦,2,        ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,3
′ ≤ 𝑚𝑚�𝑦𝑦𝑦𝑦,3

′ .𝐴𝐴𝑦𝑦𝑦𝑦,3  
Retailer constraints 

The shipped amount of customer 𝑢𝑢 to retailer 𝑧𝑧 in period 𝑞𝑞 is less than or equal to the fuzzy 
space of retailer 𝑧𝑧 for period 𝑞𝑞. The retailer constraints converted into fuzzy triangular 
intuitionistic numbers (see Eq. 9) show that the shipped amount to the customer is less than the 
fuzzy retailer capacities.  

∑𝑢𝑢 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,1 ≤ 𝑛𝑛�𝑧𝑧𝑧𝑧,1.𝐵𝐵𝑧𝑧𝑧𝑧,1 ,   ∑𝑢𝑢 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,2 ≤ 𝑛𝑛�𝑧𝑧𝑧𝑧,2.𝐵𝐵𝑧𝑧𝑧𝑧,2 
                                ∑𝑢𝑢 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,3 ≤ 𝑛𝑛�𝑧𝑧𝑧𝑧,3.𝐵𝐵𝑧𝑧𝑧𝑧,3,    ∑𝑢𝑢 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,1

′ ≤ 𝑛𝑛�𝑧𝑧𝑧𝑧,1
′ .𝐵𝐵𝑧𝑧𝑧𝑧,1                                  (9) 

∑𝑢𝑢 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,2
′ ≤ 𝑛𝑛�𝑧𝑧𝑧𝑧,2

′ .𝐵𝐵𝑧𝑧𝑧𝑧,2,    ∑𝑢𝑢 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧,1
′ ≤ 𝑛𝑛�𝑧𝑧𝑧𝑧,1

′ .𝐵𝐵𝑧𝑧𝑧𝑧,1 
Collection center 

The shipped amount of plant 𝑦𝑦 and disassembly center 𝑤𝑤 to collection center 𝑣𝑣 for period 𝑞𝑞 is 
less than or equal to the fuzzy space of collection center 𝑣𝑣 for period 𝑞𝑞. The collection center 
constraints converted into fuzzy triangular intuitionistic numbers (see Eq. 10) show that the 
shipped amount to the plant and disassembly center is less than the fuzzy capacities of the 
collection center.  
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∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,1 + ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1 ≤ 𝑃𝑃�𝑣𝑣𝑣𝑣,1,  ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,2 + ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2 ≤ 𝑃𝑃�𝑣𝑣𝑣𝑣,2 
              ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,3 + ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3 ≤ 𝑃𝑃�𝑣𝑣𝑣𝑣,3,   ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,1

′ + ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1 ≤ 𝑃𝑃�𝑣𝑣𝑣𝑣,1
′                 (10) 

∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,2
′ + ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2 ≤ 𝑃𝑃�𝑣𝑣𝑣𝑣,2

′ ,   ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,3
′ +∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3 ≤ 𝑃𝑃�𝑣𝑣𝑣𝑣,3

′  
Disassembly center 

The shipped amount disposal 𝑝𝑝 to disassembly center 𝑤𝑤 and refurbishing center ℎ of part 𝑡𝑡 for 
period 𝑞𝑞 is less than or equal to the fuzzy space for disassembly center 𝑤𝑤 of part 𝑡𝑡 in period 𝑞𝑞. 
The disassembly center constraints converted into fuzzy triangular intuitionistic numbers (see 
Eq. 11) show that the shipped amount to the disposal and refurbishing center is less than the 
fuzzy capacities of disassembly center.  

          𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,1 +∑ℎ 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,1 ≤ 𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤,1,  𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,2 + ∑ℎ 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,2 ≤ 𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤,2 
   𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,3 + ∑ℎ 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,3 ≤ 𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤,3,  𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,1

′ + ∑ℎ 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,1
′ ≤ 𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤,1

′                           (11) 
          𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,2

′ +∑ℎ 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,2
′ ≤ 𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤,2

′ , 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,3
′ + ∑ℎ 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,3

′ ≤ 𝑞𝑞�𝑤𝑤𝑤𝑤𝑤𝑤,3
′  

Refurbishing center 

The shipped amount of plant 𝑦𝑦 to refurbishing center ℎ of part 𝑡𝑡 for period 𝑞𝑞 is less than or equal 
to the fuzzy capacity of refurbishing center ℎ of part 𝑡𝑡 for period 𝑞𝑞. The refurbishing center con-
straints converted into fuzzy triangular intuitionistic numbers (see Eq. 12) shows the shipped 
amount to the plant is less than the fuzzy capacities of the refurbishing center. 

                                            ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,1 ≤ 𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡,1,  ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,2 ≤ 𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡,2 
                                    ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,3 ≤ 𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡,3, ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,1

′ ≤ 𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡,1
′                                                (12) 

                                            ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,2
′ ≤ 𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡,2

′ , ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,3
′ ≤ 𝑟̃𝑟ℎ𝑡𝑡𝑡𝑡,3

′  
Retailers 

The shipped quantity of customer 𝑢𝑢 to retailers 𝑧𝑧 for period 𝑞𝑞 is greater than or equal to the 
fuzzy demand for customer 𝑢𝑢 of period 𝑞𝑞. The retailer constraints converted into fuzzy 
triangular intuitionistic numbers (see Eq. 13) show that the shipped quantity from the retailer is 
greater than the fuzzy customer demand.  

                                            ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,1 ≥ 𝑂𝑂�𝑢𝑢𝑢𝑢,1,  ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,2 ≥ 𝑂𝑂�𝑢𝑢𝑢𝑢,2 
                                        ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,3 ≥ 𝑂𝑂�𝑢𝑢𝑢𝑢,3,  ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,1

′ ≥ 𝑂𝑂�𝑢𝑢𝑢𝑢,1
′                                                   (13) 

                                            ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,2
′ ≥ 𝑂𝑂�𝑢𝑢𝑢𝑢,2

′ , ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,3
′ ≥ 𝑂𝑂�𝑢𝑢𝑢𝑢,3

′  
Plant opening constraints 

If plant 𝑦𝑦 is open during period 𝑞𝑞 the value is 1; otherwise, 0 is less than or equal to the maxi-
mum available set of plants for period 𝑞𝑞 (see Eq. 14). 

                                                          ∑𝑦𝑦 𝐻𝐻𝑦𝑦𝑦𝑦,1 ≤ 𝐴̃𝐴𝑞𝑞,1,  ∑𝑦𝑦 𝐻𝐻𝑦𝑦𝑦𝑦,2 ≤ 𝐴̃𝐴𝑞𝑞,2 
                                           ∑𝑦𝑦 𝐻𝐻𝑦𝑦𝑦𝑦,3 ≤ 𝐴̃𝐴𝑞𝑞,3, ∑𝑦𝑦 𝐻𝐻𝑦𝑦𝑦𝑦,1

′ ≤ 𝐴̃𝐴𝑞𝑞,1
′                                                          (14) 

                                                           ∑𝑦𝑦 𝐻𝐻𝑦𝑦𝑦𝑦,2
′ ≤ 𝐴̃𝐴𝑞𝑞,2

′ , ∑𝑦𝑦 𝐻𝐻𝑦𝑦𝑦𝑦,3
′ ≤ 𝐴̃𝐴𝑞𝑞,3

′  
Retailer opening constraints 

If retailer 𝑧𝑧 is open during period 𝑞𝑞 the value is 1; otherwise, 0 is less than or equal to the maxi-
mum available set of retailers 𝑧𝑧 for period 𝑞𝑞 (see Eq. 15). 

                                            ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧,1 ≤ 𝐵𝐵�𝑞𝑞,1,  ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧,2 ≤ 𝐵𝐵�𝑞𝑞,2 
                                     ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧,3 ≤ 𝐵𝐵�𝑞𝑞,3,  ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧,1

′ ≤ 𝐵𝐵�𝑞𝑞,1
′                                                           (15) 

                                            ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧,2
′ ≤ 𝐵𝐵�𝑞𝑞,2

′ ,  ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧,3
′ ≤ 𝐵𝐵�𝑞𝑞,3

′  
Balance equations 

Balance equations (see Eqs. 16 to 61) show that the shipped amounts that enter these capacities 
must be equal to the number of products that leave the places for forward and reverse flow, and 
Eq. 62 incites the non-negativity of the decision variables. 

∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,1 + ∑𝑛𝑛 𝐹𝐹ℎ𝑦𝑦𝑦𝑦(𝑞𝑞−1),1 + 𝑛𝑛𝑡𝑡 ∑𝑣𝑣 𝑀𝑀𝑣𝑣𝑣𝑣(𝑞𝑞−1),1 − 𝑛𝑛𝑡𝑡 ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,1 = 0                      (16) 
∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,2 + ∑𝑛𝑛 𝐹𝐹ℎ𝑦𝑦𝑦𝑦(𝑞𝑞−1),2 + 𝑛𝑛𝑡𝑡 ∑𝑣𝑣 𝑀𝑀𝑣𝑣𝑣𝑣(𝑞𝑞−1),2 − 𝑛𝑛𝑡𝑡 ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,2 = 0                      (17) 
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∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,3 + ∑𝑛𝑛 𝐹𝐹ℎ𝑦𝑦𝑦𝑦(𝑞𝑞−1),3 + 𝑛𝑛𝑡𝑡 ∑𝑣𝑣 𝑀𝑀𝑣𝑣𝑣𝑣(𝑞𝑞−1),3 − 𝑛𝑛𝑡𝑡 ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,3 = 0                 (18) 
∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,1 + ∑𝑛𝑛 𝐹𝐹ℎ𝑦𝑦𝑦𝑦(𝑞𝑞−1),1 + 𝑛𝑛𝑡𝑡 ∑𝑣𝑣 𝑀𝑀𝑣𝑣𝑣𝑣(𝑞𝑞−1),1 − 𝑛𝑛𝑡𝑡 ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,1 = 0                 (19) 
∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,2 + ∑𝑛𝑛 𝐹𝐹ℎ𝑦𝑦𝑦𝑦(𝑞𝑞−1),2 + 𝑛𝑛𝑡𝑡 ∑𝑣𝑣 𝑀𝑀𝑣𝑣𝑣𝑣(𝑞𝑞−1),2 − 𝑛𝑛𝑡𝑡 ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,2 = 0                 (20) 
∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,3 + ∑𝑛𝑛 𝐹𝐹ℎ𝑦𝑦𝑦𝑦(𝑞𝑞−1),3 + 𝑛𝑛𝑡𝑡 ∑𝑣𝑣 𝑀𝑀𝑣𝑣𝑣𝑣(𝑞𝑞−1),3 − 𝑛𝑛𝑡𝑡 ∑𝑧𝑧 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,3 = 0                 (21) 
∑𝑦𝑦 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,1 − ∑𝑢𝑢 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,1 = 0,           ∑𝑦𝑦 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,2 − ∑𝑢𝑢 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,2 = 0                               (22) 
∑𝑦𝑦 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,3 − ∑𝑢𝑢 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,3 = 0,           ∑𝑦𝑦 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,1

′ − ∑𝑢𝑢 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,1
′ = 0                               (23) 

∑𝑦𝑦 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,2
′ − ∑𝑢𝑢 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,2

′ = 0                                                                                            (24) 
∑𝑦𝑦 𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦,3

′ − ∑𝑢𝑢 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,3
′ = 0                                                                                            (25) 

𝛼𝛼� ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,1 − ∑𝑣𝑣 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,1 = 0                                                                                       (26) 
 𝛼𝛼� ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,2 − ∑𝑣𝑣 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,2 = 0                                                                                       (27) 
𝛼𝛼� ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,3 − ∑𝑣𝑣 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,3 = 0                                                                                       (28)  
𝛼𝛼� ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,1

′ − ∑𝑣𝑣 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,1
′ = 0                                                                                       (29) 

𝛼𝛼� ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,2
′ − ∑𝑣𝑣 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,2

′ = 0                                                                                       (30) 
𝛼𝛼� ∑𝑧𝑧 𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧,3

′ − ∑𝑣𝑣 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,3
′ = 0                                                                                       (31) 

𝛽𝛽� ∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,1 − ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,1 = 0                                                                                     (32)  
𝛽𝛽� ∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,2 − ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,2 = 0                                                                                     (33) 
𝛽𝛽� ∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,3 − ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,3 = 0                                                                                     (34)  
𝛽𝛽� ∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,1

′ − ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,1
′ = 0                                                                                     (35) 

𝛽𝛽� ∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,2
′ − ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,2

′ = 0                                                                                     (36)  
𝛽𝛽� ∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,3

′ − ∑𝑦𝑦 𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣,3
′ = 0                                                                                     (37) 

�1 − 𝛽𝛽��∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,1 − ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1 = 0                                                                         (38) 
�1 − 𝛽𝛽��∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,2 − ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2 = 0                                                                         (39) 
(1 − 𝛽𝛽�)∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,3 − ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3 = 0                                                                         (40)  
(1 − 𝛽𝛽�)∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,1

′ − ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1
′ = 0                                                                         (41) 

 (1 − 𝛽𝛽�)∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,2
′ − ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2

′ = 0                                                                         (42) 
 (1 − 𝛽𝛽�)∑𝑢𝑢 𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢,3

′ − ∑𝑤𝑤 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3
′ = 0                                                                         (43) 

𝑛𝑛𝑡𝑡(𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1 − 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,1 = 0                                                                                     (44)  
𝑛𝑛𝑡𝑡(𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2 − 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,2 = 0                                                                                     (45) 
𝑛𝑛𝑡𝑡(𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3 − 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,3 = 0                                                                                     (46)  
𝑛𝑛𝑡𝑡(𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1

′ − 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,1
′ = 0                                                                                     (47) 

𝑛𝑛𝑡𝑡(𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2
′ − 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,2

′ = 0                                                                                     (48) 
 𝑛𝑛𝑡𝑡(𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3

′ − 𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤,3
′ = 0                                                                                     (49) 

𝑛𝑛𝑡𝑡�1− 𝜃𝜃��∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1 − ∑ℎ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤,1 = 0                                                                      (50)  
𝑛𝑛𝑛𝑛(1 − 𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2 − ∑ℎ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤,2 = 0                                                                      (51) 
𝑛𝑛𝑡𝑡�1− 𝜃𝜃��∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3 − ∑ℎ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤,3 = 0                                                                      (52)  
𝑛𝑛𝑛𝑛(1 − 𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,1

′ − ∑ℎ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤,1
′ = 0                                                                      (53) 

𝑛𝑛𝑡𝑡(1− 𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,2
′ − ∑ℎ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤,2

′ = 0                                                                      (54)  
𝑛𝑛𝑡𝑡(1− 𝜃𝜃�)∑𝑣𝑣 𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,3

′ − ∑ℎ 𝐸𝐸𝑤𝑤𝑤𝑤𝑤𝑤,3
′ = 0                                                                      (55) 

∑𝑤𝑤 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,1 − ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,1 = 0                                                                                      (56)  
∑𝑤𝑤 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,2 − ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,2 = 0                                                                                      (57) 
∑𝑤𝑤 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,3 − ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,3 = 0                                                                                      (58)  
∑𝑤𝑤 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,1

′ − ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,1
′ = 0                                                                                      (59) 

∑𝑤𝑤 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,2
′ − ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,2

′ = 0                                                                                      (60) 
 ∑𝑤𝑤 𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡,3

′ − ∑𝑦𝑦 𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦,3
′ = 0                                                                                      (61) 

    𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 ,𝑌𝑌𝑦𝑦𝑦𝑦𝑦𝑦 ,𝑍𝑍𝑧𝑧𝑧𝑧𝑧𝑧 ,𝑊𝑊𝑢𝑢𝑢𝑢𝑢𝑢 ,𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣 ,𝐾𝐾𝑣𝑣𝑣𝑣𝑣𝑣,𝐷𝐷𝑤𝑤𝑤𝑤𝑤𝑤 ,𝐸𝐸𝑤𝑤ℎ𝑡𝑡𝑡𝑡 ,𝐹𝐹ℎ𝑦𝑦𝑦𝑦𝑦𝑦 ≥ 0.                               (62) 
Binary variables 
If plant y and retailer z in period q are open 1, then the binary variables 𝐴̃𝐴𝑦𝑦𝑦𝑦𝐼𝐼  𝑎𝑎𝑎𝑎𝑎𝑎 𝐵𝐵�𝑧𝑧𝑧𝑧𝐼𝐼  are 1; 
otherwise 0.  
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4. Application: Results and discussion 
Closed-loop supply chain networks are primarily expressed as forward and reverse logistics. In 
this study the forward flow of the industrial CLSC contains five suppliers, four plants, four retail-
ers, and five customers, as shown in Fig. 2. It is assumed that each supplier has three different 
components for the six periods, and each component has different rates depending upon its 
quality and demand. 

In this study, reverse flow incorporates two collection centers which collect used products 
from customers. Two disassembly centers assemble the returned products, whether they are 
further recycled. If the product cannot be recycled, it is sent to one disposal center to be discard-
ed, and the remaining items are further forwarded into two refurbishing centers, as shown in 
reverse logistic Fig. 3.  

 
Fig. 2 Forward flow in closed-loop supply chain network 

 

 
Fig. 3 Reverse flow in closed-loop supply chain network 

Transportation cost 𝑡𝑡 per unit is taken as 4.21 USD of one tonne goods over a distance of one 
kilometer for general loading vehicle. Purchasing and refurbishing unit costs named as 𝑙𝑙𝑥𝑥𝑥𝑥 and 
𝑚𝑚ℎ𝑡𝑡 for all the three components are set as 15 USD per ton and 10 USD per ton respectively. 
Fixed cost for each plant 𝜇𝜇𝑦𝑦𝑦𝑦 and retailer 𝜈𝜈𝑧𝑧𝑧𝑧 taken as 500 USD and 300 USD respectively for all 
the six periods. Maximum available plants 𝐴𝐴𝑦𝑦𝑦𝑦 and retailers 𝐵𝐵𝑧𝑧𝑧𝑧 both are four. The multi objec-
tive closed-loop supply chain model is used for transportation plan to control the expenses and 
maximize the profit. For optimising the model in fuzzy scenario, we apply the hypothetical val-
ues in proposed model in Section 3. The proposed model of closed-loop supply chain centralizes 
the envision to minimize total and fixed distribution cost on available capacities. 

Now we generate some scenarios to get the optimum result. Consider the hypothetical values 
for amount shipped from one stage to the next and capacities according to the storage of prod-
ucts. Firstly, convert the data into triangular intuitionistic fuzzy numbers to maximize the profit 
in industrial closed-loop supply chain. Maximization of profit by using triangular intuitionistic 
fuzzy numbers is highly dependent upon the constraints and objective function. In this research 
we covert our constraints into fuzzy constraint by using weighted average method which mini-
mize the total and fixed cost. For instance, the supplier constraints in Eq. 7 are modified as: 

∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,1 ≤ 𝑤𝑤1. 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,1,   ∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,2 ≤ 𝑤𝑤2. 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,2  
∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,3 ≤ 𝑤𝑤3. 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,3,  ∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,1

′ ≤ 𝑤𝑤4. 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,1
′                                           (63) 

∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,2
′ ≤ 𝑤𝑤5. 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,2

′ ,   ∑𝑥𝑥 𝑋𝑋𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥,3
′ ≤ 𝑤𝑤6. 𝑙𝑙𝑥𝑥𝑥𝑥𝑥𝑥,3

′  
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where 𝑤𝑤1 = 0.16 , 𝑤𝑤2 = 0.18 , 𝑤𝑤3 = 0.16 , 𝑤𝑤4 = 0.16 , 𝑤𝑤5 = 0.18, 𝑤𝑤6 = 0.16 with 𝑤𝑤1 + 𝑤𝑤2 + 𝑤𝑤3 +
𝑤𝑤4 + 𝑤𝑤5 + 𝑤𝑤6 = 1. For the application of presented model hypothetical numeric values are tak-
en in Tables 1-5. The Table 4 and 5 shows the converted values in triangular intuitionistic fuzzy 
number by weighted sum method which provides the significant finding. Due to recognition of 
ecological challenges, authorizing legislation closed-loop supply chain is highly adoptable for 
industrial production. However, results from complex projects show that the proposed model 
can find an effective, adaptable, and suitable method for industrial closed-loop supply chain 
network. The formulated problem is solved through MATLAB2018a fuzzy technique gives the 
optimality result of total cost 2020800, in which the fuzziness and ambiguity of data is absorbed 
by using triangular fuzzy number. Second scenario generated by using triangular intuitionistic 
fuzzy concept and the modelling yields more accurate and flexible result 1012400, which depicts 
the cost is minimized with the noticeable difference of 1008400. Therefore, the triangular intui-
tionistic method is much appropriate for given closed-loop supply chain problem.  

Table 1 Distance from suppliers to plants, plants to retailers and collection centers in km 
Stages Plant 1 Plant 2 

1st supplier 150 200 
2nd supplier 150 150 
3rd supplier 160 110 
1st Retailer  80 90 
2nd Retailer  150 100 
3rd Retailer  70 90 

1st collection center  40 55 
2nd collection center  70 50 
3rd collection center  50 70 

Table 2 Distance from retailers to customers and customers to collection centers in km 
Stage Customer A Customer B Customer C Customer D 

1st Retailer 100 60 150 80 
2nd Retailer 150 90 90 60 
3rd Retailer 100 80 80 30 

1st collection center 150 60 30 90 
2nd collection center 70 50 35 80 
3rd collection center 30 80 40 50 

Table 3 Distance from collection centers to disassembly centers and disassembly centers to refurbishing centers in km 
Disassembly 

center 
Collection 
center 1 

Collection 
center 2 

Collection 
center 3 

Disposal Refurbishing 
center 1 

Refurbishing 
center 2 

Refurbishing 
center 3 

1 90 60 50 70 40 70 50 
2 100 95 30 50 50 60 90 
3 150 80 40 80 40 30 70 

 
Table 4 Triangular intuitionistic fuzzy supplier capacity 
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Table 5 Triangular intitionistic fuzzy capacity 
TIFNC  𝑎𝑎1  𝑎𝑎2  𝑎𝑎3  𝑎𝑎1′   𝑎𝑎3′   𝑎𝑎1  𝑎𝑎2  𝑎𝑎3  𝑎𝑎1′   𝑎𝑎3′   𝑎𝑎1  𝑎𝑎2  𝑎𝑎3  𝑎𝑎1′   𝑎𝑎3′   
Stage  Period 1  Period 2  Period 3 

Plant1 150 160 170 130 180 310 320 350 300 380 270 280 290 250 300 
Plant2 160 170 180 150 200 300 310 380 350 400 250 260 270 230 280 

 Period 4 Period 5 Period 6  
Plant1 100 110 120 90 130 120 130 140 100 150 370 380 390 360 400 
Plant2 140 150 170 130 180 150 170 180 140 190 410 420 430 400 450 

  Period 1  Period 2  Period 3 
Retailer1 160 170 180 150 190 140 160 170 130 180 350 370 380 330 390 
Retailer2 150 160 170 130 180 80 900 100 70 110 270 280 290 260 300 
Retailer3 120 130 140 110 150 100 110 130 80 150 250 260 280 220 290 

 Period 4 Period 5 Period 6  
Retailer1 250 260 270 240 280 230 270 280 200 300 230 260 270 210 280 
Retailer2 160 170 180 130 190 190 200 210 180 220 220 230 240 200 250 
Retailer3 200 220 230 180 250 210 220 230 200 240 260 280 300 240 310 

  Period 1  Period 2  Period 3 
Customer1 200 210 220 190 230 260 270 280 250 290 370 380 400 350 410 
Customer2 170 180 190 160 200 210 220 230 200 240 400 410 420 380 440 
Customer3 120 130 140 110 150 270 280 290 250 300 370 380 390 360 400 
Customer4 120 140 150 100 170 310 330 340 300 360 220 230 250 200 290 

 Period 4 Period 5 Period 6  
Customer1 260 270 280 230 290 340 350 360 330 370 230 240 250 220 300 
Customer2 210 240 250 200 260 350 370 380 340 390 200 220 230 200 250 
Customer3 150 170 200 220 210 360 370 380 350 400 240 250 260 230 270 
Customer4 230 240 250 210 280 420 430 440 410 450 230 240 250 210 260 

5. Conclusion  
Developing countries are striving to fight poverty and achieve sustainable development goals to 
improve the masses. In the current era, effective management of supply chain networks is im-
perative for reducing costs and maximizing optimization, thus contributing to the achievement 
of human capital development. This study chooses closed-loop supply chain (CLSC) networks for 
various industrial processes, as it integrates forward and backward logistics. The study relies on 
the triangular intuitionistic fuzzy number model to improve the output of CLSC networks in 
terms of reduced costs. This study contributes to the existing literature by using the chosen 
closed-loop supply chain model that comprehensively discusses forward and backward logistics 
in a systematic manner to address pricing issues more effectively under uncertain circumstanc-
es. Second, the employed method of triangular intuitionistic fuzzy numbers helped us to deal 
with a large dataset in a systematic and coordinated fashion, thus producing the desired results. 
Accounting for the catastrophes of Covid-19, and the ongoing financial turmoil in developing 
countries, the usage and implementation of CLSC networks alongside the employment of trian-
gular intuitionistic fuzzy numbers for optimization of the linear programming model will effec-
tively improve the efficiency of various supply chain networks, thus adding to human evolution. 
Moreover, the enhancement in software solutions would lead to more sustainable and efficient 
findings for further research. 
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