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Editorial | Uvodnik
Dear Reader,

This is the third issue of our renewed journal. With the first issue 2012 we have completed the renewal of the journal 
design. This (3rd) issue finishes the renewal of Editorial Board (EB) adding an additional EB member. We have inter-
nationalized the EB with distinguished researchers across Europe to cover five areas of research and development:
•	 Technologies	and	Materials	(Associate	Editor:	Asst.	Prof.	Dr.	Danjela	Kuščer	Hrovatin)
•	 Sensors	and	Actuators	(Associate	Editor:	Prof.	Dr.	Slavko	Amon)
•	 Electronics	(Associate	Editor:	Prof.	Dr.	Andrej	Žemva
•	 Power	Engineering	(Associate	Editor:	Prof.	Dr.	Vanja	Ambrožič)
•	 Communications	(Associate	Editor:	Prof.	Dr.	Matjaž	Vidmar)

related to Microelectronics, Electronic Devices and Materials. We suceeded in very short time to ramp up the whole 
wheels of journal publishing that is now already in full swing. The renewed Editorial Board counts 16 members 
(above are named five Associate Editors) has agreed to increase high quality standards for all types of papers being 
published in our journal (order of appearance in each quarterly issue):
•	 review	scientific	paper	(pregledni	znanstveni	članek)
•	 original	scientific	paper	(izvirni	znanstveni	članek)
•	 professional	paper	(strokovni	članek)

Since we publish papers only quarterly we see no purpose to publish letter papers or short communication papers. 
All submitted manuscripts undergo peer-review process with up to two reviewers and 2012 has so far brought the 
following statistics of submitted manuscripts:
•	 accepted	22	%	(most	of	them	after	minor	revision)
•	 rejected	22	%	(most	of	them	after	revised	version)
•	 out-of-scope:	11	%	(before	undergoing	peer-review)
•	 under	review	44	%

that reflects sound peer-review process.

The whole EB is committed to shorten the review process and we cordially thank all reviewers, past, present and 
future, for their dedicated work in due time (usually 4 weeks). We have not calculated the time between submis-
sion and decision of submitted manuscripts yet, but the time spread is big and mainly depends on the willingness 
of potential reviewers to accept a manuscript for peer-review. In these modern times when nobody has time it is 
hard to find reviewers, but a broad international network of experts that members of editorial board have makes 
our peer-review process objective and time efficient. I sincerely thank all members of editorial board for numerous 
e-mails in search for reviewers.

In this issue we publish the first professional paper, while we still wait and ask for a review paper solicited to the 
above areas to be published. Some short news may appear at the end of each issue as it used to be in the previous 
volumes.

Enjoy reading of the 3rd issue!

Marko Topič 
Editor-in-Chief

P.S. 
All papers published in Informacije MIDEM (since 1986) can be access electronically at http://midem-drustvo.si/
journal/home.aspx.
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Scientific original paper

Ultra-Compact Dual-Band 3-D Hilbert 
Resonator in LTCC Technology
Nikolina Janković, Vasa Radonić and Vesna Crnojević-Bengin

University of Novi Sad, Faculty of Technical Sciences, Novi Sad, Serbia

Abstract: An ultra-compact dual-band resonator is presented based on a three-dimensional Hilbert fractal curve, with the overall 
dimensions equal to only λg/25xλg/25xλg/25, where λg denotes the guided wavelength at the first resonant frequency. Although in 
essence being a conventional half-wavelength resonator, 3-D Hilbert resonator can also be used as a dual-band resonator since its first 
and second harmonic resonances can be independently controlled due to its multilayer geometry. The resonator has been fabricated 
in Low Temperature Co-fired Ceramics (LTCC) technology using DuPont 951 Green Tape and a very good agreement between the 
simulated and measured responses has been obtained, proving LTCC to be very suitable for the fabrication of multilayer microwave 
passive devices.

Keywords: microwave resonator, fractal curve, multilayer structure, LTCC, dual-band filter

Ultra kompakten dvopasovni resonator v LTCC 
tehnologiji
Izvleček: Predstavljen je ultra kompakten dvopasovni resonator, ki temelji na tridimenzionalni Hilbertovi fraktalni krivulji. Velikosti 
so le λg/25xλg/25xλg/25, kjer λg predstavlja vodilno valovno dolžino pri prvi resonančni frekvenci. Čeprav je 3D Hilbertov resonator v 
osnovi klasičen pol-valoven resonator se ga, zaradi večplastne strukture in možnosti ločenega kontroliranja druge in tretje harminične 
frekvence, uporablja kot dvopasovni resonator. Resonator je bil izdelan v tehnologiji DuPoint 951 Green Tape nizkotemperaturne 
sočasno sintrane keramike (LTCC). Dobra ujemanja rezultatov simulacij z meritvami potrjujejo uporabnost LTCC postopka za izdelavo 
večslojnih mikrovalovnih pasivnih elementov.

Ključne besede: mikrovalovni resonator, fraktalne krivulje, večslojna struktura, LTCC, dvopasovni filter

* Corresponding Author’s e-mail: nikolina@uns.ac.rs

Journal of Microelectronics, 
Electronic Components and Materials
Vol. 42, No. 3 (2012), 137 – 143

1. Introduction

Due to the rapid development of various wireless com-
munication systems, there is an ever-increasing de-
mand for low-cost, high-performance and compact 
microwave devices such as filters and their building 
blocks - resonators. The most common approach to 
miniaturisation of microwave resonators is based on 
folding the conventional straight-line resonator in or-
der to fit it in a smaller area. However, this also reduces 
performances of the resonator and the final filter. 

Recently, deployment of fractal curves has been sug-
gested as the most prominent way to reduce the size of 
a resonator, while preserving its performance, [1]. Due 
to their unique space-filling property, fractal curves 
theoretically allow the design of infinite-length lines 
on a finite substrate area. Different fractal geometries, 
most often Hilbert and Peano fractals, have been uti-

lized in the design of miniaturized antennas [2-7], high 
impedance surfaces, [8-9], left-handed metamaterials, 
[10], RFID tags, [11], and filters, [12-15]. In [16] we have 
shown that a planar resonator based on two-dimen-
sional (2-D) Hilbert fractal curve is superior to all other 
non-fractal configurations, both in terms of the circuit 
size as well as in terms of the quality factor. 

Resonators based on the three-dimensional (3-D) Hil-
bert fractal curve and several other multilayer geom-
etries have been analysed and compared in [17]. 3-D 
Hilbert resonator has been proven to be superior to its 
2-D counterparts as well as to other 3-D geometries. 

On the other hand, beside compact size modern 
wireless systems also demand passive devices that si-
multaneously operate at two or more arbitrary (non-
harmonically related) frequencies. This cannot be eas-
ily achieved by using conventional half-wavelength or 
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quarter-wavelength resonators since their harmonics 
cannot be independently controlled. In this paper, we 
show that 3-D Hilbert resonator can be used as a dual-
band resonator, with arbitrarily positioned operating 
frequencies. Namely, mutual coupling between the ad-
jacent conductive layers strongly affects the response 
of the resonator and the positions of the first and sec-
ond resonant frequency can be almost independently 
controlled by proper variation of certain geometrical 
parameters. 

The optimized resonator has been fabricated in Low 
Temperature Co-fired Ceramics (LTCC) technology. 
LTCC originates from microelectronics but is more and 
more used today in microwave engineering, since it in-
volves single-step lamination and firing which makes 
it very reliable and particularly advantageous for fab-
rication of complex structures with many conductive 
layers.

2. Configuration and Results

Fractal curves are generated in an iterative manner by 
successive repetition of one geometrical shape with 
the other (that often is a collection of scaled copies of 
the first shape). After each iteration a fractal curve of 
the higher order is obtained, longer than the previous 
one, which better fills the space in which it is generated. 
This space-filling property of fractal curves offers high 
potentials for miniaturization of passive microwave 
circuits because, theoretically, the application of frac-
tal curves allows the design of infinite-length lines on 
a finite substrate area. Fractal curves are characterized 
by the fractal (i.e. non-integer) dimension. The dimen-
sion of every fractal curve is a number between 1 and 
2, and can be understood as a measure of the space-
filling ability of the fractal curve. The higher the fractal 
dimension, the better the fractal curve fills the given 
area, therefore achieving higher compactness. Only a 
fractal curve with the maximal possible fractal dimen-
sion will after infinite number of iterations entirely fill 
the rectangular space in which it is designed. Three 2-D 
fractal curves are known that have maximal fractal di-
mension: square Sierpinski, Peano, and Hilbert fractals 
[18]. Unlike Peano and Hilbert, Square Sierpinski frac-
tal has ends on the same side of the line, thus being 
unsuitable for the design of end-coupled microstrip 
resonators. Due to the specific shape of the line, Hil-
bert resonator exhibits larger inductance and therefore 
larger miniaturization potential than its Peano counter-
part, and that is why Hilbert fractal has been chosen as 
the basis for this work.

3-D Hilbert fractal line can be designed analogously to 
its 2-D counterpart. In Fig. 1, 3-D Hilbert fractal curve 

of the third order is shown that is used for the design 
of the 3-D Hilbert resonator. The proposed fractal reso-
nator, shown in Fig. 2, consists of four conductive and 
five dielectric layers, placed over the common ground. 
DuPont 951 Green Tape has been used with dielectric 
constant and loss tangent of εr=7.8 and 0.006, respec-
tively. The thickness of each dielectric layer is initially 
chosen to be H=400 µm. The resonator is made of the 
conductive line whose width w and spacing g are equal 
in all layers, w=g=200 µm. Adjacent conductive layers 
are connected by vias whose diameters are equal to 
the width of the lines to achieve impedance matching. 
The resonator is capacitively coupled to 50 Ω feed lines 
by using 50 µm gaps. The feed lines are positioned on 
the top (fourth) conductive layer. The role of the top di-
electric layer is to provide that the conductive lines in 
the fourth layer have approximately the same charac-
teristic impedance as those in the lower layers.

Figure 1: Schematic view of 3-D Hilbert fractal curve of 
the third order. The line starts at the node denoted with 
0 and ends at the node denoted with 63.

Simulated response of the proposed resonator is 
shown in Fig. 3. The simulations have been carried out 
using Ansoft HFSS full-wave simulator. From the posi-
tions of maximums of H-field at the first and second 
resonant frequency, it is evident that the resonator be-
haves as a conventional half-wavelength resonator. The 
first resonance occurs at 3.32 GHz which corresponds 
well to the theoretical half-wavelength resonance on 
a given substrate, taking into account the mutual in-
ductance between the adjacent layers that reduces the 
total inductance of the 3-D Hilbert resonator. The first 
resonance is characterized by high selectivity and low 
insertion loss of 1.85 dB. As expected, the second har-
monic occurs at 7.23 GHz, i.e. at approximately twice 
the frequency of the fundamental resonance. It is also 
characterized by low insertion loss of 1.21 dB. 
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3. Influence of Different Geometrical 
Parameters on 3-D Hilbert Perfor-
mances

In order to investigate influence of different geometri-
cal parameters on the performance of the proposed 
resonator, firstly the fractal resonator line width and 
spacing have been simultaneously varied between 
w=g=200 µm and w=g=350 µm, Fig. 4. As expected, 
both resonant frequencies are lowered as w and g are 
increased, due to changed inductance and capacitance 
of the resonator. At the same time, insertion losses are 
increased and the selectivity of the passbands is im-
proved.

Dielectric layers in LTCC technology are made up of a 
number of Green tape layers. Therefore, they can have 
almost arbitrary overall thickness. We have investigat-
ed the influence of dielectric layer thickness on per-
formance of 3-D Hilbert resonator by simultaneously 
varying thickness of all dielectric layers from H=100 
µm to H=400 µm. Fractal line width and spacing were 

kept equal to 200 µm in all cases, Fig. 5. Decreasing H 
enhances mutual coupling between the adjacent lay-
ers. Since maximums of E and H fields at the first and 
second resonance are located on different conductive 
layers of 3-D Hilbert, Fig. 3 (b) and (c), they are differ-
ently affected by changing the dielectric layer thick-
ness: when H is decreased, the first resonance is shifted 

(a)

(b)

Figure 2: (a) 3-D Hilbert resonator. (b) Cross sectional 
view of the 3-D Hilbert resonator.

Figure 3: Simulated response of the 3-D Hilbert reso-
nator: (a) Scattering parameters, (b) H-field at the first 
resonant frequency, (c) H-field at the second resonant 
frequency.

(c)

(a)

(b)
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towards higher frequencies while the second harmonic 
remains almost unaffected. Although decrease in layer 
thickness degrades the insertion losses, it represents a 
mechanism that can be used to change the position of 
the first resonance and, at the same time, keep the sec-
ond harmonic unaffected, thus opening up possibili-
ties to use 3-D Hilbert resonator as a dual-band resona-
tor with independently positioned passbands.

It is also interesting to note how a change in the thick-
ness of the bottom dielectric layer only, denoted with 
Hb in Fig. 2(b), affects the response of the resonator. 
A configuration with thickness of all dielectric layers 
equal to H=Hb=400 µm has been compared to the 
one where the thickness of the lowest dielectric layer 
is reduced to Hb=100 µm. Decreasing Hb increases the 
capacitance between the resonator and the ground. 
The maximum of E field is located in the top conduc-
tive layer in the case of the first resonance, and in the 
bottom conductive layer in the case of the second reso-
nance. Therefore, only the second resonance is signifi-
cantly affected by changing Hb which results in a shift 
of the second harmonic towards lower frequencies, Fig. 
6, while the first resonance remains unchanged. This 
presents additional mechanism for independent con-
trol of positions of the two passbands of 3-D Hilbert 
dual-band resonator.

It can be concluded that changing the layer thickness, 
i.e. changing the mutual coupling between the layers is 
the key mechanism to vary relative position of the first 
and second resonance, i.e. to independently control 
the positions of the passbands. Therefore, 3-D Hilbert 
resonator can be used as a dual-band resonator, where 
relative position of two resonances can be changed in 
the range from 1.29 to 2.18, as seen in Fig. 5 and Fig. 6. 

Figure 5: Influence of the thickness of the dielectric 
layers H on the performance of 3-D Hilbert resonator. 
Thickness of all dielectric layers H is varied simultane-
ously. Fractal line width and spacing are equal to 200 
mm in all cases.

Figure 6: Influence of the thickness of the bottom di-
electric layer, Hb. All upper dielectric layers are H=400 
µm thick. Fractal line width and spacing are equal to 
200 µm.

4. Fabrication and Measurement Re-
sults

Analysis presented above also reveals that various op-
timisation goals used in the design of dual-band 3-D 
Hilbert resonator, namely minimisation of insertion 
losses at both resonances, maximisation of the attenu-
ation in the stop band and selectivity of the passbands, 
are contradictory and thus a trade-off is needed. The 
configuration with H=Hb=400 µm and w=g=300 µm of-
fers the best trade-off and it has been selected for fabri-
cation. The first and second resonances are positioned 

Figure 4: Influence of the line width w and spacing g of 
the 3-D Hilbert resonator on its performance.

N. Janković et. al; Informacije Midem, Vol. 42, No. 3 (2012), 137 – 143
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at 2.55 GHz and 4.83 GHz and corresponding insertion 
losses are -2.28 dB and -1.88 dB, respectively. The over-
all dimensions of the resonator are ultra-compact: They 
are equal to only 2.1x2.1x2 mm3 i.e. λg/25xλg/25xλg/25, 
where λg is the guided wavelength. 

To validate the simulation results, the optimised 3-D 
Hilbert resonator has been fabricated in LTCC technolo-
gy. Since the minimum available spacing between two 
lines in the fabrication process available to us was 120 
µm, the resonator with 120 µm gaps to the feed lines 
has been fabricated, instead of 50 µm used in simula-
tions to characterize the resonator. This change is not 
crucial, since it practically influences only the insertion 
losses. Furthermore, it should be noted that gaps of 50 
µm are achievable in standard LTCC technology by us-
ing screens with higher resolution or by laser trimming. 

Standard LTCC procedure that includes several well-
known steps was used. DuPont 951 Green Tape has 
been used for the fabrication of dielectric layers, with 
thickness equal to 114 µm. Since dielectric layers of the 
resonator should be 400 µm thick, and since shrinking 
of	approximately	14%	was	specified,	four	green	tapes	
have been used for each layer. 

After preconditioning of the tapes, via holes were pat-
terned and filled, and conductors in all four conduc-
tive layers were printed. For via filling and printing of 
the conductive layers, DuPont 6141 and 6142D silver 
pastes compatible with Green tape have been used. 

Since the via diameter is equal to the line width, a great 
degree of precision during the process of via processing 
was required. Also, considerable attention was paid to 
via filling to ensure a good connection between adja-
cent conductive layers. Fig. 7 shows photographs of the 
conductive layers of the resonator after conductor print-
ing. It can be seen that all lines and spacings have been 
accurately reproduced, using standard LTCC procedure 
and with no laser trimming. This proves the potential of 
LTCC technology for fabrication of compact microwave 
passive devices. Fig. 8 shows microscopic view of the 
filled via holes that connect the third and fourth conduc-
tive layer. All vias were filled entirely, resulting in mini-
mized losses observed in the measured response. 

Figure 8: Microscopic view of the filled via holes that 
connect the third and fourth conductive layers.

In lamination process all layers were stacked together, 
placed in a vacuum sealed package, and pressed in 
water in an isostatic press at around 70°C and 3 MPa 
during 5 minutes. Afterwards, the laminated circuit has 
been fired in the furnace according to a firing profile 
given by the manufacturer [19]. After firing and shrink-
age of the green tapes, the desired thickness of the lay-
ers has been achieved.

In order to enable soldering of connectors to the fabri-
cated circuit, 3 mm x 3.5 mm slits in the top dielectric 
layer above the feed lines have been made. A special 
attention was paid to soldering the connectors: it was 
performed on a pre-heated circuit to avoid defects 
which might occur due to non-uniform heating of the 
structure.

Comparison of simulated and measured responses re-
veals a very good agreement, Fig. 9. The fabricated du-
al-band 3-D Hilbert resonator exhibits insertion losses 
of 3.7 dB and 3.8 dB at 2.63 GHz and 5.09 GHz, respec-
tively, while the attenuation between the passbands is 
more	than	27	dB.	Fractional	bandwidths	are	6.8%	and	

(a) (b)

(c) (d)

Figure 7: Photographs of the conductive layers of the 
resonator after conductor printing: (a) conductive layer 
4 (top), (b) conductive layer 3, (c) conductive layer 2, (d) 
conductive layer 1 (bottom).

N. Janković et. al; Informacije Midem, Vol. 42, No. 3 (2012), 137 – 143
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5.3%,	respectively.	The	obtained	measurement	results	
also prove that LTCC technology can straightforwardly 
be used for fabrication of ultra-compact microwave 
multilayer structures.

Figure 9: Simulated (red fullline) and measured (black 
dashed line) responses of the 3-D Hilbert resonator in 
LTCC technology.

5. Conclusion

In this paper, an ultra-compact dual-band multilayer 
microstrip resonator with overall dimensions equal to 
λg/25xλg/25xλg/25 based on 3-D Hilbert fractal curve 
has been proposed. The influence of different geomet-
rical parameters to its performances has been analysed 
in detail.

Although the resonator is basically a conventional half-
wavelength resonator, it has been shown that it can be 
used as a dual-band resonator that operates at arbi-
trary (non-harmonic) frequencies, due to the fact that 
its multilayer configuration provides a mechanism for 
independent control of the first and second resonance.  

The resonator that offers the best trade-off between 
the insertion losses, attenuation and selectivity has 
been designed to operate at 2.55 GHz and 4.83 GHz 
with insertion losses of -2.28 dB and -1.88 dB, respec-
tively. The resonator has been fabricated in LTCC tech-
nology using DuPont 951 Green Tape. The simulated 
and measured responses agree very well, proving the 
potential of LTCC technology for fabrication of ultra-
compact multilayer microwave passive devices.
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Abstract: This paper outlines the techniques of on-line testing, error-mitigation and error recovery for SRAM-based FPGAs and gives 
guidelines how to make a small and efficient error recovery mechanism. The mechanism checks the configuration memory of the 
FPGA and reconfigures the FPGA if the error occurs. Triple-modular redundancy was applied to the mechanism to increase its reliabil-
ity. The error recovery mechanism was implemented in Virtex 5 FPGA and verified on two user applications.
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Sprotno testiranje in popravljanje sistemov  
osnovanih na vezjih FPGA
Izvleček: Uvodoma članek razloži tehnike sprotnega testiranja, izogibanja napak in popravljanja napak na vezjih FPGA osnovanih na 
statičnem pomnilniku, kasneje pa poda navodila za izdelavo majhnega in učinkovitega mehanizma za sprotno popravljanje napak. 
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1. Introduction

SRAM-based FPGAs have become an attractive solu-
tion for many applications where a short develop-
ment time, low-cost for low-production volumes and 
in-the-field-programming ability are important issues. 
The flexibility of SRAM-based FPGAs comes from the 
adoption of a configuration memory that defines the 
operations of the circuit that the FPGA implements. It is 
therefore fundamental that the content of the configu-
ration memory preserves the correct values during the 
FPGA operation. An important concern for the reliabil-
ity and dependability of SRAM-based FPGAs are radia-
tion-induced soft-errors that corrupt the configuration 
memory (produce bit-flips). These errors often occur in 
the space environment; however, because of increas-
ing integration density they are also not uncommon at 
sea-level.

Different fault-tolerance techniques have been devel-
oped to increase the reliability and dependability of 
applications on FPGAs [1]. These techniques function 
concurrently (on-line) with the system to monitor its 

operation. On-line testing techniques detect the errors 
in the system, error mitigation techniques are able to 
enhance the system to work despite faults, and error-
recovery techniques recover the faults from the sys-
tem. The goals of the fault-tolerance techniques are to 
minimize the hardware, timing, and power overhead, 
and maximize the reliability of the system.

The paper is organized as follows. Section 2 describes 
how soft-errors corrupt the operation of SRAM-based 
FPGAs. Section 3 explains the state of the art fault tol-
erance techniques. In section 4 error recovery mecha-
nism (ERM) in different FPGAs is described. Section 5 
shows the implementation of the ERM in Xilinx Virtex 5 
FPGA and section 6 concludes the peper.

2. Soft errors in SRAM-based FPGAs

SRAM-based FPGAs are susceptible to radiation-in-
duced soft-errors. The main FPGA reliability concern is 
a type of soft-error called single-event upset (SEU). 
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A SEU occurs when a charged particle strikes a memory 
cell and changes its state. For example, a typical SRAM 
memory cell is comprised of four transistors shown in 
Figure 1. A memory cell has two stable states that rep-
resent one bit of stored information. In each state two 
transistors are turned off (SEU target drains). When a 
charged particle strikes a drain in an off state transistor 
as in Figure 1, it can generate a transient current pulse 
to turn the gate of the opposite transistor on, which 
changes the state of the memory cell. 

Figure 1:  SEU in a SRAM memory cell

Configuration memory of a SRAM-based FPGA is com-
prised of SRAM memory cells. A charged particle can 
cause a bit-flip in the configuration memory cell and 
consequently alter the FPGA functionality.

A configuration bit is associated with a particular part 
of the FPGA. It can be a part of an internal memory of 
the device like an internal RAM or flip-flop, or it can rep-
resent a functional part of the design, like a Logic Block 
(LB), or internal routing [4].

Figure 2:  SEU in an internal FPGA routing

The internal routing interconnects the LBs, I/O blocks 
and other functional blocks of the FPGA. The routing 
consists of switch boxes that connect the main wires 
and smaller wiring segments that connect the main 
wires to LBs, shown in Figure 2 a. These connections 
are determined by the logic state of their configuration 

bits. A SEU affecting these configuration bits could dis-
connect the original LB connection, or in another case, 
connect wrong LBs. For illustration, some typical faults 
are marked in Figure 2 b. 

The simplified structure of a LB is shown in Figure 3. 
The LB in Xilinx FPGA consists of a number of look-up 
tables, flip-flops and internal carry and control logic. 
The SEU can alter the logic function of the LUT, alter the 
connections inside the Carry and control logic, change 
the contents of the flip-flop, etc.

Figure 3:  SEU in Logic Block

3. On-line testing and fault tolerance 
techniques

Different techniques have been proposed to test and 
protect SRAM FPGAs from SEU. On-line testing tech-
niques detect errors during the normal operation of 
the system. On-line detection of errors shortens fault-
detection latency, which is very important in order to 
prevent the fault from propagating further through the 
system. On the other hand, error-mitigation techniques 
can tolerate faults that occur during the system opera-
tion. If a fault occurs in one part of the circuit, then a 
redundant part of the circuit is used to provide the cor-
rect and uninterrupted operation of the system. When 
a fault is detected inside a system it can be repaired (re-
covered) by error-recovery techniques.

On-line testing techniques

On-line testing is performed while the circuit is per-
forming its assigned task. Two types of on-line test are 
distinguished in the literature: the concurrent and the 
non-concurrent on-line test.

A non-concurrent on-line test is usually triggered in 
phases of system inactivity or in periodic and sched-
uled times when the normal function of the system 
is interrupted. Non-concurrent testing is used to de-
tect permanent faults (SEU) and cannot detect tran-
sient faults (SET), whose effects disappear quickly. The 
non-concurrent on-line test is performed only virtu-



146

U. Legat et al; Informacije Midem, Vol. 42, No. 3 (2012), 144 – 151

ally in parallel to system operation. Therefore, it is in 
some literature classified as an off-line technique. We 
give some examples of non-concurrent on-line test-
ing techniques. The authors in [5] used scan chains to 
periodically check the system while [6] used logic BIST. 
Authors in [7] implemented a periodic on-line test in an 
embedded microprocessor.

A concurrent on-line test runs in concurrence with the 
system and does not interrupt its normal operation. 
The concurrent testing techniques use different kinds 
of redundancies to detect errors. Time redundancy is 
normally used to detect a transient faults in combi-
national circuits, while hardware redundancy is used 
to detect a SEU in sequential circuits or configuration 
memory. The on-line testing principle is depicted in 
Figure 4. Test vectors are generated by the normal op-
erational inputs. Besides the original circuit there is a 
redundant part of the circuit that produces additional 
encoded outputs. A checker is monitoring these out-
puts and thus performs error detection. 

Figure 4:  Concurrent on-line testing principle

A system protected with the concurrent on-line testing 
technique is also called a self-checking system [8]. The 
desirable goal of self-checking systems is to achieve 
the so-called totally self-checking property. This prop-
erty requires that every fault in the system is detected 
before or at the time this fault produces an erroneous 
output. To achieve this goal the system has to meet the 
following criteria [9]:
•	 Fault secure criterion requires that any fault in the 

system produces erroneous outputs that can be 
detected at the output. This criterion assures that 
every single fault can be detected.

•	 Self-testing criterion requires that for each fault 
there is at least one input vector, occurring during 
normal operation of the circuit, which detects it.

The most straight forward hardware redundancy tech-
nique is duplication and comparison. The principle of 
the technique is that we make two copies of the circuit 
which run in parallel. The duplicates receive identical 
inputs. The outputs of the both circuits are compared 
by the comparator circuit.  This technique increases the 
hardware	 cost	 by	 more	 than	 100%.	 Duplication	 and	
comparison is used in a variety of different systems. In 

this way, on-line testing of embedded processor cores 
was improved by [10]. Processor cores are duplicated 
and a checker monitors whether the outputs of both 
cores match. If the outputs mismatch the proces-
sor state is restored from the previously saved states 
(checkpoint and rollback recovery method). Applica-
bility of duplication and comparison in asynchronous 
circuits was investigated in [11]. Testing of finite-state 
machines using a technique similar to duplication and 
comparison was proposed in [12].

To reduce hardware cost, other more elaborate tech-
niques are employed.  These techniques use error-de-
tecting codes (EDC) with costs lower than the dupli-
cation. The EDCs are used in sequential circuits and in 
memories. The codes that are used for error detection 
are:  Parity codes, Hamming codes, Dual-rail codes, m 
out of n codes, Berger codes, and Arithmetic codes. 

The most commonly used codes for error detection in 
FPGA configuration memories are the so called Single-
error detection double-error correction (SEC-DED) 
Hamming codes [13] and Cyclic Redundancy Check 
(CRC) [14]. 

Error-mitigation techniques

For mission-critical systems it is sometimes not enough 
to only detect a fault, but also to operate in the pres-
ence of a fault which is possible by applying error-miti-
gation techniques. These techniques are also based on 
different kinds of redundancies.

The best-known hardware-redundancy mitigation 
technique is Triple Modular Redundancy (TMR). This 
technique is one of the n-modular redundancy tech-
niques which were derived by [15]. The basic TMR tech-
nique triplicates the entire circuit into three modules 
and places the majority voter at the output of the mod-
ules. This method is effective against SETs and SEUs 
that occur in a single design module. However, if the 
upset occurs in the majority voter circuit the basic TMR 
is ineffective and a wrong value will be presented at the 
output. The hardware overhead of this method is three 
times the original design plus the voter circuit. While 
the hardware overhead is large, some have proposed 
partial TMR techniques which are focused only tripli-
cating the specific sensitive logic [16].

The basic TMR solution does not avoid the accumula-
tion of upsets. The FPGAs cope with this problem by 
implementing an on-line error-recovery technique.

To apply the TMR technique effectively in the FPGA de-
vice additional restrictions have to be considered. The 
triplicated modules have to be placed isolated from 
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each other (different clock regions) and the internal 
signals have to be carefully routed to limit the possibil-
ity that an upset would affect more than one module. 
All the modules have to have separate clock and input 
signals. Routing the TMR design in the FPGA is a par-
ticularly hard problem. Various algorithms and design 
methods have been proposed to reduce the number of 
such errors [17,18].

For Xilinx FPGAs a special hardened TMR architecture 
has been proposed in [19]. This architecture can also be 
automatically generated by their tool (Xilinx TMRTool). 
The XTMR is exploited based on the states recovery 
TMR method and uses specific FPGA resources to im-
plement the majority voters. The Xilinx TMR is depicted 
in Figure 5:
•	 Inputs are connected outside of the FPGA and sep-

arated inside the FPGA.
•	 Combinational logic is triplicated.
•	 Sequential logic is implemented with majority vot-

ers and feedback loops.
•	 Outputs are implemented using tri-state output 

buffers in combination with minority voters.

Figure 5:  The architecture of Xilinx TMR

Error-recovery techniques in SRAM-based FPGAs

The configuration memory of the FPGA determines the 
functionality of the FPGA. The original configuration is 
downloaded into an FPGA at the power-up. During the 
operation of the device a SEU can occur, which changes 
the configuration of the FPGA. The error-recovery tech-
niques are used to recover the original state of the con-
figuration memory.

Simple error-recovery techniques (scrubbing tech-
niques) only periodically reconfigure the whole device 
from the external memory. The external memory has 
to be radiation hardened and reliable to assure the cor-
rectness of the original (“Golden copy”) configuration 
memory. The scrubbing period has to be adjusted to be 
less than the estimated mean time between two SEUs. 

More advanced error-recovery techniques check 
whether the configuration memory is correct during 
the normal operation of the user application and can 

be regarded as on-line recovery techniques. These 
techniques require an error-recovery mechanism that 
monitors the configuration memory and in the case of 
an error recovers only the faulty bits using the partial 
runtime reconfiguration of the FPGA.

The recovery mechanism uses different ECCs to check 
the configuration memory. In [20, 21] Hamming code 
is used. The Hamming check bits are stored within the 
configuration of the Xilinx FPGAs. Asadi et al. [22] used 
Cyclic Redundancy Check (CRC) of the configuration 
memory. The CRC values are stored separately inside 
the internal memory of the FPGA. 

Depending on which FPGA configuration interface is 
used to reconfigure the device, the recovery techniques 
are classified as either external or internal. The external 
techniques use one of the external configuration ports 
(i.e., JTAG, SelectMap). The external recovery technique 
requires a reliable recovery mechanism. Hulme et al. 
[23] proposed a radiation-hardened processor to con-
trol the recovery process, Asadi et al. [22] used a small 
auxiliary FPGA to check the main FPGA for errors, and 
Berg et al. [24] implemented a controller in ASIC.

An external recovery mechanism produces extra im-
plementation costs. Hence, internal SEU-recovery tech-
niques were proposed. They use internal configuration 
interface (for example, the internal-configuration-
access-port-ICAP). The internal recovery controller is 
implemented in the FPGA along with the user applica-
tion. It has to be small, fast and reliable. Heiner et al. 
[20] and Chapman [21] use an embedded microproces-
sor (PisoBlaze) as a configuration controller while Legat 
et. al. [25] use a small hardware mechanism based on 
finite state machine (FSM).

4. Mechanism for on-line test and  
recovery of errors in SRAM based  
FPGAs

In this section the knowledge of on-line testing, error 
mitigation and error recovery are used to show how 
to develop an efficient internal error-recovery mecha-
nism (ERM) for SRAM FPGAs. The ERM will be able to 
test the configuration memory of SRAM FPGAs during 
the operation of the device (on-line) and recover errors 
through reconfiguration. The mechanism will be imple-
mented in TMR to increase its reliability.

On-line test of the FPGA configuration memory

The functionality of a SRAM FPGA is determined by the 
state of its configuration memory (i.e., the SRAM cells). 
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The configuration memory in Xilinx, Atmel or Altera 
FPGA devices is organized in a network of configura-
tion frames that are laid out on a device according to 
their frame address. A configuration frame is the small-
est reconfigurable part of an FPGA. The content of the 
configuration memory is loaded through the configu-
ration interface at the initial configuration of the device 
and must remain unchanged during its operation.

The basic idea of the mechanism is to continuously read 
the contents of the configuration memory during the 
operation of the device through a configuration port 
and check its integrity. Some of the SRAM-based FPGA 
devices have an internal configuration port which can 
be directly accessed by the mechanism; other devices 
have to use an external connection to configuration 
pins.  

Figure 6: The structure of configuration memory in 
SRAM-based FPGAs

To validate the integrity of the configuration memory 
the mechanism reads the configuration memory frame 
by frame and checks the frame data using an ECC. Dif-
ferent FPGAs use different ECCs in their configuration 
frames. Figure 6 shows the structure of the configura-
tion frames of Xilinx and Altera FPGAs. 

Xilinx FPGAs
Each configuration frame in Xilinx FPGA device contains 
12 parity bits. These are the parity bits of the Hamming 
SEC-DED Error Correction Code (ECC). The parities are 
pre-calculated and stored with the configuration data. 
To perform the error-detection we have to implement 
a Hamming decoder. As the configuration frame is read 
through the configuration port the Hamming decoder 
calculates a syndrome value. The syndrome is calculated 
from the 12 parity bits and the rest of the read frame data. 
The first 11 bits of the syndrome value identify the loca-
tion of a single erroneous bit within the frame (including 
the errors in the parity bits), while the last bit of the syn-
drome value indicates the double error in the frame.

Altera FPGAs
Each configuration frame in Altera FPGA device con-
tains a CRC-16. The 16 check bits are pre-calculated 

and appended to the configuration data. For error-
detection we have to implement a LFSR. The LFSR 
uses 16 flip-flops and three XOR gates placed at the 
positions determined by the generator polynomial 
(x16+x15+x2+1). As the frame is read the configuration 
frame data is shifted through the LFSR and the output 
of the LFSR is checked at the end of the readback. The 
CRC can detect single and multiple faults in the frame, 
but it cannot determine the position of the error.

Error-recovery procedure

When an error is detected in a configuration frame, the 
mechanism triggers error recovery procedure. The er-
ror recovery is the process of correcting the configu-
ration memory through configuration port. The FPGA 
devices that do not have partial reconfiguration capa-
bilities have to stop and reconfigure the whole config-
uration memory. Some of the FPGA devices enable par-
tial runtime reconfiguration (newer Xilinx, Altera, and 
Atmel FPGAs). These devices can recover a single faulty 
frame during the operation of the device. The recovery 
procedure goes as follows:

In Xilinx FPGAs (Virtex family) the ERM does not require 
an external memory for the recovery of single faults.   
The SEC-DED Hamming ECC determines the location of 
a single error inside the configuration frame. The ERM 
corrects the faulty bit in the read configuration frame 
and reconfigures it. If a double error occurs in a config-
uration frame the recovery procedure is only possible 
from the external memory.

In Altera FPGAs (Stratix and Cyclone families) the loca-
tion of the error inside the frame is unknown; therefore 
the original frame data has to be stored in the external 
memory.  The corrupted frame is read from the external 
memory and reconfigured using partial runtime recon-
figuration.

Implementation of error recovery mechanism

The hardware architecture of ERM is shown in Figure 7. 
It consists of configuration port, ECC core, internal FPGA 
RAM, and control logic.

The FPGA device is configured by writing the configu-
ration commands into the configuration registers. The 
configuration user guides of particular FPGA devices 
give a detailed description of the register types and 
commands to perform the configuration operations. 

The configuration port can be internal or external. It 
has direct access to the configuration registers and 
configuration data. The error-recovery mechanism 
uses the port to read and write a configuration frame. 

U. Legat et al; Informacije Midem, Vol. 42, No. 3 (2012), 144 – 151
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The readback and reconfiguration operations are per-
formed using an appropriate sequence of configura-
tion commands sent to the inputs of the port. These 
commands are predefined and stored in the internal 
FPGA memory.

The ECC core is used to detect errors inside the FPGA 
configuration frame. Depending on the FPGA family 
this can be a Hamming decoder or a CRC LFSR. The ECC 
device checks the configuration frame while the frame 
is read through the configuration port.

The internal FPGA RAM contains the configuration 
commands and temporarily stores the current config-
uration frame. The internal RAM is also susceptible to 
SEU. To protect the integrity of the RAM content most 
of the FPGAs devices have an embedded Hamming 
SEC-DED ECC circuit.

The control logic manages the error detection-and-cor-
rection process. The controller is composed of a Finite 
State Machine (FSM) and a Frame address counter. The 
FSM controls the operation of the mechanism. When 
the next frame address is required the Frame address 
counter is incremented. When the frame address reach-
es the last frame, the counter is reset back to the initial 
value pointing to the first frame.

TMR implementation of the error recovery mecha-
nism

The internal error-recovery mechanism is also suscep-
tible to SEUs. A critical fault in the mechanism could 
cause a system-wide corruption of the configuration 
data. Therefore, it is essential that the logic of the ERM 
is protected by some SEU-mitigation technique.

The ERM can be implemented in TMR. The hardware 
architecture of the TMR is depicted in Figure 8. The 
TMR structure can be applied to the control logic, ECC 
core and the internal RAMs. These components of the 
ERM are triplicated in three design modules. A majority 
voter is placed at the inputs of the configuration port. 
The outputs of the configuration port are triplicated 
outside the FPGA are connected to the three design 
modules inside FPGA. The triplicated design modules 
are clocked by separate synchronous clock signals.

Figure 8:  Hardware architecture of the TMR version of 
the error-recovery mechanism

The majority voter can be regarded as a single point of 
failure. The recommended implementation of the ma-
jority voter in FPGAs is shown in Figure 8. This majority 
voter implementation is immune to the single points of 
failures. The majority voter is implemented using three 
output tri-state buffers that are a part of the FPGA OI 
blocks, and three minority voters. The operation of the 
voter is as follows: If the primary signal (P) of the minor-
ity voter is a part of the majority (see the minority voter 
truth table in Figure 8), then the minority voter will ena-
ble the corresponding (active low) output buffer allow-
ing the data on the output. If the primary path is not a 
part of the majority, then the output buffer is disabled 
placing its output in a high-impedance state allowing 
the redundant outputs to drive the correct data.

To apply the TMR technique effectively in the FPGA de-
vice additional restrictions have to be considered. The 
triplicated modules have to be placed in such a way 
that they are isolated from each other and the internal 
signals have to be carefully routed to limit the possibil-
ity that an upset would affect more than one module.

Figure 7:  Hardware architecture of the error-recovery 
mechanism

U. Legat et al; Informacije Midem, Vol. 42, No. 3 (2012), 144 – 151
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5. Implementation details and  
operation of ERM 

The proposed ERM was implemented in Xilinx Virtex 
5 (XC5VLX30) FPGA [25]. An internal-configuration ac-
cess-port (ICAP) was used to access the configuration 
memory. A frame ECC device was used to check the 
frame data and a FSM was built to control the process 
of configuration scan and recovery. The ERM was also 
implemented in TMR.

Implementation details of original ERM vs. TMR 
design 

Implementation details of the ERM implemented in Vir-
tex 5 are shown in Table 1. It occupies just 72 slices, 115 
Flip-flop registers and 1 internal block RAM. A total of 
36 kb of RAM is used with embedded ECC. The mech-
anism	utilizes	 less	 than	1%	of	 the	 resources	available	
on the FPGA. Implementation can differ slightly when 
different options are selected in the synthesis tools. In 
comparison with the original version of the recovery 
mechanism TMR increases the number of occupied re-
sources by some more than three times.

The power consumption of both versions of ERM was 
analyzed using Xilinx XPower tool on Virtex 5 FPGA at 
100 MHz clock rate. The dynamic power consumption 
of the ERM is negligible in comparison with the static 
leakage of the FPGA. The TMR version of the mecha-
nism has approximately three times higher dynamic 
power consumption than the original mechanism. On 
the other hand, due to the high static power consump-
tion of the FPGA the total power consumption of the 
TMR	 version	 is	 only	 4%	 higher	 than	 the	 power	 con-
sumption of the original mechanism. 

Table 1: Comparison of resources, power, and timing of 
the original and TMR version of ERM

Virtex 5 Original 
mechanism

TMR  
mechanism

Resources
Slices 72 321
Flip-flops 115 345
BRAM 1 3
Power consumption
Dynamic (mW) 20 56
Static leakage (mW) 894 895
Total (mW) 914 951
Timing
Max Clock (MHz) 282 261

Timing analysis was done using Xilinx ISE tool. The 
maximum clock frequency of the TMR version of the 
error	 recovery	mechanism	 is	8%	 lower	 than	the	clock	
frequency of the original version. The decrease of the 
maximum clock frequency is the result of a slightly 
longer critical path. The frequency 261 MHz is still more 
than enough since the ICAP circuit which is used by the 
mechanism is recommended to run below 100 MHz.

Error-recovery time

The error-recovery time of the mechanism depends 
on the size of the configuration memory of particular 
FPGA device. One configuration frame is checked in 
41 clock cycles and recovered in 210 clock cycles. In 
our case the Virtex 5 (XC5VLX30) FPGA was used. This 
device has 5515 configuration frames. The worst case 
error detection time is 226115 clocks or with 100 MHz 
clock rate 2.3 ms.

Verification of ERM

The operation of error-recovery mechanism was veri-
fied by injecting faults into tested user applications and 
checking if the ERM recovered the errors. The fault in-
jection was performed by our fault injection tool [26].

Two user applications were used. The first device un-
der test was an Advanced Encryption Standard (AES) 
implementation from [27]. The AES core occupies 537 
LUTs, 165 Flip Flops and 3 internal RAM blocks. 337184 
single faults were injected in the part of FPGA where 
the AES was placed. The ERM recovered all the injected 
faults. The second device under test was a hardware 
implementation of a secure IEEE 1148.1 standard from 
[28]. The boundary scan core occupies 65 LUTs and 119 
Flip Flops. 181056 single faults were injected in this de-
vice and all the injected faults were recovered by the 
ERM. 

6. Conclusions 

An error-recovery mechanism for SRAM-based FPGAs 
was proposed. The guidelines for its implementation in 
different FPGA families are given including the imple-
mentation in triple-modular redundancy. The mecha-
nism was verified on Xilinx Virtex 5 FPGA using two 
case study applications. 

Future work includes a detailed analysis of TMR struc-
ture of the ERM. By performing a fault injection experi-
ment possible points of failure will be identified and 
further hardening solutions will be proposed.
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Abstract: Differential evolution is a simple algorithm for global optimization. Basically it consists of three operations: mutation, 
crossover and selection. Despite many research papers dealing with the first two operations, hardly any attention has been paid 
to selection nor is there a place for this operation in the algorithm basic naming scheme. In the paper we show that employing 
certain selection strategies combined with some random perturbation of population vectors notably improves performance in 
high-dimensional problems. Further analysis of results shows that the improvement is statistically significant. The application of the 
approach on a real-world case of a simple operating amplifier circuit exhibits a similar behaviour and improvement as observed with 
the Quartic noisy test function. Due to the nature of the circuit objective function this was expected.

Key words: global optimization, direct search methods, differential evolution, heuristic, parallelization 

K majšim populacijam v diferencialni evoluciji
Povzetek: Diferencialna evolucija je preprost algoritem za globalno optimizacijo. Algoritem v osnovi sestavljajo tri operacije: mutacija, 
križanje in izbor. Čeprav obstaja množica znanstvenih prispevkov, ki obravnava prvi dve operaciji, je tretji operaciji namenjeno komaj 
kaj pozornosti, niti ni zanjo namenjenega mesta v izvirnem načinu poimenovanja različic postopka. V prispevku pokažemo, da lahko z 
uporabo različnih postopkov izbora, ki jih kombiniramo z naključno perturbacijo populacijskih vektorjev, opazno izboljšamo delovanje 
postopka na večrazsežnostnih problemih. S podrobnejšo analizo rezultatov pokažemo, da so izboljšave statistično pomembne. S 
preizkusom postopka na resničnem primeru preprostega operacijskega ojačevalnika ugotovimo, da se algoritem vede podobno kot na 
preizkusni funkciji četrtega reda s superponiranim šumom. Glede na naravo kriterijske funkcije vezja smo to pričakovali.

Ključne besede: globalna optimizacija, direktni iskalni postopki, diferencialna evolucija, hevristični postopki, paralelizacija
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1. Introduction

Differential Evolution (DE) is a simple yet powerful algo-
rithm for global real parameter optimization proposed 
by Storn and Price [1]. Through the last decade, the 
algorithm has gained on popularity among research 
as well as engineering circles due to its extreme im-
plementation simplicity and good convergence prop-
erties. The DE algorithm belongs to a broader class of 
Evolutionary Algorithms (EA), whose behavior mimics 
that of the biological processes of genetic inheritance 
and survival of the fittest. One outstanding advantage 
of EAs over other sorts of numerical optimization meth-
ods is that the  objective function needs to be neither 
differentiable nor continuous, which makes them more 
flexible for a wide variety of problems.  

A DE starts out with a generation of NP randomly gen-
erated D-dimensional parameter vectors. New param-
eter vectors are then generated by adding a weighted 

difference of two population vectors to a third vector. 
This operation is called mutation. One then mixes the 
mutated vector parameters with the parameters of an-
other vector, called the target vector, to obtain the so-
called trial vector. The operation of parameter mixing is 
usually called crossover in the EA community. Finally, 
the trial vector is compared to the target vector, and if 
it yields a better solution, it replaces the target vector. 
This last operation is referred to as selection.  In each 
generation, each population vector is selected once as 
the target vector.

There exist several variants of the DE algorithm [2, 3, 4, 
5, 9], of which the most commonly used is DE/rand/1/
bin which we explore in this paper. Before using the 
algorithm, one has to decide upon the values of three 
parameters affecting the behavior of a DE. The first is 
the population size NP, the other two are control pa-
rameters – a scaling factor F, and a crossover rate CR. 
Choosing the values of these parameters is usually 
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a problem-dependent task requiring a certain user 
expertise. Researchers have attempted to tackle the 
problem using several adapting and self-adapting 
strategies to govern the values of the control param-
eters F and CR [6, 7, 8, 9 and the references within] and 
even the population size NP [10, 11, 12, 13, 14]. Oth-
ers have proposed and studied different mutation and 
crossover strategies [15, 16, 17, 18]. No explicit research 
work has been done so far on the third of the DE opera-
tors, the selection, neither is there any intended place 
in the algorithm variant naming scheme (i.e. DE/x/y/z) 
for this operator. In this paper we investigate how dif-
ferent selection schemes affect the behavior of the DE 
algorithm, in particular its ability to escape the local 
minima or stagnation. In addition to that we applied 
what would in genetic algorithm be called mutation, 
i.e. we randomly changed the population vector pa-
rameters with a fixed probability. Since the term muta-
tion is already reserved in DE, we named this operation 
a random perturbation.

In the next section, we shortly describe the functioning 
of the basic DE algorithm, and in Section 3 we propose 
a random vector perturbation and different selection 
algorithms that we investigate. Finally, we present 
some results of optimizing test functions and a real 
electronic circuit in Sections 4 and 5, respectively.

2. Differential Evolution Overview

Consider the objective (criterion) or fitness function 
, where one has to find a minimum  so 

that . In this case a is called a global 
minimum. It is rarely possible to find an exact global 
minimum in real problems, so for practical reasons one 
must accept a candidate with a reasonable good solu-
tion.

In order to search for a global minimum, differential 
evolution utilizes NP D-dimensional parameter vectors 
xi,G, i=1,2,...,NP as a population in generation G. NP does 
not change from generation to generation. The initial 
population is chosen randomly and – if no prior infor-
mation about the fitness function is known – it should 
cover the entire search space uniformly.

During the optimization process, the new parameter 
vectors are generated by adding a weighted difference 
of two randomly chosen population vectors to a third 
vector: vi,G+1=xr1,G+F∙(xr2,G–xr3,G) with integer, mutually 
different, random indices r1,r2,r3∈{1,2,...,NP}, which must 
all be different from  i  as well, and a real constant factor 
F∈[0,2]. This operation is called mutation and the thus 
obtained vector the mutated vector.

The mutated vector parameters are then mixed with 
another vector, the so-called target vector, in order to 
produce a trial vector ui,G+1=(u1i,G+1,u2i,G+1,...,uDi,G+1)  where

 
(1)

Here, randb(j)∈[0,1] is the jth execution of the uniform 
random generator, CR∈[0,1] is user-determined con-
stant, and rnbr(i)∈{1,2,...,D} is a random index. The latter 
insures that the trial vector gets at least one parameter 
from the mutated vector. This operation of parameter 
mixing is usually called crossover in evolutionary search 
community.

Finally, a selection is performed in order to decide 
whether or not the trial vector should become a mem-
ber of generation G+1. The value of the fitness function 
at the trial vector ui,G+1 is compared to its value at the 
target vector xi,G using the greedy criterion. Only if the 
trial vector yields a better fitness value than the target 
vector, the target vector is replaced. Otherwise the trial 
vector is discarded and the target vector retained.

3. Random Perturbation and Differ-
ent Selection Strategies 

We focus our work on the stage of the DE algorithm 
after crossover, i.e. on the stage when the trial vector is 
already fully formed.

The idea for our modification came first from a simple 
observation that with a crossover rate CR approaching 
1 not much of the target vector survives in its offspring 
(trial vector). In that sense one can argue that the 
search direction from the target to the trial vector can 
be as good (or as bad) as any other direction. The hy-
pothesis we want to test is that there might exist some 
other (possibly better) candidate for replacement than 
the target vector itself.

In what follows, we propose and separately test three 
different rules for selecting the candidate to replace 
the trial vector. We select that candidate according to 
one of the three selection algorithms.
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Algorithm 1: Replace the vector closest to the target 
vector.

Input: trial vector ui,G+1, target vector xi,G, Gth gen-
eration of NP parameter vectors xn,G, n=1,2,...,NP
c = -1
dmin = ∞
for n = 1 to NP do
 if f (ui,G+1) < f (xn,G) and d(xi,G, xn,G) < dmin then
  c = n
  dmin = d(xi,G, xn,G)
 endif
endfor
if c ≠ -1 then
 xc,G is replaced by ui,G+1
endif

The notation d(∙,∙) in Algorithm 1 denotes an Euclidean 
distance. The algorithm replaces, of all the vectors that 
yield a worse fitness value than the trial vector, the one 
that is geometrically closest to the target vector. Notice 
that this strategy, the same as the original algorithm, 
always replaces the target vector as long as it is worse 
than the trial vector. Otherwise, it seeks after the can-
didate which is closest possible to the target vector 
to replace it. If no such vector is found, then the trial 
vector is discarded. As in the original algorithm, the 
target vectors with a relatively bad fitness value will be 
replaced more likely, while those with a better fitness 
value will survive. In addition to that, however, some 
near vector is moved to the place where the target 
vector would move if the target vector were not worse 
than the trial vector. This speeds up the clustering of 
the population members around the members with 
generally better fitness values. On one hand this can 
accelerate the convergence significantly, on the other 
hand, however, there is a danger of losing a necessary 
diversity too soon and thus not finding a global solu-
tion.

Algorithm 2:  Replace the vector closest to the trial vec-
tor.

Input: trial vector ui,G+1, Gth generation of NP pa-
rameter vectors xn,G, n=1,2,...,NP
c = -1
dmin = ∞
for n = 1 to NP do
 if f (ui,G+1) < f (xn,G) and d(ui,G+1, xn,G) < dmin then
  c = n
  dmin = d(ui,G+1, xn,G)
 endif
endfor
if c ≠ -1 then
 xc,G is replaced by ui,G+1
endif

I. Fajfar et al; Informacije Midem, Vol. 42, No. 3 (2012), 152 – 163

The approach with Algorithm 2 is quite different in 
that it searches for the candidate that is geometrically 
closest to the trial vector instead of the target vector. 
In that sense replacements are made that favor smaller 
jumps and encourage searching over less promising 
areas as well.

Algorithm 3: Replace either the target vector or the 
first one of the first half of the population that is worse 
than the trial vector.

Input: trial vector ui,G+1, target vector xi,G, Gth gen-
eration of NP parameter vectors xn,G, n=1,2,...,NP
if f (ui,G+1) < f xi,G) then
 c = i
else
 c = -1
 for n = 1 to NP/2 do
  if f (ui,G+1) < f (xn,G) then
   c = n
   exit_for_loop
  endif
 endfor
endif
if c ≠ -1 then
 xc,G is replaced by ui,G+1
endif

The construction of Algorithm 3 is not so obvious at the 
first glance. Similarly to the original algorithm and Algo-
rithm 1, one first checks whether the target vector is to 
be replaced, i.e. if the trial vector yields a better fitness 
value than the target vector. Otherwise we replace the 
first member of the first half of the population whose 
fitness value is worse than that of the trial vector. The 
idea behind that is to have one half of the population 
evolve under the original DE rules while accelerating 
the other half with further replacements. Even these 
additional replacements are applied asymmetrically 
with the members with a smaller index affected more 
often. That way we wanted to induce as little a change 
to the original method as possible, while inducing a 
relatively strong drag on a limited number of popula-
tion members. The 1:1 ratio between both parts of the 
population was chosen arbitrarily. It should be noted 
that more frequent replacements lead towards a faster 
loss of diversity in population, which in turn lessens a 
chance to find the global minimum, and we wanted to 
find the equilibrium between two usually conflicting 
goals, namely fast convergence and high probability 
of finding the global optimum. The randomization in-
troduced in the remainder of this section is supposed 
to make up for the before mentioned loss of diversity 
and in the same time indirectly to fine tune the ratio 
between two parts of the population.
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Before going into experiments, let us introduce one 
more tiny though important modification to the al-
gorithm. It is interesting to notice that although the 
algorithm itself belongs to a class of metaheuristics 
and stochastic optimization, the randomness in the 
original concept is only used for the selection of the 
vectors from which the mutated vector will be formed 
and for mixing the mutated and target vector param-
eters. The vector parameters  themselves  are  chang-
ing randomly only indirectly through the mutation 
and crossover, and the obtained values are limited 
to a set of linear combinations of parameters already 
contained in a population. Some authors have already 
introduced some more randomness into DE, either di-
rectly by randomization of the vector parameters [19, 
20] or indirectly by randomizing the algorithm control 
parameters F and CR [14, 21, 22], thus increasing the ex-
plorational potential of the algorithm, and even mak-
ing it possible to prove the convergence [20].

In our study we decided simply to mutate every single 
parameter of the trial vector with a fixed probability 
just before the selection procedure takes place:

 
(2)

where rand(j) is the call of the random generator that 
returns the uniformly distributed values along the 
entire jth axis of the parameter space. The constant 
probability of 0.005 was obtained empirically by a few 
preliminary test runs of the algorithm, which also in-
dicated that the uniform distribution over the whole 
parameter space yielded somewhat superior perfor-
mance compared to a normal distribution around the 
current parameter value often used in literature. We 
call this operation perturbation.

4. Experiments on test functions

Overall Performance

In order to get an overall picture and the first impres-
sion of the impact of the three proposed selection strat-
egies and random vector perturbations, we carried out 
a simple test. For testing purposes, fourteen standard 
benchmark functions from [23] were selected, thirteen 
high-dimensional (D=30) and one low-dimensional 
(D=4) function.  Then we randomly selected the three 
parameters from the intervals NP∈{10,...,100}, F∈[0,1], 
and CR∈[0,1], and initialized a random population of 
the NP parameter vectors lying within the boundar-
ies given for the test function in question. Next we ex-

ecuted eight optimization runs of the 150,000 criterion 
function evaluations (CFEs) with the same parameter 
values and initial vector population, but each time 
applying either the original or one of the three pro-
posed selection schemes, once without and once with 
a random perturbation. We repeated this 5,000 times 
for each test function, each time with different control 
parameter values and initial vector population. The re-
sults are summarized in Table 1.

Table 1: Comparison of different modifications of the 
algorithm with the original

Selection 
Method

Without Perturbation With Perturbation

50,000
CFEs

150,000
CFEs

50,000
CFEs

150,000
CFEs

Original – – 44.1/51.7 43.7/44.1

Algorithm 1 53.5/43.4 45.1/48.0 69.9/26.9 63.1/29.0

Algorithm 2 52.8/44.1 45.7/47.4 62.4/34.4 57.3/35.4

Algorithm 3 61.4/34.6 53.0/37.1 75.2/20.6 68.5/20.5

The fourteen pairs of the numbers in the table stand for 
the seven different comparisons (each of the modifica-
tions separately compared to the original) at two dif-
ferent times of the algorithm run: after 50,000 CFEs and 
after 150,000 CFEs. The numerator represents the per-
centage of cases in which the corresponding modifica-
tion yielded a better fitness value (at the precision of 6 
significant digits) than the original, while the denomi-
nator speaks of the percentage of cases in which the 
original method performed better. The sum is gener-
ally smaller than 100, because in some cases both vari-
ants gave the same result. The counting was carried out 
over all runs regardless of the control parameter set-
ting or the selected test function. In real-life problems, 
often the practitioner has little or no  knowledge about 
the fitness function and consequently about the best 
control parameter settings. Therefore, it seems that 
averaging over a range of different test functions and 
control parameter settings, selected in the Monte-Car-
lo manner, is an appropriate measure of the algorithm 
overall performance. 

In the table, the pairs of the numbers in the white cells 
represent the state after 50,000 CFEs. We conjectured 
that at this optimization stage the convergence is gen-
erally not yet fully reached. Consequently, those pairs 
of the numbers indicate the convergence speed rather 
than the overall ability to find a global minimum.

The numbers in the shaded cells represent the state 
after 150,000 CFEs, when we assume that the number 
of the cases reaching the final solution is considerably 
larger than of those after 50,000 CFEs. Hence we con-



156

sider these results to reflect the ability of the algorithm 
to find a good final solution.

From the table one can infer some quite interesting ob-
servations. Replacing – instead of target vector – the 
candidate closest to target (Algorithm 1) or closest to 
trial vector (Algorithm 2) without using perturbation 
performed just slightly better after 50,000 CFEs (1st 
column, 2nd and 3rd row, respectively) and slightly 
worse after 150,000 CFEs (2nd column, 2nd and 3rd 
row, respectively). That implies that the more frequent 
replacements in both cases speed up the convergence 
as expected but, in general, they cause the algorithm 
more often to stuck in one of the local minima or to 
reach stagnation in the end. That is, however, not the 
case with the selection strategy using Algorithm 3. This 
strategy outperformed the original for almost twice 
more cases after 50,000 CFEs and still remained much 
better after 150,000 CFEs (4th row, 1st and 2nd col-
umn, respectively). It is important to note that with this 
kind of modification the algorithm still performs more 
replacements than the original one, which obviously 
speeds-up the convergence. The main difference here 
is that we perform these additional replacements only 
on a limited number of the population members, the 
others still undergoing the original selection scheme. 
Technically, we can speak of two different schemes run-
ning in parallel.

Comparing the original method with and without per-
turbations gives us no noticeable difference (1st row, 
3rd and 4th column). As reasonably expected, random 
perturbations slow down convergence to some extent 
(1st row, 3rd column), but in the long run no variant 
outperforms the other (1st row, 4th column). It is quite 
interesting to notice that while perturbation seems to 
have no observable effect when applied to the origi-
nal algorithm, it improves the other three variants no-
ticeably. It seems that in these cases perturbation not 
only makes up for the loss of the population variance 
– which might have occurred due to a too fast conver-
gence induced by more frequent replacements – but 
also improves the overall performance. It seems that 
the changed selection schemes and random perturba-
tions support each other. Nevertheless, comparing the 
results of the selection algorithms 1, 2, and 3 with per-
turbation after 50,000 and 150,000 CFEs shows that in 
all the three cases, in the long run, the original method 
compensates a little for the much worse performance 
during the first part of the run. This leaves us, possibly, 
some room for improvement by balancing the fac-
tors that affect the convergence speed and the rate of 
change in the population diversity.

A Closer Look 

Let us now focus a little closer on Algorithm 3 com-
bined with vector perturbation exhibiting the best 
overall improvement in the previous analysis. In order 
to get a more accurate picture, we made the same com-
parisons as before, only this time for each test function 
separately. The results are summarized in Table 2. The 
table shows comparisons of the original method with 
the original method with perturbation, and with Algo-
rithm 3 with and without perturbation. The numbers 
in normal writing represent the state after 50,000 CFEs, 
while the ones in boldface the state after 150,000 CFEs.

Table 2: Comparison of different modifications by sep-
arate test functions

Test Function

Modification Compared to the Original 
Algorithm

Original 
with Pertur-
bation

Algorithm 3
Algorithm 
3 with Per-
turbation

f1 (Quadratic) 34.72/65.28 
31.60/68.40

70.83/29.17 
68.75/31.25

80.21/19.79 
76.39/23.61

f2 (Schwefel 2.22) 33.45/66.55 
31.71/68.29

70.73/29.27 
66.90/33.10

74.22/25.78 
70.03/29.97

f3 (Schwefel 1.2) 51.04/48.26 
54.51/45.49

75.35/23.96 
70.49/29.51

77.08/22.57 
78.47/21.53

f4 (Schwefel 2.21) 49.48/48.08 
48.43/49.83

63.07/34.49 
59.58/39.72

83.97/12.80 
79.79/18.82

f5 (Generalized 
Rosenbrock)

49.83/50.17 
52.96/47.04

58.19/41.81 
56.10/43.90

77.00/23.00 
73.87/26.13

f6 (Step) 31.36/24.39 
29.97/9.76

31.36/27.87 
18.12/26.48

47.04/6.62 
35.19/3.48

f7 (Quartic noisy) 46.50/53.50 
49.30/50.70

70.28/29.72 
67.83/32.17

77.97/22.03 
77.62/22.38

f8 (Generalized 
Schwefel 2.26)

57.14/42.86 
58.54/29.62

49.83/50.17 
36.59/58.19

82.58/17.42 
78.75/11.15

f9 (Generalized 
Rastrigin)

50.69/48.96 
49.65/43.40

66.67/33.33 
57.64/39.24

80.90/19.10 
79.17/15.28

f10 (Ackley) 48.26/50.69 
48.96/33.33

60.07/39.24 
43.75/41.67

81.60/17.36 
68.40/15.63

f11 (Generalized 
Griewank)

32.17/61.19 
31.47/36.71

63.99/29.72 
42.31/29.02

73.08/20.28 
53.50/17.83

f12 (Generalized 
penalty function 1)

43.36/56.29 
36.01/45.80

68.53/31.12 
52.45/33.22

81.47/18.53 
65.38/20.63

f13 (Generalized 
penalty function 2)

45.10/54.90 
42.66/43.01

62.59/37.06 
50.35/37.06

82.17/17.48 
72.03/15.03

f13 (Kowalik) 44.41/52.45 
45.80/46.50

48.25/47.55 
50.70/45.10

52.80/45.80 
49.65/45.80

The first and foremost important observation here is 
that the modification combined with perturbation 
shows noticeably and consistently better performance 
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in all cases except for the Kowalik test function where 
there is no observable difference. Again we see that 
perturbation alone does not really improve perfor-
mance of the original method, two notable exceptions 
being the Schwefel 2.26 and Step functions. 

The Schwefel function is somehow tricky in that the 
global minimum is placed geometrically remote from 
the next few best local minima. The original method 
exhibits quite a good convergence at the beginning, 
while later on perturbations help find the global mini-
mum as without them the original method would be 
stuck in a local minimum (see the 1st column, Schwe-
fel 2.26 function). Interestingly enough, modification 
without perturbation in that case performs much 
worse than the original method. This probably stems 
from the fact that this method replaces candidates of 
one half of the population excessively, thus addition-
ally forcing the population in one of the local minima. 
The modified method with perturbation, however, per-
forms much better in this case. 

The same goes for the step function. This function, 
too, poses some difficulties for the original algorithm 
because it consists of many plateaus and discontinui-
ties. All points within a small neighborhood will have 
the same fitness value, making it very difficult for the 
process to move from one plateau to another. Pertur-
bations seem to help here significantly.

Up to now we were only interested in the number of 
cases in which one method is better than the other. 
What about the fitness values they actually produce? In 
Table 3 one finds the best fitness values averaged over 
all runs, comparing the original algorithm with the one 
using Algorithm 3 with perturbations. Notice that the 
values are quite large. One must not forget that the-
se values were obtained by running the optimization 
using completely random optimization parameters. So 
many of the parameter values were used that were not 
even close to the recommendations in the literature. 
But as we are interested only in the differences betwe-
en different algorithm variants, this is not an issue.

In the first and second column of Table 3 one finds the 
average minimuns for each of the two variants, while 
in the last column there are the results of paired two-
-sampled two-tailed t-test of comparing the modified 
approach with the original.

Table 3: Comparison of the average best fitness obta-
ined by the original algorithm and Algorithm 3 with 
perturbation

Test Func-
tion

Original
(Average 
Best Fitness)

Algorithm 3 
with Pertur-
bation
(Average 
Best Fitness)

T-Test 
Values

Analyti-
cal (ac-
tual) best 
fitness

f1 (Quadratic) 1.694659×103 2.338428×102 p<0.01 
t=5.09

0

f2 (Schwefel 
2.22)

6.908752 2.819474 p<0.01 
t=5.47

0

f3 (Schwefel 
1.2)

1.429065×104 8.331654×103 p<0.01 
t=13.95

0

f4 (Schwefel 
2.21)

17.24446 7.910773 p<0.01 
t=10.69

0

f5 (Generali–
zed Rosen–
brock)

2.407282×106 2.566153×105 p<0.01 
t=3.17

0

f6 (Step) 1.315575×103 2.352474×102 p<0.01 
t=4.11

0

f7 (Quartic 
noisy)

1.747322 0.1379149 p<0.01 
t=4.40

0

f8 (General–
ized Schwefel 
2.26)

-1.069594×104 -1.167699×104 p<0.01 
t=10.75

-12569.5

f9 (Generali–
zed Rastrigin)

71.73974 49.26490 p<0.01 
t=11.05

0

f10 (Ackley) 6.395496 2.192476 p<0.01 
t=10.63

0

f11 (Generali–
zed Griewank)

10.83875 1.257148 p<0.01 
t=4.22

0

f12 (Generali–
zed penalty 
function 1)

4.372791×106 7.482104×105 p=0.02 
t=2.27

0

f13 (Generali–
zed penalty 
function 2)

9.736573×106 1.050585×106 p<0.01 
t=2.786

0

f15 (Kowalik) 1.358227×10-3 1.836926×10-3 p=0.11  
t=-1.61

0.0003075

The test further confirms our speculations about the 
modification bringing significant advantages over the 
original DE. In twelve out of the fourteen test functions 
the	modification	performs	significantly	better	at	a	99%	
significance level. Again, an exception is the Kowalik 
function where the test actually indicates a degrada-
tion of performance (observe the negative t-value), 
although not a significant one. 

Parameter Impact

In our experiments so far we didn't pay any attention to 
the actual control-parameter or population-size selec-
tion. The values were picked up completely randomly 

I. Fajfar et al; Informacije Midem, Vol. 42, No. 3 (2012), 152 – 163



158

within the set intervals. In this section we want to in-
vestigate the effect of different parameter settings on 
the algorithm performance with the proposed modifi-
cations. We compare the original algorithm to the one 
using Algorithm 3 with perturbation. In this paper we 
summarize the results only for the case of Generalized 
Schwefel 2.26 function. It should be noted, however, 
that we observed a similar behavior elsewhere as well 
[28].  

We started out by choosing the control parameter set-
tings most commonly found in literature, i.e. F = 0.5 
and CR = 0.9. Our experimenting showed that at these 
values the best fitness (assuming a fixed number of 
150,000 CFEs) is generally obtained at the population 
size NP = 40. The results in this section are obtained by 
changing one of the three values while keeping the 
other two fixed. The best fitness values were averaged 
over 25 independent runs.

Figure 1 shows that the original method completely 
failed to reach  the  global  minimum  in  the  Schwefel  
2.26  function (at –12569.5) safe for the lowest values 
of CR. Interesting, however, is that the modification 
enables DE to find the global minimum at lower and 
higher values of CR, but not at the values around 0.7. 
A similar behavior can be observed in other functions 
as well [28], where the modification brings an improve-
ment at the smaller and bigger values of CR. 

Figure 1: Impact of the crossover rate (CR) on the al-
gorithm performance. The solid (black) line shows the 
best fitness values averaged over 25 runs, as obtained 
by the original DE. The dashed (red) line shows the re-
sults produced by DE with Algorithm 3 and perturba-
tion. The graph shows a situation at the fixed F=0.5 and 
NP=40.

Figure 2 shows the results for the same test function 
using constant CR=0.9 and NP=40, while changing 
F from 0.05 to 0.95. The general pattern that is to be 

observed is somewhat different from the observations 
with the changing parameter CR. We observe the major 
improvement at the smaller F values. It has been men-
tioned in the literature that F must not be too small 
in order to be able to find a minimum [25]. A small F 
means a small difference vector and hence a small dis-
placement of a mutated vector. It seems that too big a 
displacement is not good for the convergence either. 
An interesting observation is that our modification im-
proves the results more at the end of smaller F values, 
and often to the extent that outperforms the original 
algorithm at any other F value. It seems that small dis-
placements – which seem to produce a slow but stable 
convergence – go hand in hand with the anticipated 
speed up caused by our modification, together pro-
ducing a more stable and faster convergence.

Figure 2: Impact of the control parameter F in the Gen-
eralized Schwefel 2.26 function. The graph shows a 
situation at the fixed CR=0.9 and NP=40.

In Figure 3, which depicts the impact of the popula-
tion size, we can see that the major improvement is 
achieved at lower population sizes. This effect is espe-
cially evident in case of Schwefel 2.26 function when 
the minimum is reached with our modification but not 
with the original method. 

The large population size in DE usually guarantees a 
larger probability of finding the global minimum and, 
originally, the proposed population size was NP = 10D 
[24]. Other sizes were proposed later but were all con-
siderably greater than the fitness function dimension-
ality D. As clearly seen from Figure 3 and the graphs in 
[28], at larger population sizes our modification does 
not bring any improvement over the original method 
whatsoever. That is somehow expected since the DE 
should be quite stable at larger NP. The problem how-
ever is that the stability is of no great practical use if 
after a relatively large number of CFEs the algorithm is 
still very far from the actual solution. We see one of the 
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strongest values of our modification in having instead 
of one large population many smaller ones running in 
parallel which could bring together the ability to actu-
ally find the global minimum and speed up of conver-
gence.

Figure 3: Impact of the population size in the General-
ized Schwefel 2.26 function. The graph shows a situa-
tion at the fixed CR=0.9 and F=0.5.

5. Test runs on a simple operating 
amplifier circuit

The Circuit

After successfully testing the proposed algorithm 
on standard benchmark functions, we wanted to see 

whether the method behaved in the same fashion on 
a real circuit as well. As an example we look at a simple 
two-stage operating amplifier, whose circuit diagram is 
shown in Fig 4. The amplifier is designed in a 0.18 μm 
CMOS process with 1.8 V supply voltage.

The operating point of the amplifier is determined by 
the input bias current flowing into the drain terminal of 
Xmn1b. Xmn1 and Xmn4 mirror this current to set the 
bias of the differential pair (Xmn2 and Xmn3) and out-
put amplifier (Xmp3). Transistors Xmp1 and Xmp2 act 
as active load to the differential pair. Frequency com-
pensation is introduced by Rout and Cout. Ports inp, inn, 
and out represent the noninverting input, inverting 
input, and output of the amplifier, respectively. Tran-
sistors Xmn1s and Xmp1s power down the amplifier 
when signals slp (slpx) are pulled high (low).

The testbench circuit shown in Fig 5 provides supply 
voltage (Vdd) to the amplifier along with a 100 μA bias 
current. Feedback is introduced by resistors Rfb and 
Rin. Rload and Cload represent the load resistance and ca-
pacitance. Because the supply voltage is single-ended, 
the input signal (Vin) requires a common mode bias 
(Vcom=Vdd/2).

During the optimization we simulated the circuit across 
three corners: nominal (nominal PMOS and NMOS 
model, 25○ C, Vdd=1.8 V), worst power (fast NMOS and 
PMOS model, 100○ C, Vdd=2.0 V), and worst speed (slow 
NMOS and PMOS model, 0○ C, Vdd=1.8  V). In each of the 
corners we performed the following analyses: operat-
ing point, DC sweep of input voltage (from –2 V to 2 
V), DC sweep of common mode bias (from 0.7 V to Vdd 

Figure 4: The circuit diagram of a simple two stage operating amplifier.
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– 0.1 V), small signal AC analysis, and transient analysis 
of the response to a ±0.5 V step in input voltage. Rfb and 
Rin were both set to 1 MΩ, except in transient analysis 
where Rin was set to 100 kΩ.

From the obtained results of  above analyses the fol-
lowing performance measures were derived:
- Vgs and Vds overdrive voltage (i.e. Vgs–Vt and Vds–Vdsat) 

for all transistors, except Xmn1s and Xmp1s, at 
operating point and at all points analyzed in the 
DC sweep of common bias,

- output voltage swing where DC gain is above 
50%	of	maximal	gain,

- gain, unity-gain bandwidth (UGBW), and phase 
margin,

- overshoot,	 undershoot,	 10%	 -	 90%	 rise	 and	 fall	
time,	5%	settling	time,	and	slew	rate	of	transient	
response,

- total gate area of all transistors (except Xmn1s 
and Xmp1s).

Next, from these performance measures, we construct-
ed the cost function [26] consisting of the following 
requirements:
- overdrive voltage should be at least 1m V,
- output voltage swing must be greater than 1.6 V,
- gain, UGBW, and phase margin must lie above 75 

dB, 60 MHz, and 60○, respectively,
- overshoot	and	undershoot	must	be	below	10%,	

rise and fall time below 100 ns, settling time be-
low 300 ns, and slew rate above 10 V/μs,

- total gate area should be less than 1500 μm2.

Thus constructed cost function was used for guiding 
the optimization algorithm which should find optimal 
adjustment of the 10 circuit parameters listed in Table 
4.

Table 4: Definitions of the circuit parameters subject to 
optimization

Parameter Description Range Unit

dif_w
channel width of Xmn2 
and Xmn3

[1, 95] μm

dif_l
channel length of Xmn2 
and Xmn3

[0.18, 4] μm

load_w
channel width of Xmp1 
and Xmp2

[1, 95] μm

load_l
channel length of Xmp1 
and Xmp2

[0.18, 4] μm

mirr_w
channel width of Xmn1b, 
Xmn1 and Xmn4

[1, 95] μm

mirr_l
channel length of Xmn1b, 
Xmn1 and Xmn4

[0.18, 4] μm

out_w channel width of Xmp3 [1, 95] μm

out_l channel length of Xmp3 [0.18, 4] μm

c_out capacitance of Cout [0.01, 10] pF

r_out resistance of Rout [0.001, 200] kΩ

Performance measures were evaluated in all corners, 
except for the Vgs and Vds overdrive voltages, which 
were evaluated only in the nominal corner. The cost 
function was expressed as a sum of contributions 

where m is the number of performance measures. Eve-
ry performance measure resulted in one contribution 
fi, which was obtained by transforming its worst value 
observed across all corners (yi(x)) using a piecewise-
-linear function f(yi(x), gi, ni, pi, ci). Here gi, ni, pi, and ci 
denote the goal, the norm, the penalty factor, and the 
tradeoff factor, respectively. For requirements of the 
form yi(x) ≤ gi the contribution was computed as 

For requirements of the form yi(x) ≥ gi the contribution 
was 

The tradeoff factor for overdrive voltages was set to ti 
= 0, because we are not interested in improving them 
beyond their respective goals. All other tradeoff factors 
were set to ti = 0.001 and the penalty factors were set to 
pi = 1. The norms were set to gi / 10 for all performance 
measures, except for the area, where ni = 100 μm2 was 
used.

Figure 5: The testbench circuit for the operating ampli-
fier from Fig 4.
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Optimization Results

We ran the circuit optimization using the same DE para-
meters as with the test functions in the previous secti-
on. Simple circuits such as the one in question often ex-
hibit unimodal objective function contaminated with 
numerical noise. Therefore we expected the results to 
be reminiscent of those obtained with the Quartic noi-
sy test function [28]. 

During each optimization run we performed, as with 
test functions, 150,000 CFEs. We run the optimizations 
on 20 2.66  Ghz Core i5 (4 cores per machine) machi-
nes, and it took approximately 3 weeks to complete 
the computation. Unlike with most test functions, the 
study of the results showed us that already after 20,000 
CFEs there were no observable changes neither in ob-
tained average fitness values nor standars errors. From 
relatively flat lines with almost zero standard error at 
fitness value of  0.56 we conclude that the minimum 
actually lies at that value (cf. Figs 6 to 8). 

Figure 6: Impact of the crossover in optimizing the sim-
ple operating amplifier circuit, after 5,000 CFEs (left) 
and 20,000 CFEs (right). The graph shows a situation at 
the fixed F=0.5 and NP=40.

Figure 7: Impact of the control parameter F in optimi-
zing the simple operating amplifier circuit, after 5,000 
CFEs (left) and 20,000 CFEs (right). At the values of 
F=0.2 and below there was practically no change af-
ter 5,000 CFEs with the original algorithm, while some 
further improvement could be observed with Algori-
thm 3 with perturbation. The graph in this case is com-
paratively flat, showing lessened sensitivity to control 
parameter F. The graph shows a situation at the fixed 
CR=0.9 and NP=40.

Similarly to the results with Quartic noisy function, our 
modification does not improve the best results obtain-
ed with the original DE. The very important observati-
on however, is the fact that it does not worsen the best 
results either, and the resulting fitness values are quite 
better at the control parameter values where the origi-
nal DE did not perform very well. In that sense one can 
argue that applying Algorithm 3 with perturbatuion 
lessens the algorithm sensitivity to control parameter 
values. Although the differential evolution algorithm 
itself is surprisingly simple to implement there is still 
much bewilderment among scientists about setting 
the values of the control parameters. So any step to-
wards parameter insensitiveness of the DE is welcome.

As seen in Fig 8, one still needs a relatively large popu-
lation in order to stand a fair chance of finding the glo-
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bal minimum. It seems that innumerable local minima 
introduced by the intensive numerical noise could only 
be overcome with relatively large populations. At the 
same time we observe that our proposed modification 
quite improves results at small populations, i.e. NP < 20. 
Eventhough the improvement itself does not lead us to 
the global minimum at that small populatuion sizes, it 
could be crucial for reducing the sizes of sub-populati-
ons in the multi-population model of parallel differen-
tial evolution [27 and the references within].

6. Conclusion

In the paper we studied different replacement schemes 
in the DE algorithm combined with additional random 
perturbation of vector parameters. By experimenting 
with a suite of standard test functions we observed 
that only one replacement scheme provided observ-

ably better results than the original algorithm. It was 
somehow surprising to note that perturbation did not 
improve behavior of the original replacement scheme 
while it improved all the others.

Studying the performance of Algorithm 3 combined 
with random perturbation showed a statistically sig-
nificant improvement in all higher dimensional test 
functions. We also saw that the improvement is greater 
at certain values of the control parameters and popula-
tion sizes, i.e. at lower values of F and NP, and at lower 
as well as higher values of CR. 

Especially outstanding was the improvement in small-
er population sizes. According to the outcomes of the 
experiments with both the Quartic noisy function and 
the real-world circuit we beleive it is worthwile to aim 
some research effort in the direction of DE parallelizati-
on using sub-populations of sizes below 20. 

One of the advantages of the approach proposed in 
this paper is the fact that its intervention with the origi-
nal method does not interfere with any other opera-
tion and can therefore be applied independently and 
combined with many other approaches proposed in 
literature.

All in all, the beauty of the original DE algorithm is its 
utmost implementation simplicity. Our research tried 
not to stray away from this simplicity and we showed 
that it is possible to improve the algorithm perfor-
mance by only changing the rule for replacing the 
population members combined with simple random 
perturbation. We believe that further work in this direc-
tion is worthwhile.
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Abstract:  Design, microfabrication process steps and characterization of catalytic microcombustors built on (100) silicon-
glass platform are presented. Investigation of catalytic combustion regimes for three distinct energents (H2+O2, methanol+O2, 
methanol+air), fed into the combusting microcavity via pre-mixing through the bubbler or via in-situ mixing on the platform 
was carried out. Thermodynamic properties, dependent on ignition parameters, light–off temperature and thermal response for 
various input flow conditions in the temperature range between 80-320 °C were investigated and the results are discussed. It was 
determined that two-phase flow in microchannels can cause significant pressure oscillations which may degrade the performance of 
the microcombustor under certain feed conditions. Catalytic combusting via thin film nanodispersed Pt/CeO2 catalyst proved very 
efficient, showing light- off for combusting H2-O2 already at room temperature and in case of methanol-air combusting reagents at 
80 °C. Under optimal conditions, assembled microcombustor was able to provide continuously 4.6 W thermal power, reaching the 
temperature of 290 ±1 °C, with 1.1 ml/h consumption of liquid methanol.

Key words: Si-glass micromachining, methanol catalytic combustion, light-off temperature, thermal response

Karakterizacija mikrogorilnika izdelanega na 
Si (100)/Pyrex steklo podlagi
Povzetek: Predstavljeni so načrtovanje, tehnološki procesi mikroobdelave (100) silicija in stekla ter karakterizacijski postopki za 
ovrednotenje delovanja mikrosežigalnika. Raziskani so bili pogoji uvajanja in gorenja treh različnih vstopnih energentov (H2+O2, 
metanol+O2, metanol+air) preko tankoplastnega Pt/CeO2 katalizatorja. Prikazani so vplivi posameznih parametrov (pretoki, 
razmerja pretokov, tlaki, temperature) na delovanje in odzivnost mikrogorilnika. Raziskali smo možnosti dveh različnih načinov 
uvajanja energentov in določili ustrezen nabor parametrov za delovanje mikrogorilnika. Prikazana sta primera uvajanja energentov s 
predmešanjem metanola in kisika/zraka ter uvajanjem ločenih energentov in mešanje na sami platformi. V slednjem načinu doziranja 
energentov je bil opazen močan vpliv dvofaznega toka tekočinskega toka kot posledica uparjanja metanola v mikrokanalih pred 
vstopom v katalitsko izgorevalno komoro. Z uporabo nanodispergirane platine na mezoporozni cerijevi podlagi kot katalizatorja smo 
dosegli vžig H2-O2 energentov že pri sobni temperature, vžig metanola in zraka pa pri temperature 80 °C. Pri optimalnih pogojih smo 
dosegli stabilno in kontinuirano delovanje načrtanega in izdelanega mikrogorilnika pri temperaturah tudi do 290 ±1 °C ob izredno 
nizki porabi tekočega metanola 1.1 ml/h.

Ključne besede: mikroobdelava, Si-steklo podlage, katalitsko gorenje metanola, vžigna temperature, termični odziv
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1. Introduction

Electronic portable applications require extended pe-
riod of power supply autonomy. Battery technology 

can not always satisfy the power demands for the port-
able electronics [1]. One of the advanced approaches 
to overcome this problem is the application of proton 
exchange membrane fuel cells (PEMFC) cells as a port-
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able power source [2, 3]. As the input energent, PEMFC 
require high purity supply of hydrogen. Hydrogen rich 
gas can be generated from liquid fuel such as gasoline 
or methanol-water usually by steam reforming (SR) 
process. In many cases methanol (MetOH) is preferred 
since it can be efficiently converted into hydrogen at 
moderate temperatures (<300 °C). Methanol has high 
H:C (4:1) ratio and no C-C bonds, what minimizes the 
risk of soot formation which degrades the catalyst per-
formance [4].

The hydrogen fuel processor shown in Fig.1 comprises 
usually several units in series: evaporizer for methanol-
water input energent, SR unit, and preferential oxida-
tion (PrOx) unit. PrOx unit is used to clean-up the hydro-
gen rich stream by reducing CO amount below e.g. 50 
ppm range since higher amount of CO can be poison-
ous for proton exchange membrane and consequently 
for fuel cell operation. In certain cases when CO con-
tent is too high, water-gas-shift unit (WGS) is included 
between the SR and PrOx unit. The steam reforming 
is an endothermic process. Therefore, energy must be 
provided on board for both, evaporation of fuel and SR 
reaction. For this purpose methanol combustor can be 
used as an appropriate indirect heat source, providing 
heat to support and maintain the required reactions 
taking place in fuel processor. This is typically attained 
by burning a small amount of hydrocarbon fuel. Micro-
combustors as heat providers are also met in other ap-
plications such as in thermophotovoltaic power gen-
erators [5] or thermoelectric devices [1, 6].

The leading idea in our case is to utilize the same fuel 
source (MetOH) for both, SR and catalytic combusting. 
In the case of excess production of H2 from SR unit or 
unexploited H2 from FC, the methanol is replaced par-
tially or fully with H2 to maintain catalytic reaction and 
providing required heat as indicated in Fig. 1.

In the following paper a detailed investigation of a mi-
crocombustor unit is carried out. Catalytic (flameless) 
combustion is taking place in the combusting chamber 
over the catalyst layer with specific properties. Com-
busting thermodynamic process in the presence of 
catalyst is dependent strongly on contact or residence 
time and activity of catalyst itself. Different types of 
catalyst and the support material are met in the litera-
ture, such as Pt/ZrO2 [7], Pt-Sn/Al2O3 [8], Pt/TiO2 [9], Pt/
Al2O3 [1, 10, 11] Pt/CNT [12]. Heterogeneous catalysts 
are not sufficiently active at room temperature and 
require external heat for ignition of the fuel [13]. This 
preheating is a drawback since it requires additional 
source of energy. A method to achieve spontaneous 
self-ignition and self-supporting combustion of pre-
mixed methanol-air at room temperature (RT) with na-
nosized Pt catalytic particles has been reported by Ma 

et al. [14] for glass tube reactors. Nanosized catalytic 
particles are significantly more reactive than their bulk 
counterparts, exhibit high specific surface areas and 
can significantly increase the performance of catalytic 
combustors. In this work, developed nanodispersed 
Pt catalyst on mesoporous CeO2 support was applied 
with specific surface areas exceeding 130 m2/g provid-
ing even RT ignition in the case of H2+O2 combusting.

The main objectives of the presented study were to de-
velop a catalytic microcombustor with Pt/CeO2 catalyst 
and to evaluate its thermal performance, with respect 
to various input energents (H2+O2, MetOH+O2, MetOH 
+air), their flow ratio and flow rates. For this purpose, a 
Si platform with microchannels, mixers and combust-
ing cavity were designed, fabricated and hermetically 
sealed by Pyrex 7740 glass with anodic bonding tech-
nique to provide fluid connections between the pump 
and microchannels. Besides, advanced DRIE silicon 
bulk micromachining and newly developed thin film 
deposition technique for catalyst layer were applied to 
realize functional microcombustor microfluidic system.

Figure 1: Conceptual integration of components and 
heat flow in methanol-to-hydrogen fuel processor for 
PEMFC.

2. Experimental work

Microfabrication process

Basic fabrication steps are presented in Fig. 2. Silicon 
microfabrication was performed on low resistivity (10-
15 Wcm), n-type, single side mechanically polished 
float zone (FZ) silicon wafers with {100} crystal orienta-
tion. 
The masking layer during etching was a 9 µm thick 
film of AZ 9562 photoresist (Fig.2a). Etching of micro-
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channels and cavity in Si (Fig.2b) was performed by 
deep reactive ion etching (DRIE) process in Plasmalab 
80 etcher. The depth of input channels and cavity was 
140 µm and width of the inlet channels was 600 µm. 
After performing DRIE process, the resist was removed 
in the oxygen plasma reactor Tegal 412 and the wafers 
were diced into individual Si platforms (35x27 mm2) 
and deposition of Pt/CeO2 catalyst was performed. The 
Pt	(2.0	wt.%)/CeO2 catalyst precursor was prepared as 
described elsewhere [15, 16].

A special technique of depositing thinner films in sev-
eral consecutive depositions was applied to avoid the 
catalyst film cracking problems. It was determined ex-
perimentally that the deposition of a single, thick film 
has to be avoided due to the cracking of the film, which 
is later usually peeled off after drying or after calcina-
tions. As the last step, the calcination of cumulative 
catalyst layer was performed in air ambient at 600 °C 
for 10 hours (Fig. 2c).

The quantity of Pt catalyst in the cavity was determined 
after the calcination and was 4 and 7 mg (balance Kern 
ABJ120-4MJ with 0.1 mg resolution) for depositing 
three or five layers, respectively. Thickness measure-
ments of catalysts layer were performed by depth fo-
cus measurements and cross-sectioning revealing a 
value of 20-30 µm. The cavity area where catalyst was 
deposited was 360 mm2.

Cleaning and removal of any particles prior to Si-glass 
bonding is essential for good hermetic sealing of the 
cavity, since during several deposition steps of catalyst 
it is very likely that some slurry is dragged toward the 
bonding surface, despite the hydrophobic nature of 
the latter. Prior to the anodic bonding operation, Si and 
Pyrex surfaces were cleaned thoroughly by 2-propanol 
and DI water, dried by nitrogen and brought into inti-
mate contact under cleanroom environment.

To observe and characterize the flow behavior and 
ongoing reactions, a transparent cover made of Pyrex 
7740 (Dow Corning) glass, 700 µm thick, anodically 
bonded onto silicon microchannel platform was pro-
vided. To enable fluid connections, Pyrex glass had 
prefabricated inlet and outlet through holes (Fig. 2d). 
Through holes in Pyrex glass (diameter 800 µm) were 
fabricated by micro-drilling technique. A special fixture 
was developed to align Pyrex and Si platform, to ob-
tain accurate positioning (±10 µm) of through holes of 
Pyrex and in/out connections of microchannels. Pyrex 
was then bonded to silicon by anodic bonding at 385 
°C and applied anodic voltage of 1000 V (Fig. 2e).

Prior to testing, catalyst treatment in a reduction ambi-
ent (H2 at 180 °C for 2 hours) was carried out. After the 

microreactor was completed the mounting in a pack-
aging case was performed. Stainless steel (SS) (thermal 
conductivity l= 17 W/mK @ 25 °C) housing with fluidic 
connection were designed rigid enough to enable reli-
able packaging, fast replacement of device under test 
and hermeticity at working temperature. Explicity, PTFE 
housing with low thermal conductivity (l = 0.25 W/mK 
@ 25 °C) was used for initial tests for H2-O2 combustion 
experiments only. In Fig. 3 SS case is shown, consisting 
of two separate parts, top one with laser welded SS 
tubes for fluidic connections and bottom one with the 
recessed seat for combustor platform (Fig.3). Rock wool 
insulation BS15, 25mm thick with thermal conductivity 
l = 0.093 W/mK @ 200 °C was used for thermal insula-
tion during tests, unless otherwise mentioned. Inset in 
Fig. 3 reveals detail of a gas distributor design enabling 
homogeneous distribution of vaporized input reagents 
across the entire cavity thus providing uniform temper-
ature. 

Characterization setup

In order to cover a wide range of variables and to main-
tain good process control of various parameters, the 
characterization setup was conceived in a modular 

Figure 2: Microcombustor fabrication steps; a) Si mi-
crochannel, mixer and cavity patterning, b) DRIE Si 
deep etching (150 µm), c) deposition of catalyst, d) Py-
rex microdrilling and micropositioning of in/out ports, 
e) aligning and anodic bonding of Si and Pyrex. 
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way. This approach enabled fast and reliable multiple 
measurements with exchangeable combusting plat-
forms and easy switching between different inlet fuel 
streams.

The temperature measurements were performed by 
measuring the combustor cover glass temperature 
and the reactor housing temperature with Pt-100 and 
K-type temperature sensors, respectively. During ex-
periments the reactor was surrounded by rock wool 
insulation and the temperature measured on the hous-
ing equals to average combustor platform temperature 
after a certain period. The temperature is a direct indi-
cator of reaction intensity and the measured amount 
of output water can be taken as a figure of merit and 

correlated to overall reaction efficiency. The setup also 
included pressure and flow controllers for the input 
quantities.

3. Results and discussion 

The designed and fabricated microcombusting plat-
forms were characterized with respect to two different 
types of combusting fuel (H2+O2 or MeOH +air/oxygen) 
and with respect to two different modes of applying 
MeOH+ air/oxygen fuel, i.e. by two separate inputs and 
mixing on the platform or by premixing of methanol 
and air/oxygen in the bubbler and introducing mixed 
vapor phase via a single input into the combustor. 
Characterization was performed by the developed set-
up shown in Fig. 4.

Characterization of combustor with H2+O2 ener-
gents

In this mode of combusting, separate input microchan-
nels for hydrogen and oxygen were designed and fabri-
cated. Mixing of both gases occurs in the microreactor, 
just prior to reaching the catalyst zone. The mixers were 
Y type or nozzle type, the same as used for experiments 
in subsection 3.2 and 3.3.

Total oxidation i.e. combustion of hydrogen and oxy-
gen via catalyst is described by the following equation:

2H2(g) + O2(g) = 2H2O(l) + 286 kJ/mol (HHV)  (1)

Figure 3: Stainless steel housing with in/out fluid con-
nections and combustor microreactor.

Figure 4: Characterization setup enabling three configurations of input reagents and feed modes: a) combusting of 
H2 and O2, b) combusting of MetOH and O2/air and c) combusting of premixed MetOH+O2/air.

D. Resnik et al; Informacije Midem, Vol. 42, No. 3 (2012), 164 – 175
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where enthalpy of combustion DH =286 kJ/mol is the 
higher heating value (HHV). For the case shown below 
(Fig. 5), e.g. for inlet flow of O2=20 sccm and H2=40sccm, 
the output of FH2O=32 µl/min and calculated heat pow-
er of Pth= 8.5 W can be obtained in stoichiometry by as-
suming	the	100%	efficiency	of	the	combustor.
It is shown in Fig. 5 that the spontaneous ignition for 
reaction of H2 and O2 can take place on the catalyst 
successfully already at room temperature, however, 
the amount of water product shows efficiency slightly 
above	50%.	Nevertheless,	 this	 is	strong	evidence	that	
the prepared nanodispersed Pt on mesoporous ceria 
oxide is highly active and appropriate type of catalyst, 
since it starts the reaction at such low light-off tem-
perature. The temperature where reaction takes place 
is called a light-off temperature and is defined as the 
temperature at which a catalytic converter achieves 50 
%	conversion	rate.

Figure 5: Microcombustor spontaneous ignition ob-
tained at room temperature

Due to high mass load of the combustor PTFE housing 
(170 g) and slow transition from heterogeneous reac-
tion, the reached final temperature is low, but the reac-
tion is self- sustained. The combusting efficiency in this 
case	was	 correspondingly	 low	 (<50	%)	 regarding	 the	
measured amount of the output water.

By increasing the light-off temperature to 100 °C (Fig. 
6), the rise time was decreased and the self-sustained 
process increased and maintained the temperature of 
the combustor system at 135 °C and also responded in-
stantly on the increased flow rate of both reagents to 
new value of 50 and 25 sccm for H2 and O2, respectively. 
The amount of output water was increased compared 
to	RT	ignition	from	16.5	to	18	µl/min	(efficiency	56%).	
No additional insulation was put around the PTFE 
housing in this case. Due to PTFE thermal limitation 
and material softening (loss of rigidity), it was observed 
that latter can not provide sufficient hermeticity above 
180 °C. Therefore, despite having much lower thermal 

conductivity, PTFE housing was replaced for all further 
experiments by SS housing as shown in Fig. 3.

Figure 6: Combustor temperature and amount of out-
put water vs. time for H2-O2 reagents at light-off tem-
perature 100 °C (PTFE case) 

By designing new, SS housing with smaller outer di-
mensions and lower mass (100 g) as well as using 20 
mm thick rock wool insulation, the temperature rise 
time (Fig.7) was actually not improved. This is attrib-
uted to higher thermal conductivity compared to PTFE. 
However, with the implemented heat insulation and 
reduced heat losses, the final temperature reached 205 
°C under the same feed conditions, while combusting 
efficiency	 increased	 to	 63%.	 H2-O2 experiments were 
conducted mainly to prove the catalyst reactivity at RT 
and increased fuel flow rate experiments were not con-
sidered further in this study due to limited measuring 
range of available MFC flow controllers. 

Figure 7: Comparison of the same reactor platform in 
PTFE and SS housing and with improved isolation, for 
the same feed conditions.

Estimated error in acquisition of output water was in 
the	range	of	10-15%,	due	to	losses	of	water	vapor	prior	
to reaching the cold trap rather than at weighing pro-
cedure, so the efficiency is actually higher.

D. Resnik et al; Informacije Midem, Vol. 42, No. 3 (2012), 164 – 175
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By measuring the quantity of output water, it is shown 
that at higher start up temperatures, increased amount 
of output water is obtained, which is closer to theoreti-
cal value, meaning that the combusting efficiency is 
increased.

Since the outlet gas stream from the combustor (wa-
ter vapor, unreacted gas) is nearly at the temperature 
of combustor and the condensing heat is delivered to 
the surrounding after exit, it should be recuperated in a 
proper way. One way of recuperation is used in our de-
sign and consists of placing output near the inlet ports 
so part of downstream heat is transferred to the cold 
incoming gas. Another way to recuperate the conden-
sation heat of the exit water vapor to the inlet H2 and O2 
gas stream is to put in physical contact inlet H2 and O2 
tubes with exiting hot tube in a manner of counter flow 
heat exchanger (depicted as HX in Fig.1).

Characterization of combustor with internal mix-
ing of MeOH + O2

To start the exothermic reaction, certain conditions 
must be fulfilled: efficient catalyst layer, appropri-
ate dimensions of cavity to stay well below explosion 
limits and start up temperature for ignition. Metha-
nol-oxygen catalytic ignition requires high activation 
energy (high energy input is required). After ignition, 
the reaction proceeds with a higher rate constant and 
has lower activation energy compared to the one for 
ignition. Once ignited, the reaction is sustained as long 
as fuel and oxygen (air) is available in proper ratio and 
quantity.

According to work of Hu et al. [13], two distinctive 
combusting regimes are met (two different reaction 
mechanisms), depending on different fuel ratio, a 
slower, heterogeneous-only catalytic reaction on the 
catalyst surface and a faster, mixed reaction regimes 
that includes both, hetero catalytic reaction on the na-
no-particle surfaces and a homogeneous combustion 
of the methanol + air in gas phase above the catalyst 
surface, supported by radicals. Combusting of metha-
nol in presence of oxygen is described by the following 
overall reaction:

CH3OH(l) + 3/2O2(g) = 2H2O(l) + CO2(g) + 726 kJ/mol (HHV) (2)

where exothermic heat of 726 kJ/mol (higher heat val-
ue, HHV), is produced in reaction with oxygen at stoi-
chiometry. Overall, the heat obtained by combustion 
has to satisfy the following equation if the combustor 
is used for SR applications:

Qcomb > [Qheat-up+Qvap]comb + [Qheat-up+Qvap]SR+ QSR+Qloss       (3)

where first part is to heat up and evaporize the metha-
nol for combusting, the second part is to heat up and 
evaporize the methanol-water mixture SR feed, the 
third is to cover the enthalpy of SR process and the 
fourth is to cover mostly the convective losses toward 
ambient, due to limited thermal insulation.

E.g. for input flow rate of 1ml/h of liquid methanol 
MeOH and 13.8 sccm of O2, the output rate ofFH2O= 
14.8 µl/min is obtained in stoichiometry and the heat 
power produced is 4.97 Wth.

Separate input ports and mixing inside the reactor were 
applied in this type of combusting (Fig. 8c). Two impor-
tant parameters should be fulfilled for this type of fuel 
applications: complete evaporation of the liquid metha-
nol and sufficient degree of mixing methanol vapors 
and oxygen or air before entering the catalytic zone.
 
The liquid methanol entering hot zone has to vapor-
ize fully before reaching the mixing point, otherwise it 
can flood the catalyst cavity and extinct the reaction. 
This can be fulfilled by increased microchannel length 
to provide sufficiently long path to fully evaporize the 
liquid methanol and heat up reactant gas, respectively, 
before they reach the mixing point.

Sufficient mixing is a prerequisite condition prior to 
introduction of reactants into the catalyst covered 
combustor cavity. Due to laminar flows in microchan-
nels this is a demanding task, particularly when it has 
to be performed along a short path. Two approaches 
were undertaken to support better mixing; one being 
the introduction of a nozzle to introduce methanol at 
the point where the reactant gas is added (oxygen or 
air) and the other is the introduction of mixing obsta-
cles in the microchannel leading toward the combust-
ing cavity (Fig. 8b), similar to [17]. Mixing of two flow 
streams in microchannels, where usually laminar flow 
prevail is rather difficult to obtain. The dispersion of 
solutes occurs by diffusion which is a slow process [17] 
and in case of geometrically splitting and recombining 
flow streams with obstacles also by convection in lat-
eral direction. Passive mixing principle was used in our 
design which does not contribute to pressure drop and 
also does not introduce any dead volumes [17]. The 
obstacles, i.e. pillars, were placed asymmetrically in the 
main microchannel at certain positions, determined 
preliminary by ANSYS simulating tool (Fig. 8a). The cho-
sen design of mixing pillars also had to comply with the 
micromachining process for simultaneous fabrication 
of the whole silicon structure in a single DRIE step and 
a single mask (Fig. 2b).

Once these conditions are fulfilled, the final tempera-
ture (delivered heat energy) of such microcombustor 
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depends on the following parameters: i) input flow of 
reagents, ii) type, efficiency and quantity of catalyst, 
iii) thermal isolation, boundary conditions (wall heat 
transfer) and iv) design issues of microchannels, mixer, 
cavity and exhaust path (defining pressure drop).

Figure 8: Combustor type1 with designed separate 
inputs, mixer and micromachined obstructions for im-
proved mixing in the microchannel: a) Ansys modeling, 
b) top view of a mixer detail, c) completed microcom-
bustor.

In the first set of experiments, performed on micro-
combustor platforms (mounted into the SS housing 
and insulated by rock wool) without sufficient mix-
ing efficiency, only insignificant temperature rise was 
sensed due to the fact that heat losses toward ambient 
exceeded the generated heat. The only indication that 
the reaction was taking place was the output water. In 
certain cases, when mixing was insufficient or fuel rich 
mixture was applied, the output product was sensed as 
a mixture of water and unreacted methanol as shown 
by gas chromatography analyses or with analyzing the 
contact angle and by comparing it with the reference 
DI water droplet. Another problem associated with liq-
uid methanol on board evaporation was encountered 
during experimental work as strong, periodic pressure 
oscillations.

Pressure oscillations were determined to be a conse-
quence of methanol evaporation process in the micro-
channel. As observed by Wu et al. [18], this is a common 
phenomenon for two-phase flow in microchannels. 
The liquid-vapor interface oscillates as some of the al-
ready formed vapor condenses back, causing change 
of volume and even a reverse flow can be expected in 
some cases. 

In the microcombusting process, similar oscillation 
of the system was observed as a consequence of the 
above mentioned phenomenon and/or due to back-
pressure caused by condensation of water in the exit 
line. The water product at the exit was observed to be 
pushed out periodically, when the exit line becomes 

clogged with the droplet across the pipe diameter. This 
reflects also on the input feed conditions as a shatter-
ing of inlet liquid methanol silicone tube. The coupling 
of output and input exist via the backpressure oscilla-
tions, which may cause the damping and/or extinction 
of the reaction process in the combusting cavity. 

Pressure oscillation during evaporization was also 
measured in separate experiments for the case of 
MeOH-DI water (2:1 volumetric) in meandered micro-
channels, 600 µm wide, 150 µm deep and total length 
of 150 mm. The pressure oscillations are well observed 
in Fig. 9, particularly at higher flow rates. The evaporizer 
was supplied with constant heat power, so the tem-
perature decreased by increasing the amount of input 
liquid. Besides, as can be seen in illustrations above 
the graph, the point of fully evaporated liquid moves 
downstream. The oscillation period was around 60 s for 
a specific case and the amplitude is increasing by the 
flow rate of input medium up to 50 mbar at 9 ml/h as 
shown in the Fig. 9. In this particular case, the electri-
cal heat power of 8.5 W was required to maintain the 
evaporization and cover heat losses. However, in the 
presented study of combusting, where the flow rate 
of liquid methanol never exceeded 1.5 ml/h, the oscil-
lations were of shorter period. Oscillation in pressure 
is strongly correlated to water droplet formation (con-
densation) at the exit which in turn influences back the 
input feed conditions.

Figure 9: Evaporation of MeOH:DI (2:1vol.) in mean-
dered microchannel: temperature and pressure vs. 
time for three input flow rates, at constant heating 
power of 8.5W.

Autonomous combusting for internal mixing of MeOH 
and oxygen /air was obtained within narrow range of 
feed parameters. Fig. 10 presents the successful perfor-
mance of combusting and the obtained temperature 
in full autonomy once the ignition started at light-off 
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temperature 200 °C (diamond symbols). In the next ex-
periment, the input ports were exchanged. In this case, 
mixing was presumably improved and higher efficien-
cy as well as higher final temperature (square symbols) 
was obtained and maintained. Temperature stability in 
the first case was 200±2 °C in time interval 20-190 min 
(after which the fuel feed was changed) and 185±3 °C 
(considering time interval from 15-190 min).

One of the reasons for low increase of temperature in 
autonomous self-sustained combusting process is that 
additional heat to evaporize the amount of introduced 
methanol (Qheat-up+Qevap) must be provided. 

Figure 10: Autonomous combustor temperature with 
separate oxygen and methanol inputs and internal 
mixing on the platform for two modes of reagent sup-
ply.

In certain cases the generated heat was insufficient to 
rise the temperature and the output contained some 
unreacted methanol in particularly when the reac-
tion was under fuel rich conditions or the mixing was 
insufficient. The residence time of MeOH-air/oxygen 
mixture in the cavity has to be longer than the time re-
quired for the chemical reaction. This is described by 
a Damkohler number and should be >1. It is assumed 
that in certain cases this condition was not fulfilled. On 
the other hand, excessive amounts of input methanol 
cause that the catalyst is no longer capable of proper 
function and simultaneously, the unreacted compo-
nents are expelled to the outside ambient by the pres-
sure difference. The reactor could even become flood-
ed with liquid methanol if the evaporation is not fully 
completed.

It was also observed that when a certain oxygen flow 
rate is exceeded, the methanol pressure from the sy-
ringe pump was actually insufficient for introduction 
into the microchannel due to oxygen pressure interfer-
ence. This was the limitation for increasing further the 
methanol feed. Therefore, at this point we were just 
able to maintain the reaction and the temperature, but 

could not increase it by increasing the feed rate. Limi-
tations for achieving autonomous combustion can be 
found in specific geometry of the chamber, efficiency 
of mixing unit, exhaust orifice size, co-dependency of 
inlet pressures of both reagents and the reaction type 
taking place (heterogeneous only or transition toward 
homogeneous).

Table 1 and 2 shows conditions corresponding to two 
input configurations also presented in Fig. 10, indicat-
ing successful self-sustaining combusting parameters 
and the output products.

Table 1: Combustor input conditions and output prod-
ucts in separate feed mode-standard input ports.

MeOH 
[ml/h]

O2  
[sccm]

H2O  
[µg/min]

H2O+MeOH autonomy

1 35 6,7 no

1,2 43 11,8 no

1,3 45 13,8 yes

Table 2: Combustor input conditions and output prod-
ucts in separate feed mode-exchanged input ports.

MeOH  
[ml/h]

O2  
[sccm]

H2O  
[µg/min]

H2O+MeOH autonomy

1 35 10,5 no

1,2 35 13,21 no

1,2 43 13,5 no

1,3 43 15,05 no

1,3 43 16,16 yes

1,4 45 17,3 yes

Characterization of combustor with premixed 
MeOH + O2/air fuel

For this mode of fuel delivery, bubbler principle was 
used to feed the microcombustor, which was mount-
ed into the SS housing and insulated by rock wool. As 
shown schematically in Fig. 4c, oxygen or air stream 
carrier gas enters the liquid methanol vessel and bub-
bles rise through the methanol into the vapor phase 
above where it is further mixed with saturated metha-
nol vapors and then exit into the feeding line toward 
reactor. When it reaches the catalyst covered chamber, 
the reaction (eq.1) takes place after the proper ignition 
conditions are met such as light-off temperature, suf-
ficient catalyst activity and fuel to oxygen ratio.

Combustor temperature vs. partial pressure of 
methanol and carrier gas flow rate

The bubbler temperature determines the partial pres-
sure of saturated methanol vapors and must be well 
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controlled. If the volume above the methanol liquid 
level is saturated, the inlet oxygen or air flow mixes 
with methanol vapors and transports it toward the 
outlet, thus depleting the methanol concentration in 
the bubbler. Dynamic process of forming the vapor 
phase above the surface of the liquid methanol has 
to maintain equilibrium with the carrier gas at certain 
temperature. Carrier gas has actually two functions, i.e. 
promotes the mass transport of methanol vapors into 
the combusting cavity and also takes a part in the com-
busting reaction, and therefore has to be carefully ad-
justed to meet both requirements.

As discussed also by Ma et al. [14], when the carrier 
gas velocity increases (i.e. inlet flow rate is increased), 
methanol concentration slightly decreases (i.e. ratio 
F=Fuel/Air, decreases), indicating that the residence 
time in bubbler is increasingly too short for the air to 
fully saturate with methanol at higher flow rates.

At a constant flow of carrier gas through the bubbler, 
the quantity of methanol vapor entering the combus-
tor is increased by the temperature of bubbler and so 
is the temperature of the combustor (Fig. 11). Therefore 
also carrier gas amount has to be sufficient to fulfill the 
stoichiometric ratio for the reaction or to be slightly 
above it (fuel lean conditions). By this means the entire 
methanol will be reacted (oxidized) and no unreacted 
methanol will appear at the exit of combustor. In this 
case only water and CO2 will be the byproduct. This is 
actually a good indicator of complete reaction taking 
place in the cavity. If we obtain the unreacted (surplus) 
methanol at the exit, this indicates the reaction was 
not complete due to mixture ratio or geometrical and 
catalyst efficiency limitations for the overall quantity of 
input energent, as discussed also in previous section. 

Figure 11: Dependency of methanol partial pressure 
(bubbler temperature) and carrier gas flow rate on the 
combustor temperature.

As shown in Fig. 11, adjusting the combustor tempera-
ture can be performed by controlling partial pressure 
of methanol vapor or by adjusting the carrier gas flow 
rate within the reasonable range, limited by the com-
bustor design and thermodynamic issues such as resi-
dence time or reaction mode. Fig. 12 shows the heat 
up curve of the combustor in autonomous regime, 
followed by instant combustor response to reduced 
carrier gas flow rate and steady state temperature that 
could be obtained after prolonged period. The tran-
sient is rather long (>100 min) due to the high thermal 
load of the combustor housing. For oxygen as a carrier 
gas,	 the	 combusting	 efficiency	 of	 85-90%	was	 deter-
mined by measuring the amount of output water from 
the combusting process, with respect to calculated sto-
ichiometric water product. The combusting efficiency 
with	air	was	determined	to	be	80-85	%,	which	is	slightly	
lower compared to oxygen carrier gas.

Figure 12: Influence of oxygen flow rate on the com-
bustor temperature in autonomous regime.

Fig.13 presents the influence of the some additional 
insulation details on the obtained final temperature 
of the combustor when fed with constant amount of 
input fuel. For the given input parameters, the tem-
perature reached was 280 °C when the combustor was 
insulated by 20 mm thick rock wool shield. During ex-
periments, the exhaust hood was mounted above the 
reactor due to safety reasons if unreacted methanol 
exits. This causes forced convection around the com-
bustor. When it was removed, the temperature slightly 
increases up to 286 °C. By lifting the rock wool insu-
lated combustor from the table and putting it on the 
three small posts (decreasing thus the conductive heat 
losses) additional slight increase of temperature was 
obtained. To further reduce heat losses caused by ra-
diation, the system was enclosed with Al foil and the 
temperature was increased to 293 °C. All three steps 
cumulatively contributed to rise of temperature (e.g. 
13	°C	or	4.6%).	The	insulation	issues	need	to	be	consid-
ered further in order to reduce heat losses and achieve 
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faster thermal response. Though it is desirable to have 
fast thermal response of the system, this also means 
that the system will be sensitive to undesired ambient 
changes. As shown in Fig.13, the consumption of liquid 
methanol during 6 hours period was as low as 1.1 ml/h 
to maintain the combustor temperature between 280 
and 293 °C.

Figure 13: Influence of additional insulating steps on 
the steady state temperature of combustor.

In the case of air carrier gas, the reaction reagents are 
diluted by additional nitrogen. Equilibrium between 
the introduction of methanol vapors and needed oxy-
gen from the air carrier gas has to be established. The 
outgoing products contain also inert N2 carrier gas. If 
the flow rate of air is too high, the amount of unreacted 
methanol over the catalyst can exceed the ability of 
catalyst to support the reaction (residence time is too 
short) and some methanol can leave the combustor 
unreacted.

The influence of light-off temperature in the range 80-
200 °C on temperature rise time was studied in more 
details in a previous work [16]. It was shown that the 
combustion was successful for light-off temperature of 
100 °C and above. At 80 °C, the ignition level was too 
low and the reaction did not take place at all. By pro-
viding higher light-off temperatures and implement-
ing oxygen carrier gas instead of air, the transition of 
heterogeneous type of reaction to self-sustained ho-
mogeneous was found to decrease. 

Fig. 14a presents SEM top view of mesoporous ceria and 
nanodispersed Pt and Fig. 14b presents cross-section 
of catalyst layer on the Si substrate. The catalyst layer 
was examined after performing several experiments 
(cumulatively >100 h) under different feed conditions. 
No changes in morphology or carbonaceous deposits 
were found on the catalyst layer, indicating that the 
catalyst layer can withstand severe overloading or fuel 
rich conditions.

Figure 14: Deposited Pt/CeO2 catalyst within the com-
bustor chamber: a) top view and b) cross section.

Discussion on the presented combusting approach-
es:

Each of the presented approaches in this study offer 
certain advantages and disadvantages. The applicabili-
ty of individual approach depends strongly on the field 
of application, type of available or required energent, 
light-off temperature, range of aimed working tem-
perature and similar. Table 3 summarizes some results 
obtained during this study. Due to the fact that param-
eters for each approach were different the data given 
correspond only to given process conditions and type 
of combustor design.

Though the advantageous self-ignition can be ob-
tained already at RT as shown in Fig. 5, H2-O2 energent 
is eventually not a practical type of fuel for portable ap-
plications, because it is not widely available in field op-
erations, nor as a separate storage tanks neither from 
anode of fuel cell as the excessive hydrogen. For fast 
start up from RT, all three presented approaches actu-
ally require additional energy, usually heating by e.g. 
thin film Pt electrical heaters [19]. More efficient tem-
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perature time response at RT light-off could eliminate 
need for electrical heating.    

As shown in the table 3, combustor with in-situ mix-
ing showed relatively good efficiency, however the 
fuel evaporation and mixing realized on the same Si 
platform is a rather demanding task. There is a strong 
interplay between geometrical issues, evaporation 
paths, mixing efficiency as well as precise control of 
the amount and ratio of mixed fuel reaching the cata-
lyst surface [20]. The consequence is that combustion 
process and final temperature are not easy to control 
independently. Further work is still required to opti-
mize the combustor design for higher performance. 
Important fact that was determined by our experimen-
tal work was that certain combustor design covers only 
a limited range of working parameters where optimal 
efficiency is obtained; once out of range, the ignition is 
not reached or the oxidation process is not completed 
(unreacted products are detected) or the combustion 
is completely ceased. 

Our experimental results show that for the type of de-
signed reactors, the most suitable methanol feed ap-
proach is by premixing air or oxygen and methanol via 
bubbler. It was shown that final temperature can be 
well controlled with adjusting the input parameters 
and by proper heat loss management. From the point 
of repeatability, combusting of premixed MeOH-O2/air 
showed superior results compared to H2-O2 or in-situ 
mixing. 

Long-term stability tests with bubbler type autono-
mous combusting over prolonged period also revealed 
the best performance as shown in our previous work 
[16]. In that study the measured average consumption 
rate of liquid methanol to maintain 320 °C temperature 
over 7 hour period was below 1.45 ml h-1 and the stabil-
ity 320 ±1 °C. Taking into account the determined com-
busting	efficiency	of	90%,	the	delivered	average	ther-
mal power in that case was 6.5W [16]. Unfortunately, 
bubbler type of dosing is not practical in the field due 
to drawbacks such as required tight control of bubbler 
temperature and being also position sensitive. The so-

lution of internal mixing is still preferred for field op-
eration, therefore abovementioned problems require 
further attention.

4. Conclusions 

Design, microfabrication process and characterization 
of silicon-glass based microcombustor with Pt/CeO2 
catalyst, as a heat provider for various endothermic 
processes, were presented. The influence of some im-
portant parameters, such as input flow rate of reagents, 
premixing regime, pressure and light-off temperature 
were presented and discussed. Three different types of 
fuel application were presented and each character-
ized by means of thermal response characteristics and 
heat provisions. The prepared Pt/CeO2 catalyst proved 
very efficient, providing the ignition of H2-O2 energents 
already at room temperature. Bubbler type of metha-
nol air/oxygen fuel delivery exhibited the most prom-
ising results regarding the provided heat, temperature 
control and methanol consumption. This type of micro-
combustor exhibited average consumption rate of liq-
uid methanol typically 1.1 ml h-1 to maintain tempera-
ture 290 ±1 °C °C.
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Abstract: In the paper the results of simulations and measurements of the boost converter operating with silicon and silicon carbide 
devices are presented. SPICE simulations were performed with the use of electrothermal hybrid models of unipolar transistors and 
Schottky diodes. The influence of the input voltage, the pulse-duty factor and the load resistance of the boost converter including 
silicon MOSFET, silicon Schottky diode, silicon carbide Schottky diode and silicon carbide MESFET on characteristics of this converter 
are analysed. The simulation results are verified experimentally. On the basis of obtained results of calculations and measurements, the 
influence of selection of the considered semiconductor devices on the boost converter characteristics is discussed.

Key words: Boost converter, SiC semiconductor devices, steady state characteristics, modelling

Vpliv diod in tranzistorjev iz silicija in 
silicijevega karbida na neizotermične 
karakteristike stikalnega pretvornika navzgor
Povzetek: V članku so predstavljeni rezultati in meritve stikalnega pretvornika navzgor  z elementi iz silicija in silicijevega karbida. 
Izvedene so bile SPICE simulacije z uporabo elektrotermičnih hibridnih modelov unipolarnega tranzistorja in schottkyjevih diod. 
Analiziran je vpliv vhodne napetosti, razmerja med pulzom in premorom in upornosti bremena stikalnega pretvornika navzgor s 
silicijevim MOSFET, silicijevo schottky diodo, schottky diodo iz silicijevega karbida in MESFET iz silicijevega karbida na karakteristike 
pretvornika. Simulacije so eksperimentalno preverjene. Na osnovi izračunov in meritev je obrazložen vpliv izbranih elementov na 
lastnosti stikalnega pretvornika.

Ključne besede: stikalni pretvornik, polprevodniški elementi iz SiC, statična karakteristika, modeliranje
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1. Introduction

The non-isolated boost converter – NBC (Fig.1) belongs 
to a class of power electronic circuits most often used. 
The NBC is applied both in supplying circuits and pow-
er factor correction (PFC) circuits [1 - 7]. Properties of 
the considered converter depend on parameter values 
of the component elements, especially – semiconduc-
tor power devices, e.g. [6 - 12].

Typically, silicon power devices are used in boost con-
verters, but recently more and more papers describe 

such circuits with silicon carbide (SiC) devices [2 – 4, 10 
- 17]. The properties of silicon carbide power semicon-
ductor devices are presented in many papers, e.g. in [7, 
18 – 25]. In the cited papers, it is underlined that SiC 
power semiconductor devices can operate in higher 
temperature and with higher switching frequency than 
classical silicon semiconductor devices. In the papers 
[2 – 4, 10 – 15, 17] the switching converters including 
SiC Schottky diodes, power JFETs, power BJTs or power 
MOSFETs are described. The considered converters are 
utilized in PFC circuits, photovoltaic (PV) systems, in-
verters for IPM traction drive or other high frequency 
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and high voltage power networks. The authors of the 
cited papers proved that using SiC semiconductor 
power devices make possible to reduce power losses in 
high voltage switching converters [26]. 

Nowadays, specialist computer programs along with 
devices models are used in the process of analysing 
and designing electronic circuits. SPICE is one of the 
most popular tools used for this purpose [1, 27-30]. 

One of the essential physical phenomena influenc-
ing the devices and dc-dc converters characteristics 
is selfheating [1, 8, 27, 30 - 35]. To take into account 
such a phenomenon in the circuits’ analysis, the device 
electrothermal models have to be used. Due to some 
properties of pulse circuits, the electrothermal models 
have to model, first of all, the device ON and OFF states. 
Apart from this, such models should have possibly rela-
tive short time of calculations. Unfortunately, the so 
called global electrothermal models (GETM) [24, 36 - 
41] do not posses such properties and therefore GETMs 
are not suitable to analyse dc-dc converters. The GET-
Ms are the complex model, which describe properties 
of semiconductor devices very accurate using the net-
work form composed of passive components and con-
trolled current or voltage sources. For example, some 
attempts to use the GETM of Schottky diode [36] and 
MESFET [37] lead to unconvergency of calculations. 

In turn, as it was shown in [8, 30, 42, 43, 47], the hybrid 
electrothermal models (HETM) assure both high accu-
racy and acceptable time of calculations. Such models 
consist of two parts. First of them is the isothermal 
model built-in in SPICE whereas the second part in-
cludes controlled current or voltage sources modelling 
the influence of the increase of the internal device tem-
perature on its terminal currents and voltages. Forms of 
such models for the considered devices are presented 
in the next section. 

In this paper, which is the extended version of the pa-
per [44], properties of boost converters with unipolar 
transistors and Schottky diodes made of silicon and sili-
con carbide are compared. The theoretical considera-
tions are illustrated by some results of the calculations 
and measurements. 

2. Electrothermal hybrid models of 
unipolar transistors and diodes

The hybrid electrothermal models of semiconductor 
devices dedicated for SPICE were presented for exam-
ple in [8, 30, 43, 44]. HETM consists of the isothermal 
device model built-in in SPICE, the controlled voltage 
sources modelling the additional voltage drops be-
tween the device terminals resulting from selfheat-
ing and the compact device thermal model making it 
possible to calculate the device internal temperature, 
based on the device dissipated power course and the 
course of the device transient thermal impedance.

Fig. 2 illustrates the network representation of the hy-
brid linear model of the diode, in which the influence 
of the temperature on the voltage drop across the for-
ward biased junction and the series resistance is taken 
into account. 

Figure 2: The circuit representation of the hybrid elec-
trothermal model of the diode 

In this model D1 represents the isothermal diode mod-
el built-in in the SPICE program [45], the controlled 
voltage source EUD models the temperature changes of 
the voltage across the forward biased junction and on 
the diode series resistance. 

The value of the source EUD is given by the formula 

  (1)

where RS designates the series resistance of the diode 
at the reference temperature T0, aRS is the temperature 
coefficient of relative changes of this resistance, au is 
the temperature coefficient of the voltage changes on 
the forward biased junction, whereas TD denotes the 
internal temperature of the diode. 

The compact thermal model is composed of the source 
Gp, the current of which is equal to the device thermal 
power pth and the two-terminal Rth Cth modelling the 
device transient thermal impedance. To reduce the 
time of calculations only one thermal time constant of 
the non-physical value characterizing the device tran-
sient thermal impedance was used in the model [8, 30]. 
The power model is given by the formula 

Figure 1: The non-isolated boost converter 
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      (2)

In turn, the circuit representation of the electrothermal 
hybrid linear model of the unipolar transistor, in which 
the dependence of the series resistance of the drain on 
the temperature is taken into account, is shown in Fig.3. 

Figure 3: The circuit representation of the hybrid elec-
trothermal model of the MOSFET transistor

In Fig.3 WMS stands for the isothermal model of the 
MOSFET transistor built-in in the SPICE software [45], 
the controlled voltage source ERD models the depend-
ence of the series resistance of the drain on tempera-
ture. 

The value of the source ERD is given by the formula 

    (3)

where RON designates the value of the transistor on-
state resistance at the reference temperature T0, aRD is 
the temperature coefficient of the relative changes of 
this resistance, whereas TT denotes the internal tem-
perature of the transistor. 

The power model is given by the formula 

      (4)

where the voltage vDS and the current iD are marked in 
Fig.3. 

In both the presented models the internal device tem-
perature (TT for the transistor and TD for the diode) is 
the sum of the ambient temperature Ta and the tem-
perature excess (DTT for the transistor and DTD for the 
diode) calculated from the thermal model.

3. Results

In this Chapter the results of experimental verification 
of the electrothermal hybrid models of the diode and 
the unipolar transistor (see Chapter 2) as well as the 
boost converter with these devices are presented. The 
investigations were performed for four devices: the sili-
con Schottky diode 1N5822, the silicon carbide Schott-

ky diode SDP04S60, the silicon MOSFET IRF540 and the 
silicon carbide MESFET CRF24010. 
The parameter values of the electrothermal hybrid 
models of the considered devices are collected in Ap-
pendix.

Figure 4: The nonisothermal dc characteristics of the 
considered Schottky diodes (a) and the dependence of 
the case temperature of these diodes on their voltage-
drop (b)

In Figs.4-5 the nonisothermal dc characteristics of 
the forward biased diodes (Fig.4) and the transistors 
in the non-saturation region (Fig.5) are presented. In 
these figures points denote results of measurements, 
whereas lines denote results of calculations. As seen, 
a good agreement between the calculated and meas-
ured characteristics was obtained, which confirms high 
correctness of both the proposed models and the pro-
cedure of model parameters values estimation. It is 
worth mentioning that the voltage drops on the SiC 
devices switched-on are much greater than on their 
silicon counterparts. For example, the voltage drop on 
the forward biased silicon carbide diode is twice higher 
than on the silicon one. Apart from this, the SiC diode 
possesses several times higher value of the series re-
sistance than their silicon counterpart. Consequently, 
the voltage drop on the SiC diode at the forward cur-
rent equal to 2.5 A is over four times higher than that 
on the silicon diode.
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Figure 5: The nonisothermal dc output characteristics 
of the considered unipolar transistors operating in the 
non-saturation range

In turn, as it is seen in Fig.5, the slope of the output 
characteristic iD(vDS) equal to the transistor channel 
resistance is hardly ten times smaller for the silicon 
transistor than for the SiC MESFET. This difference of 
the voltage-drop causes directly much higher energy 
losses in the switched-on SiC MESFET than in the com-
parable silicon transistor. 

Using the investigated devices, the influence of their 
properties on the boost converter characteristics was 
examined.

The investigated boost converter contains: the coil L = 
330 mH, the capacitor C = 220 mF and three sets of semi-
conductor switching devices. The first set, called here 
the converter CONV1, consists of the silicon power MOS-
FET (IRF540) and the silicon Schottky diode (1N5822). 
The second set (CONV2) consists of the silicon MOS-
FET (IRF540) and the SiC- Schottky diode (SDP04S60). 
The third set (CONV3) consists of the power transistor 
SiC-MESFET (CRF24010) and the SiC-Schottky diode 
(SDP04S60). The control signal, represented in Fig.1 by 
the voltage source Vcontr is generated by the monolithic 
PWM controller (UC3842). The MOSFET transistor is con-
trolled directly by this controller, whereas to control the 
MESFET transistor the circuit shifting the control voltage 
[13] is additionally used. During investigations, both the 
transistors were situated on the heat-sink of dimensions 
50x100x10 mm, whereas both the diodes operated 
without any heat-sink. 

Using the electrothermal SPICE models of the consid-
ered devices shown in Figs. 2, 3 the characteristics of 
the boost converter at the steady state were simulated 
with the use of the analysis method described in [46]. 
Moreover, such characteristics were measured. The fol-
lowing dependences were considered: the depend-
ence of the output voltage and the watt-hour efficiency 
of the converter and the case temperature of the semi-
conductor devices (transistors and diodes) on the input 

voltage, the load resistance and the pulse duty factor of 
the control signal. The investigations were performed 
at the typical control signal frequency equal to 100 kHz. 
The output voltage was measured directly using digital 
voltmeter, the watt-hour efficency was obtained indi-
rectly based on the measured RMS values of the con-
verter input and output currents and voltages, whereas 
the case temperatures of the transistor and the diode 
were measured using the thermo-hunter.

In Figs.6-8 some results of the investigations are pre-
sented. In these figures, the results of calculations and 
measurements are marked by lines and points, respec-
tively. As seen, the obtained characteristics have a very 
similar shape for all the considered converters - only 
the quantitative differences between the characteris-
tics are observed. 

It is worth mentioning that on the dependence Vout(d) 
the maximum is observed, whereas the dependence 
h(d) is a monotonically decreasing function. As it was 
proved in [35] the value of this maximum depends on 
the on-resistance RON of the power transistor channel. 
In the considered case, RON for the MOSFET is 10 times 
lower than for the MESFET and the maximum value 
of the output voltage Vout of the converter CONV1 is 
of	 about	 25%	 higher	 than	 the	 output	 voltage	 of	 the	
converter CONV3. This difference causes also the low-
er value of the watt-hour efficiency of the converter 
CONV3. On the other hand, the forward voltage-drop 
of the silicon Schottky diode is much lower then the 
forward voltage-drop of the silicon carbide Schottky 
diode. This differences causes, that the case tempera-
ture of SiC Schottky diodes operating in the convert-
ers CONV2 and CONV3 is much higher then the case 
temperature of silicon Schottky diode operating in the 
converter CONV1. 

In turn, it results from the dependence Vout(R0) that the 
converters CONV1 and CONV2 operate in the conti-
nouous conducting mode in all the considered range 
of changing of the load resistance R0, whereas the 
converter CONV3 starts operating in the discontinu-
ing current mode for R0 > 800 W. For all the considered 
converters the increasing functions Vout(R0) and h(R0) is 
observed. On the other hand, the case temperatures 
of the diodes and transistors are the monothonically 
decreasing functions of the load resistance. The load 
resistance cannot be lower than 10 W, because at this 
value of the resistance R0, the diode case temperature is 
nearly the catalogue admissible value. Note, that much 
higher energy losses existing in the transistors as com-
pared with diodes do not cause the essentially higher 
values of the transistor internal and case temperatures 
due to the fact that the value of the diode thermal re-
sistance is of much higher value than the value of the 
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transistor thermal resistance. As it is seen, for all the in-
vestigated converters a good agreement between the 
results of measurements and analyses was obtained for 
the load resistance R0 > 10 W, which confirms the cor-
rectness of the device models used in the analyses. 

Additionally, the influence of the input voltage of the 
considered parameters of the boost converter was in-
vestigated. The range of change of the converter input 
voltage was limited by the admissible drain-source 
voltage of the SiC MESFET. In the range of this voltage 

Figure 6: Dependences of the converter output volt-
age (a), the watt-hour efficiency (b), the transistor case 
temperature (c) and the diode case temperature (d) on 
the pulse duty factor d of the control signal

Figure 7: Dependences of the converter output voltage 
(a), the watt-hour efficiency (b), the transistor case tem-
perature (c) and the diode case temperature (d) on the 
load resistance
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from 3 to 12 V the output voltage of all the investigated 
converters increase nearly linearly. Note, that the de-
pencences h(Vin), TT(Vin) and TD(Vin) are the increasing 
functions too.  

Figure 8: Dependences of the converter output voltage 
(a), the watt-hour efficiency (b), the transistor case tem-
perature (c) and the diode case temperature (d) on the 
input voltage

In Figs.6-8 one can observe that the highest values of 
the converter output voltage and the watt-hour effi-
ciency are observed for the converter CONV1 including 
silicon devices analysis. On the contrary, the highest 
values of transistor case temperature are observed for 
the converter CONV3, whereas the highest value of the 
diode case temperature was obtained for the converter 
CONV2. After using the SiC-MESFET, the considerable 
reduction of the output voltage and the watt-hour ef-
ficiency is observed. The described relationships were 
observed in a wide range of the pulse duty factor of the 
control signal and in a wide range of load resistance. 

4. Conclusions

In the paper the results of the analyses and measure-
ments of the characteristics of the boost converter with 
silicon and silicon carbide devices are presented. Due 
to the higher value of the resistance of the switched-on 
SiC transistor channel and a higher voltage drop on the 
SiC diode, the converter operating parameters have 
worse values when silicon devices are used. Therefore, 
the use of the SiC-devices in low-voltage dc-dc con-
verters is unjustifiable.

The use of the hybrid electrothermal models of Schott-
ky diodes and unipolar transistors allow obtaining a 
good agreement between the results of the analyses 
and measurements for all types of semiconductor de-
vices (Si and SiC). This confirms the usefulness of these 
kinds of models in the analysis of the considered class 
of converters.
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Appendix

The parameter values of the hybrid electrothermal 
models of the considered diodes and transistors are 
collected in Tables 1-4.

Table 1: Parameters values of the hybrid electrothermal model of the Si-MOSFET (IRF540)

Parameter name Level Gamma Delta Eta Theta Kappa Vmax Xj Tox Uo Phi

Parameter value 3 0 0 0 0 0 0 0 100nm 600 cm2/V/s 0.6 V

Parameter name Rs Kp W L Vto Rd Rds Cbd Pb Mj Fc

Parameter value 16 mW 20.71 mA/V2 0.94 m 2 mm 3.136 V 22 mW 444.4 
kW

2.408 nF 0.8 V 0.5 0.5

Parameter name Cgso Cgdo Rg Is N Tt RON aRD Rth

Parameter value 1.153 
nF/m

445.7 pF/m 5.557 W 2.859 pA 1 142 ns 38 mW 0.012 K-1 12 K/W
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Table 2: Parameters values of the hybrid electrothermal model of the Si-Schottky diode (1N5822)

Parameter name Is Rs Ikf N Xti Eg Cjo M

Parameter value 100 nA 34.63 mW 2.37 A 1 0 1.11 V 1.032 nF 0.6736

Parameter name Vj Fc Isr Nr aU aRS Rth

Parameter value 0.75 V 0.5 9.599 mA 2 -2 mV/K 0.003 K-1 60 K/W

Table 3: Parameters values of the hybrid electrothermal model of the SiC-Schottky diode (SDP04S60)

Parameter name IS RS IKF N XTI EG BV IBV ISR

Parameter value 0.27 fA 190 mW 0 1.099 2.2 1.319 V 670 V 0.2 A 1.9 pA

Parameter name NBV NR VJ M TRS1 TRS2 aRS aU
Rth

Parameter value 1500 2.36 0.75 V 1 0.004   K-1 30x10-6 K-2 0.005 K-1 -1.5 mV/K 30 K/W

Table 4: Parameters values of the hybrid electrothermal models of the SiC-MESFET (CRF24010)

Parameter name Level B ALPHA VTO LAMBDA BETA VTOTC RD RS RG IS

Parameter value 2 26.6 V-1 0.135 V-1 -13.84 V 0.0085 V-1 0.5 A/V2 -0.002 V/K 0.17 W 0.1 W 10 W 70 fA

Parameter name N CGS CGD CDS VBI VMAX VDELTA RON aRD
Rth

Parameter value 1.25 6.7 pF 0.3 pF 1.3 pF 1.8 V 0.1 V 3 V 0.37 W 0.006 K-1 10 K/W

Arrived: 16. 08. 2012
Accepted: 15. 10. 2012
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Abstract: A new very low power impulse radio ultra-wideband (IR-UWB) pulse generator is investigated in the paper. The low 
complexity and tunable architecture is composed of a glitch generator, a switched ring oscillator, a two-stage energy efficient buffer 
and a pulse shaping filter (two versions). It is designed and simulated in low-cost 0.18 µm UMC CMOS technology. Post-layout 
simulation results showed spectrum that covers whole UWB band and fully complies with the corresponding FCC spectral mask. 
The pulse duration is around 0.5 ns, and the peak-to-peak amplitude is 211 mV on 50 Ω output load. Since the impulse radio-based 
generator operates in burst mode with low duty cycle, it has ultra low power consumption of 0.89 mW corresponding to energy 
consumption of 8.9 pJ per pulse for 100 MHz pulse repetition frequency (PRF). For the output filter with additional off-chip inductor 
and PRF of 200 MHz, Power Spectral Density reaches the maximum value of −41.33 dBm/MHz at 6.4 GHz, consuming average power 
of 2 mW. The peak-to-peak amplitude in this case is 250 mV with pulse duration of around 0.75 ns. The chip occupies very small area of 
only 558 × 556 μm2 mainly due to simple pulse generator architecture.

Key words: CMOS technology, impulse radio ultra-wideband (IR-UWB) communications, pulse generator, radio frequency integrated 
circuits (RFIC), ultra-wideband systems.

Enostaven in spremenljiv 3–10 GHz IR-UWB 
pulzni generator nizke moči
Povzetek: V članku je obravnavan ultra-širokopasovni (IR-UWB) pulzni generator z impulzi zelo nizkih moči. Enostavno in spremenljivo 
arhitekturo sestavljajo generator motečih impulzov, preklopni zankasti oscilator, dvostopenjski energijsko učinkovit ojačevalnik in 
filter za oblikovanje impulzov (v dveh različicah). Načrtovan in simuliran je na nizkocenovni 0.18 µm UMC CMOS tehnologiji. Rezultati 
simulacij so prikazali spekter, ki pokriva celotno nizko UWB območje in popolnoma ustreza ustrezni FCC maski. Dolžina impulza je 
okoli 0.5 ns z vrh-vrh amplitudo 211 mV pri 50 Ω bremenu. Kljub kontinuitetnemu delovanju generator izkazuje zelo nizko porabo 0.89 
mW, kar ustreza porabi energije 8.9 pJ na impulz pri ponavljajoči frekvenci (PRF) 100 MHz. Pri 200 MHz spektralna gostota moči doseže 
maksimum -41.33 dBm/MHz pri 6.4 GHz in porabi 2 mW. V tem primeru je vrh-vrh amplituda 250 mV in dolžina impulza 0.75 ns. Čip 
zaseda le 558 x 556 μm2 prostora, kar je posledica enostavne arhitekture pulznega generatorja

Ključne besede: CMOS tehnologija, pulzna radio ultra-širokopasovna (IR-UWB) komunikacija, pulzni generator, integrirano vezje 
radijskih frekvenc (RFIC), ultra-širokopasovni sistemi. 

* Corresponding Author’s e-mail:  jelenar_@uns.ac.rs

1. Introduction

Since the Federal Communications Commission (FCC) 
allocated the 3.1 − 10.6 GHz unlicensed spectrum for 
commercial ultra wideband (UWB) application in Feb-
ruary 2002, several technologies have been developed 
to satisfy the communication market requirements [1]. 
Multiband orthogonal frequency division multiplexing 
(MB-OFDM) UWB and direct-sequence (DS) UWB proto-
cols are mainly focused on the high data rate commu-

nications such as streaming multimedia applications. 
However, these techniques do not utilize efficiently the 
whole UWB frequency range (3.1 – 10.6 GHz) because 
they divide it into several sub-bands/channels in sys-
tem design [2], [3]. This reduces the data throughput 
capacity and demands complex digital-signal process-
ing, modulation and deep compression for achieving 
necessary data rate. As the carrier-based transmission 
approaches require mixers and power amplifiers (usual-
ly noisy, power hungry and complex blocks), such UWB 
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transceivers apparently increase the complexity, power 
and costs of the UWB chip. Impulse Radio Ultra Wide 
Band (IR-UWB) technique is a carrier-less approach that 
transmits extremely short pulses (pulse duration is less 
than 1 ns) occupying the full UWB frequency spectrum. 
It has advantageous features such as low complex-
ity (without mixer and power amplifier), low-cost and 
energy efficient UWB transmitter architecture allowing 
simple modulation scheme (e.g. on-off keying – OOK). 
Additionally, the protocol offers high fading margin for 
communication systems in multipath environments 
[4]. The IR-UWB appears to be good candidate for very 
high data rate short-range communication, and low 
data rate communication related to localization or/and 
positioning systems [5], [6]. Nowadays, it is mostly used 
in the IEEE 802.15.3a high data rate and IEEE 802.15.4a 
low data rate standards, sensor networks, tag networks 
and biomedical applications.

A pulse generator plays the core role in an IR-UWB sys-
tem design because it produces pulse train which spec-
trum, with sufficient power level, has to satisfy all FCC 
requirements. Therefore, it is extremely challenging to 
design UWB transmitter that satisfies such difficult de-
mands while achieving low-power and high-through-
put operation to enable low-cost systems. Recently 
reported UWB pulse generators have generally used 
all-digital [7 – 9], analogue-digital [10] or all-analogue 
[10], [11] design approach. Digital solutions offer high-
er integration, lower power consumption and better 
controllability whereas all-analogue techniques dem-
onstrate circuit simplicity. In some cases, the all-digital 
architectures require power amplifier (PA) at the output 
to provide sufficient signal strength increasing the to-
tal power consumption and further degrading system 
complexity by introducing additional PA design con-
straints. The analogue designs that generate the UWB 
pulses by LC resonant circuits require considerable die 
area, making these architectures less suitable for area 
constrained applications. The slow transient response 
of the pulsed LC oscillators restricts the bandwidth and 
the pulse amplitude, as the oscillation is not able to set-
tle sufficiently in a short time. 

In this paper, a new low-power and low-complexity 
pulse generator, addressing the whole FCC spectrum 
band, is proposed. The presented topology, designed 
in low cost 0.18  μm UMC CMOS technology, is ana-
lyzed in Section III. Due to not high enough speed of 
CMOS inverters available in the used technology, it was 
necessary to increase the ring oscillator frequency by 
introducing negative feedback in each inverter stage. 
One of them was chosen even to be variable to pro-
vide adjustment of the output signal central frequency. 
Post-layout simulations results are given in Section IV 
followed by discussion and comparison with the other 

published pulse generator designs. The Section V con-
cludes the paper.

2. FCC spectral mask and UWB pulse 
design

The UWB transmitter power level in the FCC allo-
cated frequency range (3.1  −  10.6  GHz) should be 
lower than −41.3  dBm/MHz [1], in order not to inter-
fere with the already existing communication systems 
such as WiMax, Bluetooth and GSM. In the GPS band          
(0.96 – 1.61 GHz), there is even more stringent regula-
tion: less than −75.3 dBm/MHz is needed to avoid inter-
ference problem. The Power Spectral Density (PSD) in 
frequency interval from 1.61 GHz to 3.1 GHz depends 
on the type of application (indoor, outdoor, GPS, wall & 
medical imaging, through-wall imaging & surveillance 
system). Fig. 1 shows the FCC mask for the indoor and 
outdoor UWB communications (including the Part 15 
limit) [1] that pulse spectrum has to meet.

Figure 1: The FCC indoor and outdoor mask for UWB 
[1].

The FCC rules define only the frequency bands and 
the radiated PSD but there are no requirements on the 
time-domain wave shape. However, as the shape of the 
pulse generator signal determines its spectrum char-
acteristic and effectively dictates specific system (UWB 
transmitter) requirements, its generation is one of 
the essential considerations in the UWB design. Pulse 
shapes usually used in the impulse radio UWB technol-
ogy are based on the Gaussian pulse and its derivatives. 
For indoor systems, the 5th or higher order derivative 
of the Gaussian pulse should be used to comply with 
the allocated indoor spectrum mask [8].
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3. Proposed IR-UWB pulse generator 
design 

The proposed topology is shown in Fig. 2. It is com-
posed of a glitch generator, a switched oscillator, a 
two-stage buffer, and a pulse shaping filter. Two ver-
sions of the output filter (without and with off-chip 
inductor Lb) are presented in Fig. 3. It should be noted 
that enhancement-mode transistors have been used in 
the design.

Figure 2: Proposed IR-UWB pulse generator.

Figure 3: Two versions of pulse shaping filter: (a) with-
out off-chip inductor Lb, and (b) with off-chip inductor 
Lb.

The switched oscillator consists of a three-stage ring 
oscillator, (inverter stages M1 – M3), two feedback resis-
tors Rosc, a control transistor M6, and a pair of oscillation-
enabling switches (transistors M4 and M5). The ring os-
cillator is one of the most commonly used topology in 
the pulse generator design due to its simple architec-
ture occupying small chip area (without passive com-
ponents). Furthermore, it offers fast transient response 
as it has short start-up time and small resistance at each 

inverter feedback nod. The resistors Rosc, feedbacks in 
the second and third inverter stage, increase the ring 
oscillating frequency by decreasing the input (Miller) 
capacitance [12]. PMOS transistor M6 is used for the 
frequency tuning to enable compensation due to the 
process-voltage-temperature (PVT) variations and ad-
ditional spectrum fitting within the FCC spectral mask 
[12]. This can be accomplished by changing the transis-
tor M6 gate control voltage Vctrl.

The oscillation-enabling switches control the oscil-
lation process in accordance with the Tosc signal state 
(produced by the glitch generator). The ring oscillator is 
turned on by transistor M4 at the Tosc signal rising edge, 
and the inverter stages output voltage values are de-
termined by the size ratio of the corresponding PMOS 
and NMOS transistors. The transistor M4 is switched 
off and transistor M5 is switched on while the Tosc sig-
nal is “low”. During this interval, the inverter stages are 
turned off, while the transistors M6 (operating in linear 
region) and M5 connect the ring oscillator output (the 
buffer input) to supply voltage. The exact voltage value 
of the nod (1.6 V) is determined by the voltage divid-
er consisting of four resistors in series: resistor Rb and 
channel resistances of transistors M5, M6, and M7n. This 
results in negligible power consumption of the first 
buffer stage having output voltage close to zero. As M8n 
transistor is turned off, the power consumption of the 
second buffer stage can also be neglected minimizing 
the total power consumption. Since the M1 transistor 
output (the M2 transistor input) is connected to Vdd by 
the transistor M5, at the next rising edge of the Tosc sig-
nal the oscillation starts from the same initial state.

It can be noticed that the ring oscillator output sig-
nal length and thus its bandwidth are approximately 
defined by the duration of the Tosc signal. The shorter 
the control impulse, the wider the output signal band-
width is obtained. To cover the whole FCC frequency 
range (3.1  GHz  –  10.6  GHz), the Tosc signal should be 
short and narrow (duration less than 1 ns). As a micro-
controller could not produce such a short signal, the 
oscillation-enabling pulse is created by the glitch gen-
erator considering the input trigger in signal usually 
controlled by a microcontroller. The glitch generator 
consists of three inverters, a digitally controlled capaci-
tor bank and a NOR gate. The duration of the generated 
signal is determined by the digitally controlled capaci-
tor bank, composed of capacitors Cb1 and Cb2, and tran-
sistor switches M11 and M12. To provide sharp both ris-
ing and falling edge of produced signal, the capacitor 
bank was introduced between the inverter stages. Digi-
tal signals D1 and D2 switch off/on adequate capacitors 
determining the total bank capacitance that is directly 
proportional to the Tosc signal duration. This provides 
indirectly control of the pulse generator output signal 
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length and bandwidth. By the bank capacitance digi-
tally tuning, the duration of the control signal can be 
adjusted from 250 ps to 660 ps.

The two-stage buffer isolates the ring oscillator from 
the high-pass filter load (the inductor L and two capaci-
tors C1 and C2, Fig. 3a) and improves the pulse genera-
tor current driving capability. The first buffer stage has 
small gain and low input impedance due to resistive 
feedback used to increase the ring oscillator frequency. 
The second stage prevents this effect to change the 
output filter shaping characteristics and simultaneous-
ly amplifies the signal. Although the buffer seems to be 
some kind of output power amplifier, it does not en-
danger the IC design requirements as it occupies very 
small area and has negligible power consumption. The 
off-chip inductor Lb connected to constant voltage (the 
second type of the output filter presented in Fig. 3b) is 
used only in case better suppression at low frequencies 
is required. For its realization, a bond-wire can be used. 
It can be noticed that this inductor could be integrated 
on chip to create the on-chip band-pass filter, but this 
would increase the die-area and thus the fabrication 
costs. 

4. Post-layout simulation results and 
comparison

The proposed topology has been designed in mixed 
mode/RF UMC 0.18 μm CMOS technology with supply 
voltage of 1.8 V. Simulations have been performed us-
ing SpectreRF Simulator from Cadence Design Environ-
ment. It should be emphasized that this software is one 
of the most commonly used for IC design. In order to 
perform post-layout simulations, the Assura (Cadence 
parasitic extractions) tool has been used. Furthermore, 
the obtained results have been checked with Calibre 
(Mentor Graphics) tool as well.

Since one of the portable system’s biggest issues is bat-
tery life, the pulse generator was optimized with the 
main aim to minimize the power consumption and 
meet efficiently the FCC spectrum demands while still 
keeping acceptable values for remaining Figures of 
Merits (FOMs). Regarding the circuit’s spectrum char-
acteristics or the spectrum center frequency, the main 
problem was limited set of transistor sizes available in 
the used technology as the ring oscillator frequency 
depends directly on transistors sizes. The period of 
the oscillation T rises proportionally with increase in 
transistors sizes, while the oscillating frequency de-
creases (f0=1/T). For the standard three-stage ring os-
cillator design with the smallest NMOS transistors (W/
L= 25 μm/0.18 μm) and approximately two times larger 

PMOS transistors (W/L= 45 μm/0.18 μm), the oscillation 
frequency of 3.77  GHz has been obtained. Although 
the resistive feedbacks have been used in the ring os-
cillator and the first buffer stage to increase the oscillat-
ing frequency, its value has not been large enough to 
utilize efficiently the whole UWB band in the spectrum 
domain. Therefore, a new approach of the pulse gen-
eration is proposed to overcome the technology con-
straint. The output high-pass filter frequency has been 
chosen to have around two times higher value than 
the ring oscillating frequency and the signal with the 
spectrum center frequency (6.25 GHz) in the middle of 
the UWB range has been obtained (shown in Fig. 4). It 
can be seen that spectrum covers the whole UWB fre-
quency band and fully complies with the FCC spectral 
mask. The post-layout simulation results for the gener-
ated UWB pulse in the time domain is given in Fig. 5. 
The pulse duration is around 0.5  ns and the peak-to-
peak amplitude Vpp on a 50 Ω output load is 211 mV. 
The pulse generator operates in burst mode with low 
duty cycle and pulse repetition frequency (PRF) of 
100 MHz, and thus has very low power dissipation. The 
average power consumption including the glitch gen-
erator, the buffer stages and the filter is only 0.89 mW, 
corresponding to 8.9 pJ energy consumption per pulse 
(for the PRF of 100 MHz). In general, the nature of the 
IR-UWB communication allows saving power between 
every two adjacent pulses and consuming power just 
at the moment when the pulse is generated. 

Figure 4: Post-layout simulations of the output signal in 
the spectral domain.
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The circuit components values and transistors sizes 
are given in Table 1 and 2, respectively. The transistors 
channel length, fixed by the manufacturing process, is 
0.18 µm. 

Since transistors are made as multi-finger devices, the 
total transistors gate width is calculated by W= ng∙5 µm, 
where 5 µm represents the gate finger width, and pa-
rameter ng, the gate finger number, is in the range 
from 5 to 21. Additional technology recommendation 
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of 558 × 556 μm2 including bonding pads, and the ac-
tive circuit area is only 352 × 378 μm2. It supports the 
on-off keying (OOK) modulation. This type of the mod-
ulation is chosen because of its simplicity and thus less 
complex transmitter realization. 

It can be seen from Fig. 4 that the pulse generator PSD 
must be lower than the maximum value allowed by the 
FCC due to very large bandwidth to avoid emission in 
the forbidden frequency band around 1 GHz. Moreover, 
even wider bandwidth can be achieved with smaller 
value of bank capacitance in the glitch generator, but 
the lower part of the FCC mask would be slightly unsat-
isfied. To overcome the problem of emission at frequen-
cies around 1 GHz, the off-chip inductor Lb is added in 

Figure 5: Post-layout simulation of the output signal in 
the time domain.

Table 1: Values of the circuit components.

Component Rosc Rb C1 C2 L Cb1 Cb2

Value 530 Ω 1500 Ω 0.20 pF 0.13 pF 1.6 nH 1 pF 2 pF

Table 2: Transistors sizes.

Transistor M1-3n M1-3p M4 M5 M6 M7,8n M7,8p M9,10n M9,10p M11 M12 M13n,p M14,15 M16,17

Width [µm] 25 45 105 35 25 25 45 25 25 75 95 25 25 75

Figure 6: Photograph of the IR-UWB pulse generator 
layout.

the output filter (Fig. 3b, or shown with dashed line in 
Fig. 2). The post-layout simulation results (in time and 
spectrum domain) for Lb = 2.3 nH and Vb = 0.25 mV are 
shown in Figs. 7 and 8. It can be observed that the sig-
nal spectrum is significantly improved (flatter response 
and higher 10  dBm bandwidth have been obtained). 
Furthermore, the spectrum components at lower fre-
quencies close to the most critical band around 1 GHz 
are suppressed as expected. The pulse duration is about 
0.75 ns with the Vpp parameter of 248 mV. There was a 
small increase in the power consumption 1.41 mW (cor-
responding to energy consumption of 14.1  pJ/pulse). 
However, this does not represent a problem as the ef-

Figure 7: Pulse generator spectrum in the case of the 
output band-pass filter includes the off-chip inductor 
Lb.
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is to use only odd values for parameter ng. It can be 
noticed that transistor M6 has the largest size because it 
has to provide enough current for the three-stage ring 
oscillator. 

The photograph of the pulse generator layout is shown 
in Fig. 6. The integrated circuit (IC) occupies a die area 
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ficiency remained the same (the total signal power was 
also increased). Additionally, in the case of the pulse 
generator signal power around the maximum allowed 
value is required, the spectrum value can be enlarged 
by increasing the PRF. The pulse generator PSD for the 
pulse repetition frequency of 200 MHz is given in Fig. 
9. It can be seen that the FCC spectrum mask is fully 
satisfied with the maximum PSD of −41.33 dBm/MHz at 
6.4 GHz. The energy consumption is a little decreased 
and is around 10 pJ/pulse.

Figure 8: Pulse generator time response in the case of 
the output band-pass filter includes the off-chip induc-
tor Lb.

Figure 9: Pulse generator PSD in case PRF=200 MHz.

Table 3 summarizes the performance of the proposed 
IR-UWB pulse generator compared to the FOMs of the 
recently published works. Although, it can be difficult 
to make fair comparisons when different specifications 
and technologies are used, it is clear that the proposed 
circuit is more efficient than the other design as it has 
by far the lowest power consumption and the peak-
to-peak amplitude higher than in Refs [13], [14], and 
[15]. The pulse generator presented in Ref [16] has 
higher Vpp parameter, but consumes significantly more 
power compared to the presented design. Other FOM 
achieved in the work are comparable to the results 
given by the authors. The proposed architecture is suit-
able for low voltage and ultra-low power UWB wireless 
applications.

5. Conclusion

A new energy-efficient tunable pulse generator is devel-
oped in 0.18 µm UMC CMOS technology for high data 
rate 3.1 – 10.6 GHz UWB applications. The time and spec-
trum domain signal adjustment is proved by applying 
the adequate PMOS gate control voltage and tuning ca-
pacitance of the digitally controlled capacitor bank. Ad-
ditional spectrum suppression at lower frequency (espe-
cially in the 1 GHz to 1.6 GHz band where tight limits are 
imposed for GPS systems) is enabled with the off-chip 
inductor inserted. The post-layout simulation results 
demonstrate that the proposed ring oscillator-based 
architecture has significantly lower power consumption 
compared to the previously reported UWB pulse gen-
erators. Moreover, it was shown that the design has high 
peak-to-peak amplitude and small chip area. 
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Electrical excitation and mechanical vibration 
of a piezoelectric cube
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Abstract: This work deals with the electromechanical power conversion in piezoelectric materials. In this study we will use the reverse 
piezoelectric effect to determine the tensorial properties of piezoelectric ceramics. The eigen vibration modes of a piezoelectric cube 
are modelled and characterized using resonant ultrasound spectroscopy. This method, which examines the vibration modes of a 
piezoelectric cube, relates mechanical resonances that can be measured by Laser interferometry to electromechanical properties. 
The direct problem is first solved; the resonance modes of a piezoelectric cube are modelled and mechanical displacements are 
calculated as functions of frequency and boundary conditions. Because the geometry of the sample is fixed, the vibrations depend 
only on the material properties and the electrical excitation. The displacement response of a PMN-34.5PT piezoelectric ceramic cube 
is investigated using a coherent optical detection. According to properties determined by electrical impedance measurements, the 
cube presents a first resonance around 125 kHz. Results on the amplitude of the detected velocities versus the frequency of the input 
excitation voltage are reported and compared to theoretical predictions. This validates the electrical modelling of the cube vibrations. 

Key words: Vibration-Piezoelectricity-Spectroscopy-Eigen-frequency-Materials

Električno vzbujanje in mehanske vibracije 
piezoelektrične kocke
Povzetek: Delo obravnava elektrokemijsko pretvorbo energije v piezoelektričnih materialih. Za določevanje tenzijskih lastnosti 
piezoelektričnih keramik je uporabljen obraten piezoelektričen efekt. Načini eigenovih vibracij piezoelektrične kocke so modelirani in 
karakterizirani z resonančno ultrazvočno spektroskopijo. Ta metoda preko merljive mehanične resonacije z lasersko interferometrijo 
ugotavlja elektromehanske lastnosti. Modelirani so resonančni načini piezoelektrične kocke. Mehanični premiki so računani kot funkcija 
frekvence in robnih pogojev. Zaradi fiksne geometrije vzorca so vibracije odvisne le od lastnosti materiala in električne vzbujenosti. 
Odziv premika pmn-34.5pt piezoelektrične keramične kocke je raziskan s pomočjo koherentne optične detekcije.  Prva resonančna 
frekvenca kocke 125 kHz je določena s pomočjo impedančnih meritev lastnosti kocke. Rezultati amplitude detektiranih hitrosti glede 
na frekvenco vzbujevalne napetosti so predstavljeni in primerjani s teoretičnimi ocenami, kar potrjuje električen model vibracij kocke.

Ključne besede: vibracije, piezoelektričen efekt, spektroskopija, eigen, frekvenca, materiali
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1. Introduction

Several models of one-dimensional vibrations of a 
piezoelectric sample can be found in the literature, 
such as Mason’s [1] and KLM [2] which can predict the 
electromechanical behaviour of a piezoelectric mate-
rial. However, these methods are not applicable for a 
3D specimen such as a cube. Until now, conventional 
techniques use several samples for parameter iden-
tifications [3]. Recently, Delaunay et al. proposed an 

ultrasonic characterization method allowing the de-
termination of these properties using a single sam-
ple. This method, referred to as Resonant Ultrasound 
Spectroscopy [4], examines the vibration modes of a 
piezoelectric cube and relates mechanical resonances 
measured by Laser interferometry to electromechani-
cal properties. This method is here modified to obtain 
the electromechanical properties taking into account 



193

O. Diallo et al; Informacije Midem, Vol. 42, No. 3 (2012), 192 – 196

the boundary conditions. First the eigenfrequencies of 
a piezoelectric cube with two electrodes are calculated 
and compared to the eigenfrequencies of the same 
piezoelectric cube with only one electrode and of the 
sample with no electrode. Then, the velocity spectra 
are calculated and compared to experimental results.

2. Lagrangian minimization

From classical mechanics the general form of a Lagran-
gian L is expressed as:

  (1)

where Ec is the kinetic energy, Edef is the deformation 
energy, Ep is the potential energy and Ee is the electro-
static energy.

Figure 1: Piezoelectric parallelepiped of PMN-34.5PT 
with dimensions A,B and C poled along x3

We consider a piezoelectric parallelepiped with dimen-
sion A, B and C (figure1). If we suppose that the origin 
of the axes is at the center of the cube, L1=A/2, L2=B/2 
and L3=C/2 where A,B and C are the edges of the cube. 
There are two electrodes on the planes x3=L3 and x3=-
L3. The general Lagrangian can be expressed as [5 & 6]: 

   (2)

where r and components CE
ijkl, emkl, and eS

mn are respec-
tively, the density, the elastic stiffness tensor measured 
at constant electrical field, the piezoelectric tensor and 
the dielectric tensor measured at constant strain of the 
material. The summation on indices runs from 1 to 3, 
corresponding to the three directions in the coordinate 
space. u is the displacement field and f is the potential.

To minimize the Lagrangian (and hence find the equi-
librium configuration of the system), the Rayleigh-Ritz 
method is used. In accordance with this method the 
displacement and potential may be expressed as a lin-
ear combination of the trial functions:

     (3)

     (4)

The (ψp)p...1 and (ϕr)r...M functions are chosen to be or-
thonormal.

If these relations are injected in equation (2), the La-
grangian becomes: 

 (5)

Where

   (6)

with 

 (7)

Γ, W and Λ are respectively elastic, piezoelectric and 
dielectric interaction matrices. Apr and Brr’ are the contri-
butions of the work of the electrostatic forces. Coeffi-
cients ap and br are obtained by calculating the sta-
tionary points of the Lagrangian (i.e. ). This yields 
the following eigenvalue system:
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 (8)

The eigenvectors of this equation system give us the 
coefficients of the expansion of the actual displace-
ment and the electrical functions in terms of the basis 
functions. The eigenvalues correspond to the actual 
resonance frequencies.

3. Eigen vibration modes of a piezo-
electric cube

Choice of the basis functions

In 1971 H. Demarest introduced the use of Legendre 
polynomial to determine the elastic constants of a solid 
[7]. A few years later I. Ohno extended this use to the 
study of free vibrations of a crystal [6]. Recently, Delau-
nay et al. proposed basis functions for a piezoelectric 
specimen with an electrode on one face of a parallel-
epipedic crystal [4]. In this study, two electrodes are 
placed on the cube: one on the face x3=-L3 and one on 
the face x3=L3. These faces are normal to the poling di-
rection and the chosen basis function must verify: 

    (9)

The displacement basis functions defined by Demarest 
are unchanged. These functions were verified by Ohno 
and Delaunay et al.. The electrical function is here mod-
ified to simulate the short-circuit boundary conditions, 
i.e. the potential on face x3=-L3 must be equal to the 
potential on face x3=L3. We suppose that the potential 
on the electrodes null in order to set to zero the Apr and 
Brr’ matrices and thus minimize the computation time. 
The chosen basis functions of the displacements and 
electrical potential are respectively: 

          (10)

                (11)

With  where 
the pth and rth basic functions ψp and φr are defined by 
the triplets, (λw,μ,ν) and (ξ,ς,η), respectively. Pa(x) is the 
normalized Legendre function of order a and ei is the 

unit displacement vector in xi direction,  is a 
normalization term [4, 6, 7].

Simulation Results

Table 1 shows the resonance frequencies of a PMN-
34.5PT cube calculated using this theory and its com-
parison with Demarest’s and Delaunay’s theories. The 
elastic, piezoelectric and dielectric constants were tak-
en from [4]. They are C11=174.7, C12=116.6, C13=119.3, 
C33=154.8, C44=26.7, C66=29 in GPa; e15=17.1, e31=-6.4, 
e33=27.3 in C/m²; e1=21.0105, e3=25.0125 in pF/m.

Table1: Resonant for a PMN 34,5PT with Delaunay coef.
(in Hz)

Demarest Ba-
sis Functions 

Order=7

Delaunay Ba-
sis Functions 

Order=7

Our Basis 
Functions 
Order=5

Error 
(1&2)

Error 
(1&3)

82966 86778 87007 -4.59% -4.87%

89241 90037 89145 -0.89% 0.11%

109147 107743 104243 1.29% 4.49%

118057 117423 113436 0.54% 3.91%

119489 121678 116894 -1.83% 2.17%

126991 122818 120120 3.29% 5.41%

129809 134243 122440 -3.42% 5.68%

134243 137977 124276 -2.78% 7.42%

139246 139264 133209 -0.01% 4.34%

142298 143193 134259 -0.63% 5.65%

145232 147165 145273 -1.33% -0.03%

153129 153961 154155 -0.54% -0.67%

160024 156405 156825 2.26% 2.00%

161706 163513 160742 -1.12% 0.60%

Table 1 presents the comparison between the resonant 
frequencies computed with the basis functions corre-
sponding to different boundary conditions showing 
that the presence of the electrodes can greatly affect 
the resonances. Note that the volume of the electrodes 
has been neglected in theoretical studies. The modes 
with maximum displacements along the x3 axis are 
the most sensitive to the presence of electrodes. The 
maximum difference between Demarest and Delaunay 
cases	 is	4.59%	and	the	maximum	difference	between	
Demarest	and	our	case	is	7.42%.	Increasing	the	degree	
of the approximate polynomial functions does not 
reduce the discrepancy in the prediction of resonant 
frequencies between Demarest basis function and our 
basis function. They are due to the new boundary con-
ditions (short circuit electrodes). The order of the ba-
sis functions in our case is lower than in Demarest and 
Delaunay’s cases; the convergence is improved and the 
computing time is around 2.2 seconds against 22.4 sec-
onds for Demarest.

O. Diallo et al; Informacije Midem, Vol. 42, No. 3 (2012), 192 – 196
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4. Experimental results

Experimental set-up

Figure 2: Experimental set-up

The experimental set-up is presented on figure 2. It al-
lows the measurement of vibration velocities versus 
frequency. The electrical excitation is delivered by a 
voltage generator. It has a very large bandwidth and 
the delivered electrical power is adjustable. The sample 
is set on a plastic holder and the electrical contact is 
ensured by a metallic strip fixed on a spring so that free 
mechanical boundary conditions at the surfaces of the 
cube are fulfilled. Velocities at the surface of the sample 
are measured by means of a Laser vibrometer (Polytech 
OFV-505) that allows the detection of the resonance 
frequencies and the identification of the associated 
mode shapes. The interferometer is positioned at 50 
cm from the sample. The velocity decoder sensitivity 
is respectively 5 mm/s/V and 25 mm/s/V, depending 
on the cut-off frequency, respectively 250 kHz and 1.5 
MHz. The measured signals are sent to a computer via a 
digital oscilloscope.

Results and discussions

The resonance spectrum of the PMN-34.5PT 
(10mm×10mm×10mm) sample was measured by the 
described above experimental set-up.

Figure 3: Comparison between the theoretical and ex-
perimental velocity spectra of the PMN-34.5PT cube (at 
the center of the face x3=L3)

Experimental and theoretical results are compared in 
Figure 3. The theoretical velocity is computed using the 
eigen frequencies and the expression of the displace-
ment, the velocity being the time derivative of the dis-
placement. In the frequency domain, this implies: 

.

For the first two resonances, agreement is satisfactory. 
The discrepancies between measurements and predic-
tions for the two other peaks could be due to the lack of 
precision in the functional properties used for the the-
oretical modeling. A sensitivity study of the resonance 
location to input parameters has shown that these two 
peaks were very sensitive to C13 and C33. Further studies 
will deal with the application of the model to material 
characterization.

5. Conclusion

This paper studied the natural frequencies of a piezo-
electric ceramic. A numerical method is developed to 
predict the resonance spectrum of the PMN-34.5PT 
cube and a comparison with the experimental spec-
trum shows that all the eigenfrequencies are not pi-
ezoelectrically coupled. In future work, the inverse 
problem will be solved for this and other piezoelectric 
ceramics in order to extract the functional properties 
of piezoelectric ceramics from their resonant spectra.

O. Diallo et al; Informacije Midem, Vol. 42, No. 3 (2012), 192 – 196
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Appendix

A. Description of interaction matrices: elastic, Γ, piezo-
electric, W, and dielectric Λ

Table2: Matrix of elastic interaction: Γ´

i, j

1,1

2,2

3,3

2,3

3,1

1,2

Table3: Matrix of piezoelectric interaction: W

i

1

2

3

Table4: Matrix of dielectric interaction: Λ
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Aging Of Overvoltage Protection Elements 
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Abstract: This paper investigates the ageing process of some common elements used for overvoltage protection. Tested elements are 
overvoltage diodes, varistors and gas filled surge arresters. Ageing process is considered as a function of previous number of element 
activations. Experiments are performed both with voltage and current transients. Statistical analysis of experimental data has shown 
that all elements investigated are subjected to the ageing during their functional operation. After 1000 overvotage diode activations, 
the volt-ampere characteristic curve “breaking” has been noticed in the range of higher currents, while the breakdown voltage value is 
reduced. In the case of varistor, it is determined that with higher number of activations comes an increase in the value of breakdown 
voltage and the shift of volt-ampere characteristics in the field of higher voltage. As for the aging of gas filled surge arresters, it has 
been shown that past activations reduce the value of dc breakdown voltage and lead to narrowing the area bounded by the 0.1% and 
99.9% quintiles of the impulse characteristics.

Key words: overvoltage diodes, varistors, gas filled surge arresters, ageing, transients.

Staranje elementov za prenaptostno zaščito 
zaradi premostitev
Povzetek: V članku je raziskan proces staranja nekaterih tipičnih elementov za prenapetostne zaščite. Testni elementi so 
prenapetostne diode, varistorji in plinsko polnjeni prenapetostni odvodniki. Proces staranja je upoštevan kot funkcija števila 
predhodnih aktivacij. Opravljeni so bili testi tako napetostnih kot tokovnih prehodov. Statistične analize merilnih podatkov so pokazale, 
da so vsi elementi podvrženi staranju v obdobju normalnega obratovanja. Po 1000 aktivacijah diode je bil opažen »zlom« tokovno-
napetostne karakteristike v območju velikih tokov in znižanje prebojne napetosti. Pri večkratnem proženju varistorja je bil opažen dvig 
prebojne napetosti in premik napetostno-tokovne karakteristike pri višjih napetostih. Pri plinsko polnjenih prenapetostnih odvodnikih 
je bilo opaženo, da predhodne aktivacije znižujejo prebojno DC napetost in vodijo v oženje območja omejenega med 0.1 % in 99.9 % 
kvantila karakteristike impulza.

Ključne besede: prenapetostne diode, varistorji, plinski polnjeni prenapetostni odvodniki, staranje, prehodi.
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1. Introduction 

All the overvoltage protection elements are subjected, 
to a lesser or greater extent, to the changes of opera-
tional characteristics under the influence of overvoltag-
es which occur during the exploitation of the protective 
circuit. Effects of aging occur because of the design and 
materials imperfection, while the changes of elements’ 
parameters in this process are irreversible. The nature 
of the aging effect is cumulative as well as the damages 
caused by radiation [1]. Initial element damages may not 
always significantly degrade the functional characteris-
tics of the circuit, however, their accumulation during 

the time degrade characteristics of protection elements 
to a grater extent, so that protective circuit can eventu-
ally become completely dysfunctional. Duration of the 
proper functioning of protective circuit depend not only 
on the properly selected protective elements (in terms 
of nominal voltage), but on the design of protective cir-
cuit which must be adapted to conditions in which the 
protected device operate (number of overvoltages in 
the time unit, their expected values and shapes). In term 
of determining the optimal design of the protective cir-
cuit, it is of interest to investigate the basics of elements 
aging process, exposed to current or voltage transients, 
so that is the subject and the aim of this paper.
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2. The aging of overvoltage diode 

Overvoltage diode combining in itself the three parts: 
contact systems, crystal of semiconductor and polariza-
tion conjunction. Degradation phenomena during ex-
ploitation are caused by the processes at phase bound-
aries. Degradation of the contact system is caused by 
the phenomena such as electromigration, creation of 
intermetallic phases and chemical compounds on the 
contact points between the metallization and the ad-
sorbed components, etc [2]. The reasons that lead to 
changes in diode characteristics can be very different. 
When forming the diode structure, many processes of 
interaction and redistribution of generic defects, which 
are introduced in the process of technological opera-
tions, flow in the crystal. The result of these operations 
is the occurrence of certain defect structures whose 
evolution during exploitation causes aging and deg-
radation characteristics of such specific components. 
These defects are: distributed and associated point 
defects, the local mechanical stresses and dislocated 
systems.

In the general case, defective structure, created in the 
technological cycle, is metastable and relaxes during 
the time. The basic physical mechanisms that cause its 
relaxation processes are generation and migration of 
lattice defects as well as specific processes of structural 
transformation in the boundary layers [3].

The process of exploitation (effects of overvoltages) re-
sults in a spatial redistribution of electrical charge and 
electrical field, changes of polarity centers as well as 
continuous relaxation and the generation of electronic 
excitation. The changed defect atomic configurations, 
impurity profile, and other structures of various com-
plexes appear as a result of aforementioned processes. 
In the bases of these processes are micro-mechanisms 
such as the type “electronic excitation - atom-displace-
ment”. Specific outcome of these mechanisms, in the 
diode aging process, determines the diode functional 
characteristics. The formation of electronic excitation 
in the case of overvoltage diodes is caused by the strik-
ing ionization processes. The described changes in 
the electronic subsystem lead to deformation of the 
charge density image for atoms displacement, while in 
certain cases lead to barriers reduction or elimination 
for atomic transition. If the mechanical stress gradients 
exist in certain parts of the semiconductor then a di-
rected movement of point defects occurs, which cause 
the redistribution of impurities. In the same time, differ-
ent transformation processes of point defects occurs: 
formation and deformation of the complex composed 
of displaced atoms vacancy, creation and annihilation 
of fine precipitates [4]. In this way, the aging kinetics is 
determined by the nature of low-temperature mecha-

nisms, in this case by the number of activations, which 
cause changes in defect structure of materials [5,6].

In this paper, the aging of the overvoltage diode was 
measured against the influence of previous number of 
activation on its volt-ampere characteristic, volt-ohm 
characteristics and the breakdown voltage value. Test-
ed overvoltage diodes were with nominal breakdown 
voltage of 250 V and with the maximum dc current of 
1 A. Diodes were tested with 1000 current pulses (Imax = 
13A, T1/T2 = 8/20mI). Measurements of diode character-
istics were performed in its inverse polarization, within 
the plateau area of volt-ampere characteristics. Experi-
ment was performed at temperature of 20°C in well-
controlled laboratory conditions. For all tests the type B 
measurement	uncertainty	was	less	than	5	%	[7,8].

Figure 1 shows the diode volt-ampere characteristics 
at the beginning and the end of the experiment, while 
the corresponding volt-ohm characteristic is given in 
Figure 2. Based on the results shown in Figures 1 and 2 
it can be noticed that the diode aging process is weakly 
expressed. The breakdown voltage at start was 259.4 
V, while at the end of testing, the value was 262.2 V. In 
the volt-ampere characteristics, after 1000 activations, 
"breaking" the curve was observed in range of high 
currents, which can be explained by degradation of the 
diode electrodes (metallization). Figure 2 shows the in-
crease of dynamic resistance after the test completion.

Figure 1: Volt-ampere characteristics depending on the 
diode activation number (● – 1 pulse; ○ – 1000 pulses).

A. Vasić et al; Informacije Midem, Vol. 42, No. 3 (2012), 197 – 204
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3. Aging of the varistor 

The aging process of the varistor can be described by 
the irreversible changes of its volt-ampere character-
istics. There are two basic causes of varistors aging, 
and that are the constant current through the varistor, 
which exists when the voltage is loaded, and the pulse 
current due to occurrence of overvoltage pulses. These 
facts indicate that the aging process of varistor begins 
with its connection in the circuit, regardless whether 
the overvoltage pulses occur or not. The temperature 
has a great influence on the aging process caused by 
the loaded voltage, while the process is less expressed 
in case of the overvoltage occurrences. Due to the con-
tinuous flow of direct current through the varistor the 
resistance drop can be observed, resulting from the 
merging of the elementary grains of zinc-oxide, which 
occurs due to thermal effects [9]. This effect is already 
noticeable with the current of 1 mA. Specifically, the 
varistor subjected to the mentioned current value at 
the temperature of 40°C has the operating voltage 
reduction	of	80%.	Research	showed	[3,4]	that	varistor	
exposed to the critical overvotage impulse remains in 
the circuit brake while the varistor exposed to the long-
term effect of constant current, at destruction, act as a 
short circuit.

It is necessary to say that the effect of varistors aging, 
which is caused by the influence of constant current, 
can be effectively minimized by selecting the proper 
varistor for a protected device. However, changes in 
varistor characteristics caused by the transients are the 
real interest, and that was examined within this paper.

Figure 2: Volt-ohmic characteristics depending on the 
diode activation number (● – 1 pulse; ○ – 1000 pulses).

Two different types of varistor were investigated, with 
disc diameter 10 mm and 14 mm, respectively. Both 
varistors were designed for permanent alternating 
voltage load Veff = 230 V, with a maximum current val-
ue (8 X 20ms) 2500 A for the first varistor, and 4500 A 
for the other. Varistors were subjected to 1000 current 
test pulses, while after the sequence of 100 test pulses 
the recording of varistor characteristics was done (by 
using the same test pulse). For both type of varistors, 
changes in volt-ampere and volt-ohmic characteristics 
were measured, as well as changes in the breakdown 
voltage value. All these changes are given as a function 
of previous varistor activations. Since the varistors with 
smaller disc diameter are more susceptible to aging, 
shown diagrams are related to this type of varistor.

The Figure 3 shows the volt-ampere characteristics 
changes, while the changes in volt-ohmic character-
istic are given in Figure 4, both depending on varistor 
activation number. The Figure 5 shows the change of 
varistor breakdown voltage value in dependence of 
varistor activation number. From the results obtained, 
it can be concluded that the increase of varistor acti-
vations imply increase in the breakdown voltage and 
the shift of volt-ampere characteristics in the range of 
higher voltages. From the diagram shown in Figure 4 it 
can be concluded that the slope change of volt-ampere 
characteristic is relatively low, i.e. that the coefficient of 
nonlinearity a is not changed significantly. Change of 
the varistor coefficient of nonlinearity a depending 
on the varistor activation number is shown in Figure 

Figure 3: Volt-ampere characteristics depending on 
varistor activation number (● – 1 pulse; ○ – 100 pulses; 
■ – 200 pulses; □ – 300 pulses; ▲ – 400 pulses; ▼ – 500 
pulses; D – 600 pulses; ∇  – 700 pulses; ♦ – 800 pulses; 
◊ – 900 pulses; + – 1000 pulses;).
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6. These changes can be explained by “breaking” some 
elementary chains at position of elementary varistor 
with a minimal dissipation, due to the effect of current 
pulses, which reduces the effective varistor surface 
for current conducting, and thereby its resistance and 
breakdown voltage increase. So, therefore, the noticea-
ble effects in decreasing of the nonlinearity coefficient  
a with the number of activation could be expected in 
the current domain.

Figure 4: Volt-ohmic characteristics depending on var-
istor activation number (● – 1 pulse; ○ – 100 pulses; ■ 
– 200 pulses; □ – 300 pulses; ▲ – 400 pulses; ▼ – 500 
pulses; D – 600 pulses; ∇  – 700 pulses; ♦ – 800 pulses; 
◊ – 900 pulses; + – 1000 pulses).

Figure 5: Varistor breakdown voltage depending on ac-
tivation number (number of pulses =N*100).

Figure 6: Varistor coefficient of nonlinearity a depend-
ing on activation number (number of pulses =N*100).

4. Aging of gas filled surge arresters 

For gas filled surge arresters the characteristic process 
of aging (irreversible changes) arises due to changes of 
electrode topography [10,11].

Testing the irreversible characteristics of gas filled 
surge arresters was performed on arresters with the 
nominal voltage of 470 V, 230 V and 145 V. The aim of 
the test performed was to determine the change in 
the statistical sample of the random variable impulse 
breakdown voltage depending on the number of past 
breakdowns. This effect was investigated on a series of 
1000 measurements both with dc breakdown voltage 
and pulse breakdown voltage. During the experiments 
the discharge energy was constant. The results are di-
vided into 20 successive groups with 50 measurements 
of breakdown voltage. Each of these groups was tested 
statistically. By using the graphic, χ - square, and Kol-
mogorov test the random variable belonging to one 
of the following distributions was examined: normal, 
exponential, double exponential and the Weibull dis-
tribution [12-15]. By using the U-test each group was 
tested on belonging to the same random variable, with 
a	5%	significance	level	[16].

The influence of past breakdowns on the volt-second 
characteristic was tested in the same way. Measure-
ments were divided in 20 successive groups with 50 
values of impulse breakdown voltage. Then, for each 
group the theoretical statistical distribution was deter-
mined	with	 99.9%	 and	 0,1%	quintiles	 (U99,9, and U0,1). 
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Starting from the values of U99,9, and U0,1 and the cor-
responding values of dc breakdown voltage the volt-
second characteristic is constructed based on the Area 
law [17-19]. Comparisons of pulse characteristics of the 
experimentally obtained values, divided in successive 
groups, allowed the determination of past impulse 
breakdown effects on the volt-second characteristic.

Figure 7 shows chronological range of the first series of 
measurement values of dc breakdown voltage of the 
gas filled surge arrester with nominal voltage 470V. Fig-
ure 8 provides chronological range of the last series of 
measurements. Figure 9 shows the values of the U-test 
variables,	with	the	5%	level	of	significance,	depending	
on the random variable dc breakdown voltage. Based 
on results presented, it is clear that during the exploita-
tion of the gas surge arresters the irreversible changes 
have been manifested. Statistical analysis showed that 
groups of measurements with lower number follow the 
normal distribution. With the increasing of the group 
number the distribution becomes Weibull. This effect 
is more pronounced if the discharge energy increases. 
The observed effect of irreversible changes of the gas 
filled surge arresters with dc breakdown voltage can be 
explained by changes within the topography of elec-
trode surface. Small changes of the interelectrode gap 
distance can greatly affect the value of dc breakdown 
voltage (in the case of gas filled surge arrester, since its 
interelectrode gap is small). As a result of breakdown 
there is a decrease in the interelectrode gap distance 
as a consequence of the breakdown craters on the 
electrode surface. Reducing the interelectrode gap 
distance causes the decrease of dc breakdown voltage 
value.

Figure 7: Chronological range of the first series of 
measurement values of dc breakdown voltage.

Figure 8: Chronological range of the last series of meas-
urement values of dc breakdown voltage.

Figure 9:	Value	of	the	U-test	variables	with	the	5%	level	
of significance depending on the random variable dc 
breakdown voltage.

Decreasing the dc breakdown voltage value (Figures 7 
and 8) is the consequence of increased number of ini-
tiation centers caused by past breakdowns. The change 
of the random variable distribution, what is noticeable 
with increasing the group number of measurements, 
i.e. transition from normal to Weibull distribution, can 
be explained by the phenomenon of “weak spots” in 
the electrodes surfaces. These weak spots are not in 
equilibrium with the “strong spots” so that there is a 
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loss of distribution symmetry, so it becomes asymmet-
ric Weibull distribution [20].

Similar irreversible effect was observed in the case of a ran-
dom variable “impulse breakdown voltage” which is reflect-
ed in the change of pulse characteristics. The consequence 
of the previous discharges in this case is the smoothing and 
narrowing of the volt-second characteristic, Figures 10 and 
11. Figures 12 and 13 shows photos of electrode surface af-
ter the 1000 impulse breakdowns voltage.

Figure 10: Volt-second characteristics after first series 
of breakdowns.

Based on the obtained results it can be concluded that 
the gas filled surge arresters are exposed to the irrevers-
ible changes during their exploitation. These changes 
are caused by changing the topography of electrode 
surfaces during operation.

Figure 11: Volt-second characteristics after last series of 
breakdowns.

Figure 12: Topography of the electrode surface after 50 
completed impulse voltage breakdowns.

Figure 13: Topography of the electrode surface after 
1000 completed impulse voltage breakdowns.

5. Conclusion 

This paper presents the results obtained within the 
functional ageing investigation of elements for over-
voltage protection. It has been shown that the past 
activations reduce the breakdown voltage value of the 
overvoltage diode. It was noticed that there is an in-
crease in dynamic resistance after larger number of ac-
tivation. After 1000 activations, the volt-ampere char-
acteristic curve “breaking” can be noticed in the range 
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of higher currents, which can be explained by degrada-
tion changes in diode electrodes. 

In the case of varistor, it is shown that with higher 
number of activations comes an increase in the value 
of breakdown voltage and the shift of volt-ampere 
characteristics in the range of higher voltage. Also, it 
is found that the number of previous activations does 
not significantly affect the varistor coefficient of linear-
ity. This phenomenon can be explained by “breaking” 
some chains of elementary varistor at the place of el-
ementary varistor with the lowest power dissipation 
due to the effects of current pulses, which reduces the 
effective varistor surface for electricity conducting, and 
thereby its resistance and breakdown voltage increase.

As for the aging of gas filled surge arresters, it has been 
shown that past activations reduce the value of dc 
breakdown voltage and lead to narrowing of the area 
bounded	by	 the	0.1%	and	99.9%	quintiles	of	 the	 im-
pulse characteristics. This phenomenon is explained 
by the created craters caused by previous activations. 
The resulting craters significantly reduce the interelec-
trode distance of the order of 0.1 mm and lead to in-
creased electronic emission centers. As a result, there 
is reduction in the dc breakdown voltage value, i.e. in-
crease in the number of free electrons, which leads to 
said consequences on the macroscopic characteristics. 
Established irreversible changes in characteristics of 
elements for overvoltage protection due to previous 
activations are of concern in designing and life assess-
ment of overvoltage protection in conditions of high 
electromagnetic contamination.
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