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Preface

This volume, Proceedings of The 12" International Symposium on Operations Research,
called SOR’13, contains papers presented at SOR’13 (http://sorl3.fis.unm.si/) that was
organized by Slovenian Society INFORMATIKA (SDI), Section for Operations Research
(SOR) and Faculty of Information Studies (FIS), Novo mesto, Slovenia, held in Dolenjske
Toplice, Slovenia, from September 25 to September 27, 2013. The volume contains blindly
reviewed papers or abstracts of talks presented at the symposium. The opening address at
SOR’13 was given by Prof. Dr. L. Zadnik Stirn, the President of the Slovenian Section of
Operations Research, Mr. Niko Schlamberger, the President of Slovenian Society
INFORMATIKA, Prof. Dr. Janez Povh, the Dean of Faculty of Information Studies, Novo
mesto, and presidents/representatives of a number of Operations Research Societies from
abroad.

SOR’13 is the scientific event in the area of operations research, another one in the
traditional series of the biannual international OR conferences, organized in Slovenia by
SDI-SOR. It is a continuity of eleven previous symposia. The main objective of SOR’13 is to
advance knowledge, interest and education in OR in Slovenia, in Europe and worldwide in
order to build the intellectual and social capital that are essential in maintaining the identity
of OR, especially at a time when interdisciplinary collaboration is proclaimed as
significantly important in resolving problems facing the current challenging times. Further,
by joining IFORS and EURO, the SDI-SOR agreed to work together with diverse disciplines,
i.e. to balance the depth of theoretical knowledge in OR and the understanding of theory,
methods and problems in other areas within and beyond OR. We believe that SOR’I3
creates the advantage of these objectives, contributes to the quality and reputation of OR by
presenting and exchanging new developments, opinions, experiences in the OR theory and
practice.

SOR’13 was highlighted by a distinguished set of four keynote speakers. The first part of the
Proceedings SOR’13 comprises invited papers/abstracts, presented by four outstanding
scientists: Professor Dr. Dragan Juki¢, University of Josip Juraj Strossmayer in Osijek,
Department of Mathematics, Osijek, Croatia, Professor Dr. Sandi Klavzar, University of
Ljubljana, Faculty of Mathematics and Physics, Ljubljana, Slovenia, Assoc. Prof. Dr.
Renata Sotirov, Tilburg University, Department of Econometrics and Operational Research,
Tilburg, The Netherlands, Dr. Michel Petitjean, MTi, INSERM UMR-S, University Paris,
Paris, France. The second part of the Proceedings includes 56 papers written by 102
authors. Most of the authors of the contributed papers came from Slovenia (47), then from
Croatia (24), Poland (6), Austria (4), France (4), Serbia (4), Slovakia (4), Switzerland (3),
Bosnia and Herzegovina (2), Italy (2), Spain (2), Hungary (1), The Netherlands (1),
Singapore (1) and United Arab Emirates (1). The papers published in the Proceedings are
divided into sections: Plenary Lectures (4 contributions), Mathematical Programming and
Optimization (14), Graphs and their Applications (10), Multiple Criteria Decision Making
(8), Econometric Models and Statistics (5), Production and Inventory (3), Finance and
Investments (6), Location and Transport (6), Creative core FIS - Simulations (5).

The Proceedings of the previous eleven International Symposia on Operations Research
organized by the Slovenian Section of Operations Research are indexed in the following
secondary and tertiary publications: Current Mathematical Publications, Mathematical
Review, Zentralblatt fuer Mathematik/Mathematics Abstracts, MATH on STN International
and CompactMath, INSPEC. The Proceedings SOR’13 are expected to be covered by the
same bibliographic databases.


http://sor11.fis.unm.si/
http://www.drustvo-informatika.si/sekcije/sor/
http://fis.unm.si/en

The success of the scientific events at SOR’13 and the present proceedings should be seen as
a result of joint effort. On behalf of the organizers we would like to express our sincere
thanks to all who have supported us in preparing the event. We would not have succeeded in
attracting so many distinguished speakers from all over the world without the engagement
and the advice of active members of the Slovenian Section of Operations Research. Many
thanks to them. Further, we would like to express our deepest gratitude to prominent keynote
speakers, to the members of the Program and Organizing Committees, to the referees who
raised the quality of the SOR’13 by their useful suggestions, section’s chairs, and to all the
numerous people - far too many to be listed here individually - who helped in carrying out
The 12" International Symposium on Operations Research SOR’13 and in putting together
these Proceedings. Last but not least, we appreciate the authors’ efforts in preparing and
presenting the papers, which made The 12" Symposium on Operations Research SOR’13
successful

We would like to express a special gratitude to donators of the 12" International Symposium
on Operational Research in Slovenia (SOR’13): Krka, tovarna zdravil, d.d., Novo mesto,
Slovenia, and Terme Krka, d.o.0., Novo mesto, PE Dolenjske Toplice, Dolenjske Toplice,
Slovenia.

Dolenjske Toplice, September 25, 2013

Lidija Zadnik Stirn
Janez Zerovnik
Janez Povh

Samo Drobne
Anka Lisec
(Editors)
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ON THE | -NORM ESTIMATION IN A QUASILINEAR
REGRESSION MODEL

Dragan Juki¢
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This talk will be based on my recently submitted manuscript on the | -norm (1< p<o)
estimation of the parametersin aquasilinear regression model of the form

9t a)=9(fo(t) + a, £, (1) + I3 a, £, (1))

where a =(a,,..,a,)" OR" is an unknown vector parameter, f,f,,..,f are arbitrary fixed
functions, and the function ¢:1 - R, with | OR being aninterval (open, closed, half-open,

bounded or unbounded), is continuous and strictly monotonic.
Many important model functions which often appear in applied research are quasilinear
or can be parameterized as a quasilinear model. For example: When ¢(u) = exp(u), we have

exponential regression; when ¢(u) =u®*, where a#0 is given, we have power regression,
when ¢(u) =1/u, we have hyperbolic regression.

The focus of this talk will be on the existence of the best Ip-norm estimator in a
guasilinear regression model of the above form. | will review what is known about this
problem and then present a theorem which guarantees the existence of the best | -norm

estimator. From that theorem, which both extends and generalizes the previously known
existence result, the existence of the best |,-norm estimator for the whole class of nonlinear

model functions follows immediately.
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Abstract

Fibonacci cubes and Sierpiniski graphs form families of networks/graphs that have ap-
pealing structural properties and are applicable in different contexts. Here these families
are presented, some of their structural properties recalled, and their applicability indicated.

1 Introduction

A good indication that a (mathematical) model is important is that it has applications in
different areas of science. This is certainly the case with Fibonacci cubes and with Sierpinski
graphs, two infinite families of graphs of our main interest here.

Fibonacci cubes were introduced in [14] as a model for interconnection networks because
they can emulate many hypercube algorithms as well as they can emulate other topologies,
as for instance meshes. Later it turned out that Fibonacci cubes are applicable in theoretical
chemistry [23, 34]. That also lead to the Fibonacci dimension of a graph [1, 30]. Moreover,
Fibonacci cubes paved the way to several families of graphs such as Lucas cubes [25], Fibonacci
(p,r)-cubes [27], and generalized Fibonacci cubes [15].

The introduction of Sierpinski graphs [19] was motivated by investigations of certain uni-
versal topological spaces (see the book [24] for more on these spaces) and the fact that for base
3 they are isomorphic to the Tower of Hanoi graphs (see the book [11] for more on the Tower
of Hanoi). Even earlier, in computer science, the so-called WK-recursive networks were intro-
duced in [3], see also [7]. WK-recursive networks are very similar to Sierpinski graphs—they
can be obtained from Sierpinski graphs by adding a link (an open edge) to each of its extreme
vertices. Hence for all practical purposes, WK-recursive networks and Sierpiniski graphs can
be considered as the same family of graphs. In addition, Sierpinski graph were independently
studied in [28] and are also known in computer science as iterated complete graphs, cf. [4].

In the following two sections we will, respectively, formally introduce Fibonacci cubes and
Sierpinski graphs, present some of their basic properties, and point to some of the main areas
of research related to these graphs.

2 Fibonacci cubes

Let B ={0,1} and for n > 1 set
Bn:{blbgbn bZEB,lglgn}

The n-dimensional hypercube Q,,, or n-cube for short, is the graph defined on the vertex set B,,,
vertices bibs ... b, and bjb), ... b, being adjacent if b; # b, holds for exactly one i € {1,...,n}.
Hypercubes form one of the most fundamental models in the design of parallel computers
and interconnection networks, cf. [32, Chapter 7]. They possess numerous properties that
are essential for network efficiency, such as recursive decomposition, many symmetries, low
regularity, small diameter, hamiltonicity, and straightforward local routing. Consequently,
actual machines based on hypercubes were implemented, see [32, p. 115] for a list of their
implementations.



Clearly, the order of @,, is 2". Therefore, Hsu [14] proposed Fibonacci cubes as an infinite
family of graphs with similar properties as hypercubes, but with their order growing much
slower. For n > 1 let

fn:{ble...bnGBni bi-biH:O,lgign—l}.

The set F,, thus contains all binary strings of length n that contain no two consecutive ones.
Then the Fibonacci cube I'y,, n > 1, has F,, as the vertex set, two vertices being adjacent if they
differ in exactly one coordinate. Therefore, I';, is obtained from ,, by removing all vertices
that contain at least two consecutive ones. See Fig. 1 for I's.

10101 010100

/10000 10010
< 00010

100000

010010

O 101
01000 01010

Figure 1: Fibonacci cube I';

It is interesting to observe that for any n > 1, the Fibonacci cube I';, is isomorphic to
k(Py), where G denotes the complement of a graph G and k(@) is the simplex graph of G.
(The simplex graph has complete subgraphs of G as vertices, including the empty subgraph,
where two vertices are adjacent if the two complete subgraphs differ in a single vertex.)

Fibonacci cubes can also be characterized in terms from chemical graph theory: it was
proved in [23] that the resonance graph of an arbitrary fibonacene with n hexagons in exactly
the Fibonacci cube I'),. (The resonance graphs are graphs that reflect the structure of perfect
matching, while fibonacenes are hexagonal chains in which no three hexagons are linearly
attached.) This characterization was extended in [34] by characterizing plane bipartite graphs
whose resonance graphs are Fibonacci cubes.

For additional information on the structure of Fibonacci cubes see the survey [18]. To
conclude this brief section we quickly present the variations and generalizations of Fibonacci
cubes mentioned in the introduction.

Lucas cubes. These cubes are quite similar to Fibonacci cubes: The Lucas cube A, (n > 1)
is the subgraph of Q,, induced by the binary strings that do not contain two consecutive
ones (so just as Fibonacci cubes) and, in addition, that do not contain 1 in both the first
and the last coordinate. Lucas cubes thus form a symmetrization of Fibonacci cubes and
have also found applications in theoretical chemistry, cf. [35].

Fibonacci (p,r)-cubes. The Fibonacci (p,r)-cube ng’r) is the subgraph of @, induced on

binary strings of length n in which there are at most r consecutive ones and at least
)

p zeros between two substrings of ones. Note that '), = Fg’l . Hence the Fibonacci
(p,r)-cubes widely generalize Fibonacci cubes. At the same time they also generalize



some other interconnection networks from the literature, notably hypercubes and postal
networks [31].

Generalized Fibonacci cubes. Let f be an arbitrary binary string and n a positive integer.
Then the generalized Fibonacci cube Q,(f) is the graph obtained from @Q,, by removing
all the vertices that contain f as a factor. These cubes form a very wide generalization of
Fibonacci cubes because the Fibonacci cube I';, is just the generalized Fibonacci graph
Qn(11). Generalized Fibonacci cubes, among others, offer challenging problems in the
area of combinatorics on words, see [16, 21].

3 Sierpinski graphs

The Sierpiriski graph Sy, p,n > 1, is defined on the vertex set {1,...,p}", two different vertices
u=(ug,...,up) and v = (v1,...,v,) being adjacent if and only if there exists an h € {1,...,n}
such that

(i) ug =g, fort =1,...,h —1;

(ii) up, # vp; and

(iii) up = vp and vy = up, for t =h+1,... n.
Abbreviations (u ...u,) and u; ...u, are used for the vertex (uj,...,u,) when appropriate.
The Sierpifiski graph Sj together with the corresponding vertex labeling is shown on Fig. 2,
while for S see Fig. 3.

VA
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O O O O O O O O
2333 3222 3232 3322 3332
332 3223 3233 3323

/\,
A =R

O O O
2223 2233

O
2323
2232 2322 2

Figure 2: The Sierpinski graph S§

A vertex of the form (ii...4) of S} is called an ertreme vertez. S contains p" vertices,
out of which p are extreme. If n > 2, then for ¢ € {1,...,p} let ngfl be the subgraph of



Figure 3: Sierpinski graph Sg’

S, induced by the vertices of the form (ivy...v,). Then z'S;}*l is isomorphic to 53717 cf.
Figs. 2 and 3 again. This observation in particular implies that Sierpinski graphs have a fractal
structure.

As already mentioned, the introduction of Sierpinski graph in [19] was in part motivated by
the fact that S is isomorphic to the Tower of Hanoi graph with n discs. Hence, a shortest path
in S% between two vertices corresponds to an optimal solution to transfer discs between the
corresponding regular states in the Tower of Hanoi puzzle. From this and from other reasons
the metric structure of Sierpinski graphs have been extensively investigated. In the theory of
the Tower of Hanoi it is known that there are at most two different shortest paths between any
fixed pair of vertices. In [10] a formula is given that counts, for a given vertex v, the number of
vertices u such that there are two shortest u, v-paths. The formula is expressed in terms of the
celebrated Stern’s diatomic sequence. Similarly, for a given almost-extreme vertex v, the set of
vertices u is determined in [33] for which there exist two shortest u, v-paths. An almost-extreme
vertex of S was introduced in [22] as a vertex that is either adjacent to an extreme vertex of
S, or is incident to an edge between two subgraphs of S} isomorphic to S;“l. For additional
metric aspects of Sierpinski graphs see [12, 26].

The labeling of Sierpiniski graphs is the key for structural studies and applications. As
for the latter, we mention Romik’s finite automaton for the so-called Tower of Hanoi ToH
P2-problem [29]. From the structural studied, we point out that Sierpinski graphs appear
to be interesting in coding theory, see [2, 8, 9, 20] and that different coloring problems were
studied [5, 6, 13, 17].
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Abstract: We review the main properties of the chiral index. Its use as an asymmaetffycant
of multivariate probablity distributions is pointed out, and its application to meabearelegree of
chirality of rigid 3D molecular graphs is presented. Several extreme chiralisyase shown. Some
open optimization problems are mentioned.

Keywords: chirality and symmetry measures, chiral index, asymmetry coefficient, exblmixture,
colored Wasserstein distance, 3D molecular graphs.

1 INTRODUCTION

The historical definition of chirality is due to Lord Kelvi]f | call any geometrical figure,
or group of points, chiral, and say that it has chirality iEitmage in a plane mirror, ideally
realized, cannot be brought to coincide with itselifi other intuitive words, an objeatlen-
tical to one of its mirror images is achiral, i.e. not chiral: it hadirect symmetry. Despite
what is believed since a long, the full mathematical detnitof chirality does not relie on
the existence of some oriented space. It is based on a gayenaietry definition 7] and
involves only basic group theory concepi$l]. In this paper we deal with a quantitative mea-
sure of the deviation from indirect symmetry. That problebesg back to the end of the 9
century. It was of interest first for chemists and statiatisi, but contributors from many fields
are known (seel[3] for a review). Although measuring the degree of asymmetye prob-
ability distribution of some random variable or vector isioally a geometric problem, the
case of molecules is more complicated, even under assumgfta rigid model. To see this,
we consider a simplified model of the molecule CHBrCIF (bromortfluoromethane) with
five ponctual atoms, four of them (H, F, Cl, Br) being the vesdioéa regular tetrahedron with
the fifth atom (C) at the center of the tetrahedron. Geomdirispeaking we have an achiral
object, but any chemist would say that this molecular obgechiral because a valid superpo-
sition of the molecule with any of its mirror image is expette superpose an H atom with an
H atom and so on with the four other atom types, and no vali@ggsition respecting these
five constraints exists. The general situation for molexidén fact more complicated because
the labeling of the atoms does not depend only on their naitudepends on the full molecular
graph, where the punctual atoms are colored nodes, andéh@cdl bonds are colored edges.
E.g., the graph of the water molecule H-O—-H has three nod&sramedges. Such molecular
graphs are of common use in chemist?y{, 8]. The chiral index presented hereafter applies
both to 3D molecular graphs and to multivariate distribosiodiscrete or continuous.

2 THE COLORED MIXTURE MODEL
A general process to define an indirect asymmetry coeffi@émat multivariate distribution

consists to consider a probability metric, and then to mirénthe distance between the dis-
tribution and any of its indirect isometry image for all riidés and translations of that image.
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The asymmetry coefficient is got via an adequate normatizaif this minimized distance.
Here, thelL2-Wasserstein distand® [3, 20] is consideredX; andX, being two random vec-
tors inRY, w being an element of the spadeof their joint distributions and the quote denoting
the transposition operator, then

D? = Infew; E[(X1 — Xo)' (X1 — X2)] 1)

In order to handle pairwise correspondences as requiredemistry, we first consider
a probability spac€C,A,P), whereC ia a hon empty set called the space of col@ss a
o-algebra defined 0@, andP is a probability measure. Then we define a mappinigom C
on the space of probability distributions ¢RY, B), whereB is the Borelo-algebra ofR?. In
other words, to each colare C is associated d-variate distributiorP, = ®(c). The random
variable (K, X) in the compound spad€ x R, A® B) is called a colored mixturelp, 14]
because its distribution is viewed as a variant of the ususiure distributions conceptl].
Then, considering a couple of random varialilés X1 ), (K2, X2), the fundamental assumption
of the colored mixture model is:

K12 Ky (2)

It means that once a color is selected, we get two random ng¥tcand X, which in
general are not independant, and the/geof their joint distributions is a non empty subset of
W introduced in eql. The colored Wasserstein distari2gis [12, 14]:

D = Infwewg E[(X1 — X2) (X1 — X)) 3)

The case wher€ is of finite cardinalityn is of interest. Whem = 1, D; andD coin-
cide. For anyn, when (a) the mixing distribution df; (or K3) is uniform, and (b) the mixed
distributions are those of almost surely constant randootove, D¢ is the distance induced
by the Frobenius norm, and this distance, minimized for solags of transformations o
(e.g. linear, orthogonal, etc.), is the Procrustes digtdhz]. This latter, with or without
minimization for isometries oKy, is called in the 3D casBRMSor RMSDby many chemists
and structural biologists. The colored mixture model i® @dramework for defining shape
complementarity and was used to define a geometric dockitegion when the expectation
is replaced by a variance operator in the right member o8¢, 14].

3 THE CHIRAL INDEX

The chiral indexy was introduced for finite sets in 1997]] Then it was extended to weighted
sets [L0] before receiving its more general definition in 2002 for doed mixture of finite in-
ertiaT [17], this inertia being referred to the marginalRf. The squared colored Wasserstein
distanceDZ between a colored mixture and its image through any indisecbetry applied to
its marginal inRY (e.g. a mirror reflection), is minimized for all translat&nand rotationsR

of the image, and then a normalization factor is applied ab)te [0; 1]:

X =d-[InfryDZ]/4T (4)
The chiral index depends only on the distribution of the cadiomixture and it is insensi-
tive to isometries and scaling. Itis null if and only if thesttibution is indirect symmetric. The
optimal translation is null for a centered distributiondahe optimal rotation is analytically
known ford = 2 andd = 3 [17]. A direct symmetry index was defined for finite sets of points
[9], but it cannot work for continuous distribution (see thecdission at the end of ref1§)]).
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3.1 Anasymmetry measure of multivariate distributions

WhenC is of cardinality 1, there is only one color andis an asymmetry coefficient of the
distribution of the random vector associated to this unicpler. In the unidimensional case,
the chiral index of a distribution is expressable from th&do boundry, of the correlation
coefficient between two random variables following thatrisition, taken over the space of
their joint distributions:

X=01+rm)/2 (5)

Because, cannot be positive, in e we havex € [0;1/2]. The chiral index should be
compared with the skewneb4, i.e. the reduced third order centered moment of the distrib
tion. This latter is often presented as an asymmetry coeffficand is such thaﬂ§ <Mg—1,
My being the reduced fourth order centered momait$3]. That inequality is itself a trivial
consequence of equation A10 i¥] for a random vecto6 of null expectation:

Var(G'G) > E(GGG)- [E(GG)] - E(GGG) (6)

Unfortunately, the skewness can be null even for indireatregtric distributions (see
section 4.2 in [3]), althoughy is null if and only if the distribution is achiral. Remark: an
univariatesymmetriadistribution should be called achiral, because it has aamgymmetry.
An other advantage ogf over the skewness and its multivariate analogs is ¢hest defined
even when the third order moments do not exist.

From the convergence theorem section 1Vig][ the sample chiral index is a consistent
estimator of the chiral index of the parent distributionemha class of open problems is to find
simple asymptotic expressions of the distribution of thegla chiral index under hypothesis
of interest for the experimentalist about the parent pdmriasuch as normality, uniformity,
or else, in order to build symmetry tests.

In the case of a sample afreals,ry, is got via correlating the ordered sample sorted in
increasing order with the one sorted in decreasing orddryan eq.5is very easy to compute
with a pocket calculator. Furthermone,offers simple expressions of the squared midranges
or of the squared range lengths of the ordered sample (sees2® in [L3]).

Settingd = 1 andn = 3, and denoting byr the ratio of the lengths of the two adjacent
segments defined by the three points, the chiral index is:

Xx=01-a)?/41+a+a?) (7)

For this set, the chiral index satisfies to five properties:

X is function of only the unique parameter of the set
X is a continuous function af

x(1)=0

X=0=a=1

X(a) = x(1/a) (invariance for scaling)

akrown e

It has been emphasized ind] that any safe chirality measure should first satisfy to the
five properties above for this set, which is the simplest ipbsson trivial test set. By far it is
not the case of many ones encoutered in the literafitie [
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3.2 Colored setsand chemical graphs

The mechanism provided in sectidmermits to handle the constraints on pairwise correspon-
dences (i.e. selecting permutations) between two setspafints. When this constraint is
relaxed, we are left to compute the Wasserstein distaneeekettwo uniform discrete dis-
tributions ofn points, which needs to minimize the expectation in #@ver then! pairwise
correspondences. In the general case (e.g. continuouiuligins), it is recalled that the
constraints apply to a set of joint distributions. For males, the most used model is an undi-
rected simple graph, where the nodes are colored by the Ni@ed@ature of the atoms and
the edges are colored by the nature of the chemical baijd8/olecular graphs are realized
in R®, and are assumed to be connected and rigid in the presenwicakne

In a molecular graph, a node is equivalent to a nodg; whenx, is the image ofk;
through a graph automorphism. The equivalence afi albdes in a molecular graph does not
mean that there an@ automorphisms: e.g. consider a ring of 6 carbons with 6lsibgnds
such as in the cyclohexane squeleton, there are only 12 agpbisms, not 6!. For a general
molecular graph, computing the chiral index needs to enumméra permutationB associated
to the graph automorphisms and to find the optimal rotafdor each permutation/]. LetY
be the the array afi lines andd columns containing the coordinates of thpoints, assumed
to be centered, i.e. the mean of thpoints is null.Q being an arbitrary negative determinant
orthogonal matrix, the chiral index is:

¥ = WMin{RR}[Tr(Y—PYQR’)’(Y—PYQR’)] @)

For a molecular graptl = 3, and the optimal rotatioR is known analytically §].

4 SOME EXTREME CHIRALITY DISTRIBUTIONS

In eq.4, a necessary condition to reach the upper bgugadl is to have the covariance matrix
V proportional to the identityl7], i.e., o being some positive real:

V = ol 9)

LetA1 > A» > --- > Aq be the eigenvalues & and let us considar equiprobable points
with not two having the same color. The chiral indexdg [

X =dAq/Tr(V) (10)

In this situation,y = 0 iff the set is subdimensional ad= 1 iff eq. 9 is satisfied, which
is the case for the regular simplex, ttheube, etc. The most chiral triangles (i.e. setaef 3
points in the plane) have been computéll When the 3 points have 3 different colors, it is
equilateral. When 2 points have the same color and the lagtaman other color, the squared
side lengths ratios of the optimal triangle are 1 1/6/4 : 1+/6/4, andx = 1—/2/2.
When the 3 points have the same color, these ratios aret1y/45 : (5+ 1/15)/2 andx =
1—2v/5/5. These three triangles are shown fig. It can be checked from their cartesian
coordinates given in/] that they satisfy to the following property: each squarei® $ength
is proportional to three times a squared distance verteyxebater. That property appears also
for the two triangles maximizing the direct symmetry indextided in P]. It is symmetrical
for all permutations of the 3 vertices only in the case of theilateral triangle.
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Figure 1: The maximal chirality triangles. From left to rigthree different colors on vertices,
two vertices with the same color, and three vertices withstrae color.

We look now for the upper boung*(d) of the chiral index in the case there is only one
color, i.e. in the case dl-variate distributions (in fact, no need of color here). V¢ the
following results fory;, x5 andx (d > 1) respectively from refs.1[], [1] and [L&]:

X1=1/2 (11)
X2 €[1-1/m1-1/2nm] (12)
Xa € [1/2;1] (13)

The Bernoulli distribution with parameter tending to O or thdks a chiral index tending
to x; [17). Ford > 2, finding x; is an open problem. As mentioned in segtl, the sample
chiral index is a consistent estimator of the parent pomrathiral index, so thak;j can be
seeked among samples of increasing siz& he casel = 2 is of interest. Defining € C",
z=x+1y, wherex andy are the vectors iR" of the marginals of the bidimensional sample, and
P being the permutation matrix associated to their joint digtron matrixP/n, it is known
that ithe optimaP is symmetric and the chiral index takes a simple expresdipn [

X = 1—[Maxp,|ZPZ]/|z? (14)

LetY be the matriXx|y], andu; andu, be the eigenvalues &fPY (u1 > o). Eq. 14
can be rewritten:

X = 1—[Maxp) (1 — H2)]/Tr(Y'Y) (15)

It was conjectured in]f] that x5 = 1— 1/ and a family of distributions in which the
chiral index can be arbitrarily close to-11/ 1 was exhibited.

The 3D molecular graph of an hydrocarbon designed by A. Sakya”] has, among
several remarkable properties, a chiral index.8824 and its carbon skeleton hyas-= 1.0000.

An attempt to define the closest achiral distribution to @gichiral one was donéf),
but no satisfactory general approach to that problem is know
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Fax: +31 13 466 3280
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Semidefinite programming (SDP) is an extension of linear programming where the
nonnegative vector variables are replaced by positive semidefinite matrix variables. SDP
offers excellent possibilities for the design of very tight relaxations for several combinatorial
optimization problems, and has diverse applications in eigenvalue optimization, control
theory, robust optimization, engineering, etc. The roots of SDP trace back to the sixties of
the previous century, but the interest has grown tremendously during the last twenty years.
Nowadays, semidefinite programming is one of the most exciting areas in mathematical
programming.

In this talk we provide motivation, background, and some latest developments in SDP.
We aso present relaxations and corresponding bounds for the maximum cut, the traveling
salesman problem, the bandwidth problem in graphs, and the graph partition problem.
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ALGORITHM FOR STOCHASTIC GENERALIZED PRODUCTION-
TRANSPORTATION PROBLEM WITH CONCAVE COSTS!

Marcin Anholcer
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Abstract: In the paper we present the Stochastic version hef Generalized Production-
Transportation Problem with concave production £oshe solution algorithm, based on the branch
and bound method, is presented. The subproblemss@wed with a modified version of the
Equalization Method.

Keywords: Generalized Transportation Problem, Stochastic Spraration Problem, Production-
Transportation Problem, global optimization, coreagosts, branch and bound,
Equalization Method.

1 INTRODUCTION

Generalized Transportation Problem is a specia cashe Generalized Flow Problem. The
characteristic element of this kind of problems #re changes in amount of the delivered
goods that occure during the transportation process

Description and possible applications of the Gdima Flow Problem may be found
e.g. in [1], some issues were also discussed iraf@l] [14]. A polynomial method for the
Generalized Flow Problem was presented in [32],levipolynomial algorithms for the
Generalized Circulation Problem may be found in].[1%5ome interesting applications of
generalized flows (like supplies of medical matsridood, pharmaceuticals and clothes)
were analysed in [20].

The Generalized Transportation Problem was analgsgedn [4], [5] and [18]. In [21]

a transportation problem with additional constrmiat GTP type was considered. A special
class of GTP was analysed also in [28]. In [3] aéhors considered the application of GTP
for modelling the distribution process where thenptaints are involved. The influence of
the complaints ratio on the structure of optimaivwek was analysed.

In the Generalized Production-Transportation Problee assume that the commodity
is delivered from factories to warehouses and autit production cost is included in the
objective value. In this paper we are interestetha cases where the production costs are
separable, concave functions (i.e. the productmsiscin chosen factory depend only on the
production level in this factory and grow slowereshthe production grows). The problems
of this kind with deterministic demand were consédkee.g. in [17], [19], [25], [26], [30],
[31] and [34] (linear concave transportation profdg, [10], [11] and [27] (linear plant
location problems), [7], [9], [13], [35] (other comve network problems). The solution
algorithms applied in most cases were some kindrafch and bound method. Interesting
exceptions are works [30] and [31], where authoowided an algorithm that is polynomial
in the number of destinations (what is crucialtres number of destinations is usually much
bigger than the number of sources). Unfortunatelgne of the mentioned treated the
generalized version of the problem.

In the stochastic version of the problem, we assuhe the demand is not
deterministic, but we know the distribution of demaof every destination point. If the

! The research was part of the project ,Nonlineainaigation in chosen economical applications”. THreject
was financed by the National Science Center gravdréded on the basis of a decision number DEC-
2011/01/D/HS4/03543.
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delivery exceeds the demand, then additional ssrpast is imposed. If the delivery is too
low, then the additional shortage cost is involv@dr goal is to minimize the sum of all the
deterministic costs (in our case, the transponma#tod production costs) and the expected
value of the additional costs imposed at the dastin points. The Stochastic Transportation
Problem (no production costs) was analysed e.g8jn[22], [24], [29] and [33]. The
Stochastic Generalized Transportation Problem vessidered in [2] and [23]. The only
paper known to the author where stochastic demawldcancave costs were considered
simultaneously, is [16]. There is no such a worlowbthe generalized version of the
problem, which will be considered in the remaindéthis paper. We will use some ideas
from [16], but also from [12], where the algorithfor general nonconvex problem was
provided.

In next section the problem is defined. In secBpthe solution method was described.
Section 4 contains brief conclusions from the regea

2 PROBLEM FORMULATION

In the ordinary Generalized Transportation Problemmform good is transported from
supply points ta destination points. During the transportationcess, the amount delivered
to the demand pointfrom supply point is equal tax;j, wherex;; is the amount of good that
leaves the supply pointandr; is the respectiveeduction ratio, corresponding with the
change of the good. The unit transportation cogtare constant, the demaigof every
demand poin§ has to be satisfied and the supplyof each supply point cannot be
exceeded. Thus, the model has the following form:

min f (x) = > c; X,
i=1
Sst.

Zr.,x =b;,j=1. 1)

ZXH <a,i=1..m,
=1

X; 20i=1..mj=1..,n.

In the case of production — transportation probleniditional (production) costs are
imposed on the total amount of good that leavedati®ry. In this paper we assume that the
production cost at every factorys a concave functiog.

In the stochastic version the demariglsare not deterministic, but are given as the

continuous random variablé§ with density functionsg. The unit surplus costfl’ and the

unit shortage cossfz) are defined for every destination pojntThe function of expected
extra cost for destinatigrtakes the form

£ (x) =s [(x; ~0@; (Ot +s? [ ¢ - x))g; (. )
0 M
After some basic transformations (see e.g. [8B |&tter one takes the form
f,(x;)=s? (E(x,-) - X, )+ (s® + si@))jcpj (t)ct, 3)
0

where @ is the cumulative distribution function of the demd at destination
Finally, the SGPTP has the following form:
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min f (X, y) :iiqjxﬁ +i f,»(X,-)+§,9i(yi),
si.

Zrijxij =X, j =1...n, (4)
i=1

inj =y <a,i=1..m,
j=1

X, 20,i=1...m, j=1..,n.
It is straightforward to see that the first twoidatives of the expected cost functions are

fi(x,) == +(s® +s?)@ (x,) (5)
and
fj"(xj) = (S](l) + SEZ))¢j (Xj )s (6)

so each functiofy is twice differentiable and convex. Recall alsattive assume concavity of
the functionsg,. This means that the problem SGPTP (4) is a hésday optimization
problem. In next section we will present a solutinathod, based on the branch and bound

approach.
3 SOLUTION METHOD

Observe that if we exchange the functignto their linear lower estimatorg, , then we will
obtain a convex problem equivalent to the StocbaSeneralized Transportation Problem
with the objective functionf(x, y) < f(X,y). This allows us to use the ideas presented in
[12] and [16].

Let us consider am-dimensional rectangldR(l,u) =[] [Ii,ui], where0<|, <u <a

i=1
fori =1, ...,m. Every rectangle can be divided into smaller dnesubdivision of any of the
intervals[li U ] :

Let us define the linear functior in such a way, that for every

g()=g() and §(u)=g(u). (7)

Obviously, exactly one such functiag) exists for every. Now observe, that from the
concavity ofg; it follows that for everyi and everyl, <y. <u, §.(y,) <09 (y,). Let us
consider the following problem (we will denote BEP(, u)).

min £, y) =2 D c% + D f(6) + DG (%),

i=1 j=1 j=1 i=1

St.

Zr”x” =X, j =1...n, (8)
i=1

DX =yl sy <u,i=1..m,
j=1

Xij 2 0,| =11---,m,j =1...,n.
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This is a problem similar to SGTP, with additiogahstraints imposed on variablgs
It means that SGTR(U) (8) can be solved with Equalization Method (s2p modified in
such a way, that the total amount of good transgoftom any source must fulfil the

additional conditionsl, <y, <u,. Observe that for every feasible solutiony) we have

f(x, y)< f(xy), so also the optimal solutionx (y) of (8) satisfies this condition.
Moreover, f(x,y)=f(x,y) if and only if &,y) is also the optimum of (4) with
additional constraintd, <y, <u,. This means that the value (ff(x, y) is a good lower
bound on the value of (x, y).

Now we must establish also the branching methoc idea is as follows. After
choosing the rectangle with lowest value off(x*,y*), we check the differences
g,(y))=§,(y), choose highest ones and divide the rectangle irterfaller rectangles by
exchanging, for chosen valuesipthe constraintd, <y, <u, to the constraint$ <y, < yi*

andy <y, <u,. There are many possible choicekofhe most popular (see e.g. [12], [16],

[17]) is to choose alwayk =1, i.e., the rectangle is always subdivided itw@ new
rectangles and the search tree is a binary treeth&nway is to choose all the indidedor

which g,(y)-g,(y)>0 (or ratherg,(y)—g(y)>¢ for some accuracy leve). This
method of choice leads us to much flatter seared with possibly many vertices of large

degrees, what may cause some difficulties with hagdvith many subsets at the same
moment K =m in many cases). Finally, one can choose some aomipe — e.g. choose in

every step all the indices for whioy (y,) - §;(y,) >0, but not more than some fraction of

m, not more than some constant, or only such, fachvthe difference exceeds some fraction
(say half) of the biggest one.

All the above considerations lead us to the folloyvalgorithm for the concave SGPTP
(4).

Algorithm 1
1. (Initialization) Letl; = 0 andu; = & for everyi. Let the only active subset of solutions
be the one corresponding with the rectai{leu). Solve the SGTP(u), remember

the optimal value of the objective functidn(x’,y’). Setf" = f(x',y" ).
2. (Choosing the promising subset) Choose the actileset corresponding with the
rectangle R(I, u) with smallest value of f(x,y). If f —-f(X,y)<e& for

predefined accuracy leve] then STOP. Obtained solution is optimal. Otheeng®
to step 3.
3. (Dividing the promising subset) Choode indices i with highest values of

g;(y))-g;(y) and subdivideR(l, u) by setting for all chosen either I, =y or
u =y . For each created rectangR{l, u) find the optimal solution x(,y) of
SGTP(,u)andif f* > f(x,y),thensef =f(x,y).

4. (Closing subsets) Close all the subsets, for wfﬁq@ﬁ, y')> f" and go back to step
2.

4 CONCLUSIONS

As far as the author knows, in this paper the cemcatochastic Generalized Production-
Transportation Problem was described and analysethé first time. The provided solution
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algorithm, although based on the branch and bouetthad, is effective, as it can be seen in
the table 1. Solution times in milliseconds arespreed for randomly generated problems of
size m X n with uniform or exponential distribution of demarmahd power functions of

production costs.

Table 1. Solution times in milliseconds: averagandard deviation, minimum, maximum.

Problem | U(10x200) U(20x200) U(50:200) Exp(16200) | Exp(26200) | Exp(56200)

AVG 58.7 229.8 274.5 135.4 438l4 1066.9

STD 30.4 128.9 107.¢ 82.6 366/5 413.5

MIN 15.0 62.0 62.0 31.( 1420 422\0

MAX 172.0 968.0 624.0 609/0 2496.0 262[.0
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Abstract: Process performance management (PPM) has become one of the most important
management tools in profit organizations. However, non-profit organizations also started to benefit
from PPM with the goal of efficiency improvement. Goal of the paper is to investigate usefulness of
embedding simulation modeling approach for process performance management on the case study of
collaboration improvement in higher education. Case study methodology has been used, and
simulation modeling for PPM at University of Zagreb, Croatia with the purpose of collaboration
improvement has been presented.

Keywords: process performance management, higher education, simulation, collaboration

1 INTRODUCTION

During a decade process performance measurement (PPM) has been very popular research
topic, but until recently the focus has been on the profit organizations. Managing and
measuring performance in public sector organizations is a growing phenomenon worldwide
[22,3,10]. For two decades, worldwide Higher Education Institutions (HEIs) have been
under increasing pressure to become more efficient for the services they provide [21,6,1].
According to Lam et al. [15] the degree of performance excellence that an organization can
achieve greatly depends on the efficiency of business processes. Therefore these authors
suggest quantitative methodologies to be used for supporting the business process
improvement. Business process improvement efforts involve changes in people, processes
and technology over time. As these changes happen over time, simulation appears to be a
suitable process modeling method.

Goal of the paper is to investigate the usage of simulation modelling (SM) as a tool for
PPM. For that purpose, simulation modelling was applied for process improvement in
collaboration procedure example at the University of Zagreb, Croatia.

2 CASE STUDY OF COLLABORATION IMPROVEMENT
2.1  Process performance management

According to Neely et al. [17] a PPMS is a balanced and dynamic system that enables
support of decision-making process by gathering, elaborating and analyzing information. It
uses different measures and perspectives in order to give a holistic view of the organization.
Kueng [14] defines a PPMS as an information system which: (1) gathers performance
relevant data through a set of indicators; (2) compares the current values against historical or
planned values, and (3) disseminates the results to the process actors and managers. Many
firms have developed a wide variety of performance indicators which they review
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periodically while some have very complex and sophisticated PPMSs that allow them to
track what is happening in real time.

2.2 Characteristics of performance measurement and management in HEIs

A literature review on PPM implementation in the public sector highlights the factors driving
performance in HEIs. A study conducted by Educause [9] showed that HEIs have invested
heavily in business process change and redesign projects. These projects were driven mainly
by budget shortages, information technology implementation and external requirements for
improved efficiency and effectiveness [7,12]. Since expenditure on administration of HEIs is
typically about 30% of that allocated to academic activities, [6] set up a data envelopment
analysis (DEA) framework to identify good management practices leading to efficient
administrative services in UK universities. This study demonstrated the problems in defining
the unit of assessment and the relationship between inputs and outputs. To promote HEIs
operating performance, performance measurement indicators (PMIs) are needed. Chen et al.
[8] analyzed the literature and employed the established PMIs to identify the important key
performance indicators (KPIs). As a result of this study, 78 PMIs were developed and were
categorized in 18 measurement dimensions. The authors recommend that universities use
these indicators to measure its operating performance.

23 Simulation modeling in PPM

Business processes simulation creates an added value in understanding, analyzing, and
designing processes by introducing dynamic aspects [5]. It enables migration from a static
towards a dynamic process model [2]. Nowadays most business process modeling tools
include simulation capabilities, but in addition, there are some tools that are especially
designed for more demanding simulation projects [16].

Many authors examined and described the development and implementation of
simulation models in order to analyze the existing business processes and to predict the
performance of new designs. Numerous advantages are listed: by using simulation it is
possible to predict the effects of changes and the duration of the processes and bottlenecks
and to thereby avoid bad decisions [19]; a what-if analysis can be conducted in order to
assess various scenarios performance [4]; by running the simulation through time it is
possible to gauge how changes at an operational level can lead to the meeting of strategic
goals over time [11]. However, limitations to use simulation modelling in public sector are
also discussed, such as: problem definition issues, socio-political issues and multi-perspective
issues [20]; a lack of clear vision and support from top management [18]; the resistance to
change [13].

3 CASE STUDY OF COLLABORATION IMPROVEMENT
3.1 Methodology

Process models in the following example are modeled as sequential iteration models, where
the activities are repeated one after the other depending of inputs to the activities, outputs of
activities, probabilistic rules, and available resources. Process models are modeled in
accordance with BPMN 2.0 and they may consist of flow objects like activities and gateways,
data objects, connecting objects, swim lanes and artifacts. Each activity is described by
several parameters: name, duration, resources need to conduct activity, availability of the
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resources assigned to activities, time required for resource to conduct activity, inputs of
predecessors. Our case study is described in detail in the following sections.

3.2 1*' Step:Inititation

An illustration of embedding simulation modeling approach for reengineering collaboration
in higher education is given for the process of nomination and selection of themes for final
thesis for undergraduate and graduate students. The process is modeled with IBM Websphere
Business Modeler version 7.0.0.4 and in accordance with BPMN 2.0. The resources
availability (working schedule) is also defined, but is not shown here. The process model
shown in figure 1 is used to perform simulation of the process.
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Figure 1: As-1s Process model of nomination and selection of themes for final thesis for undergraduate and
graduate students

3.3 2" Step: Analysis

Parameters that were used in the simulation of the process have been set according to real
values gathered by a brief assessment based on student questioning and authors real
experience. For simulation purpose in this case study the following simulation parameters
were used: (i) Number of simulation instances: the simulation was ran over 40 instances
representing 40 student inquiries for themes; (ii) Frequency of instances: 50% of instances
appear every 0,5 days, 20% of instances start up every 1 day, in 15% of all cases instance
appearance is every 0,75 days, and in 5% of cases the instances are triggered every 2 days.

The simulation of the As Is process showed the average duration of 40 days 7 hours 14
minutes with duration standard deviation of 8 days 7 hours 36 minutes 20 seconds 33
milliseconds. When the simulation results are compared with real data, an acceptable
statistical error is under 5%, i.e. due to the lack of comparable real data the statistical
significance is assessed based on real experience.

The analysis showed that the duration of the process is a feasible improvement
opportunity. Other functional requirements of end-user (i.e. teachers or lecturers) imply the
need of following the early stages of theme suggestion and formalizing, as well as the need of
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tracking all communication of student and mentor. These changes are implemented in the To
Be process model discussed in section 5.3.

3.4 3" Step: Re-engineering
Based on the analysis of the As Is process that showed that the duration of the process is a

possible improvement opportunity and which identified other functional requirements of end-
user new reengineered process model (i.e. the To Be process) was developed (figure 2).
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Figure 2: To-Be Process model of nomination and selection of themes for final thesis for undergraduate and
graduate students

3.5 4™ Step: Implementation

Like in real implementations a grace period for total transition must be well planned and the
»hew way of doing business* should be introduced progressively. Simulation results listed in
table 1 show the graduate improvement of the discussed process. The graduate
implementation consists of progressive transition from the As Is process handling the themes
as shown in figure 1, then with introduction of the new process variant in 20% of all
instances (i.e. 20% of 40 instances), then in the next stage with 40% of all instances (i.e. 40%
of 40 instance), and last with a total transition into the To Be process variant. Simulation
parameters for the simulation of the To Be process are the same as in the simulation of the As
Is process.
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Table 1: Simulation results for progressive introduction of the new process model

Simulation Current Instanc. | Instanc. Average Duration
start time end time creat. | complet. duration st.dev.
Process As | 02.11.2012. | 25.12.2012. 40d7h 14
Is 00:00:00 15:15:00 40 40 min 8d7h 36 min
Instance To | 03.11.2012. | 25.12.2012. 28d10h4
Be 20% 00:00:00 13:39:00 40 40 min 16d3h
Instance To | 01.11.2012. | 25.12.2012. 24 d 15h 37 22d12h35
Be 40% 00:00:00 12:03:00 40 40 min min
Instance To | 03.11.2012. | 26.11.2012.
Be 100% 00:00:46 09:22:23 40 40 22 h 33 min 20 h 38 min

3.6 5™ Step: Evaluation

Simulation results for progressive introduction of the new process model shown in table 1
need to be evaluated when a decision over accepting the To Be process is made. The key
performance indicators relevant for this case study may be process/activity duration and
duration standard deviation. As earlier stated duration standard deviation can be significant
to analyze, assess or predict the stability of the process. Two conclusions regarding duration
and its standard deviation are (1) if the ratio of duration and its standard deviation is small,
predictions for resources allocation are more precise and (2) if the ratio is tending towards 1
then the organization is close to guessing when allocating resources to activities and possible
threat of resources waste is greater. However, data in table 1 show that two conclusions do
not necessary apply in general.

4 CONCLUSIONS

Overall conclusion of this case study should illustrate the significance of pondering KPI’s
and a need of conducting a detailed analysis of relevant KPIs corroborated by objective data.
Implementation of a new scenario of the discussed process of nomination and selection of
themes for final thesis for undergraduate and graduate students has a relatively short duration
and thereby reduces overall average duration of the process. At the same time the relatively
short duration of this process case influences the duration standard deviation in such a way
that it enhances the duration standard deviation. This is natural because there are more
process scenarios with durations which fall within the greater range. In our discussed case the
reduction of average duration has a greater significance over enhancement of duration
standard deviation as this was stated during the analysis stage as an important feasible
improvement opportunity in combination with other functional requirements of end-users
which lead to changes in the To Be process model. According to our results, simulation
modelling has been proved as valuable method in PPM initiatives in HEIs.
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Abstract: In this paper we present algorithms and their implementations in the computa-
tional algorithms package NCSOStools for extraction of the global eigenvalue optimizers and
extraction of eigenvalue optimizers over the free ball. They are based on free noncommutative
analogs of the classical Gram matrix method, which allows us to use semidefinite program-
ming, solution to a truncated free noncommutative moment problem via flat extensions and
the Gelfand-Naimark-Segal (GNS) construction.

Keywords: noncommutative polynomial, sum of squares, semidefinite programming, Matlab
toolbox, free positivity, flat extension, GNS construction, NCSOStools.

1 INTRODUCTION

What makes (weighted) decompositions of a free polynomial as a sum of hermitian squares
interesting are its many facets of applications. A nice survey on applications to control theory,
systems engineering and optimization is given by Helton, McCullough, Oliveira, Putinar [7], ap-
plications to quantum physics are explained by Pironio, Navascués, Acin [14] who also consider
computational aspects related so noncommutative sum of squares. Furthermore, the important
Bessis-Moussa-Villani conjecture (BMV) from quantum statistical mechanics is tackled in [11]
and by the authors in [3]. We have developed the freely available Matlab software package
NCSOStools [4] as a consequence of this recent interest in free positivity and (weighted) sums
of hermitian squares (SOHS). One of its features is the possibility to compute a global or
constrained eigenvalue minimum of a symmetric free polynomial. We present the theoretical
underpinning of an algorithm to extract the corresponding minimizers. The main ingredients
are the noncommutative moment problem and its solution due to McCullough [13], and the
Curto-Fialkow theory [6] of how flatness governs the truncated moment problem. Our results
were motivated by the method of Henrion and Lasserre [9] for the commutative case.

2 PRELIMINARIES

2.1 Free polynomials and Sum of hermitian squares

Real linear combinations of words in letters Xy, ..., X,,, including the empty word 1, are de-
noted by R(X) and called free polynomials. We denote by X the n-tuple of letters (X1, ..., X,).
These free polynomials form a free algebra, which we equip with the involution * that fixes R
and letters X7, ..., X, point-wise and thus reverses words. The subset of R(X) consisting of
all symmetric free polynomials is denoted by SymR(X) := {f € R(X) | f = f*}. A free poly-
nomial of the form ¢*g is called a hermitian square and the set of all sums of hermitian squares
is denoted by 2. Clearly, ¥2 C SymR(X). The length of the longest word in f € R(X) is
the degree of f and is denoted by deg f. The set of all words and free polynomials with degree
< d is denoted by (X); and R(X),, respectively. We can stack all words from (X)4 using the
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graded lexicographic order into a column vector W,. The size of this vector is denoted by o(d).
Every f € R(X)aq can be written (possibly nonuniquely) as f = W;G Wy, where Gy = Gy is
called a Gram matriz for f. Testing whether a given free polynomial f € R(X) is an element
of ¥2 can be done efficiently by using semidefinite programming and the Gram matrix method
(the noncommutative version of the classical result for commuting variables) [10, 4]. For a
related SOHS decomposition with commutators see [2, 1].

2.2 Hankel matrices, flatness and GNS construction

Definition 2.1. To each linear functional L : R(X ),y — R we associate a matrix M, (called
a free Hankel matriz) indexed by words u,v € (X)q, with

(Ma)u,p = L(u"v). (1)
If L is positive, i.e., L(p*p) > 0 for all p € R(X )4, then My is positive semidefinite.

Remark 2.2. Note that a matrix M indexed by words of length < d satisfying the free Hankel
condition My, », = My, v, if ujvi = u3ve, yields a linear functional L on R(X)oq as in (1). If
M is positive semidefinite, then L is positive.

Definition 2.3. Let A € R**® be a symmetric matrix. A (symmetric) extension of A is a
symmetric matrix A € RETOX(6+) of the form

- [A B
i=[3 ]

for some B € R5*¢ and C € R, Such an extension is flat if rank A = rank A, or, equivalently,
if B=AZ and C = Z'AZ for some matrix Z.

The following is a solution to a free noncommutative moment problem in the truncated
case. It resembles the classical results of Curto and Fialkow [6] in the commutative case.

Theorem 2.4. Suppose L : R(X)aqy2 — R is positive and flat over L|g(xy,, (i-e. associated
free Hankel matriz Myyq is flat over My). Then there is an n-tuple A of symmetric matrices
of size s < dimR(X )4 and a vector v such that

L(p*q) = (p(A)v, q(A4)v) (2)
for all p,q € R(X) with degp + degq < 2d.

Remark 2.5. For the proof ([4]) we associate to L two positive semidefinite free Hankel
matrices, Myy1 and its restriction My, where Myy4 is flat over My by an assumption, and then
use the Gelfand-Naimark-Segal (GNS) construction.

2.3 Truncated quadratic modules

Given a subset S C Sym R(X), we introduce

S5 = {thsihi | hi € R(X), s; € S, deg(h;sh;) < Qd},

. . (3)
Msg:= {Z hisihi | by € R(X), s; € SU {1}, deg(hlsh;) < 2d},

and call Mg 4 the truncated quadratic module generated by S. Note Mg 4 = E§+2§d C R(X)aq,
where E?l := Mgy 4 denotes the set of all sums of hermitian squares of free polynomials of degree
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at most d. For example, if S = {1 — Zj XJQ} then Mg, contains exactly the polynomials f
which have a sum of hermitian squares decomposition over the ball, i.e., can be written as

F=Sgiai+> hi(1-3 X3)h;, where (4)
i i j=1

deg(g;) < d, deg(h;) <d—1 for all i.

We also call a decomposition of the form (4) a sohs decomposition with weights.
The truncated quadratic module generated by the generator for the free ball B is denoted by

Mg = {Zh*sh | hi € R(X), s; € {1— Z , 1}, deg(h?sihy) §2d} C SymR(X)aq. (5)

3 GLOBAL EIGENVALUE OPTIMIZATION OF FREE POLYNOMIALS

In this section we use sums of hermitian squares and semidefinite programming to compute a
global (eigenvalue) minimum of a symmetric free polynomial f and give an algorithm to extract
the minimizers of f implemented in NCSOStools [4].

3.1 Eigenvalue optimization and SDP

Let f € SymR(X)o4. We are interested in the smallest eigenvalue f* € R of the polynomial f.
That is,

f*=inf {{f(4)v,v) | A an n-tuple of symmetric matrices, v a unit vector}. (6)

Hence f* is the greatest lower bound on the eigenvalues that f(A) can attain for n-tuples of
symmetric matrices A, i.e., (f — f*)(A4) = 0 for all n-tuples of symmetric matrices A, and f*
is the largest real number with this property. Given that a polynomial is positive semidefinite
if and only if it is a sum of hermitian squares (the Helton-McCullough SOHS theorem [8, 13]),
we can compute f* conveniently with SDP. Let

fsohs = sup A

. t. f—X e x2 (SDPeig—min)

Then f5°hs = f*,

In general (SDP¢ig—min) does not satisfy the Slater condition. That is, there does not always
exist a strictly feasible solution. Nevertheless (SDPeig—min) satisfies strong duality [10], i.e., its
optimal value f%°P coincides with the optimal value Lgops of the dual SDP:

Lsohs = me(f)
s. t. L:SymR(X)yg — R is linear
L(1)=1
L(p*p) >0 for all p € R(X)q.

(DSDPeigfmin)d

3.2 The extraction of optimizers

In this subsection we investigate the attainability of f* and explain how to extract the mini-
mizers (4, v) for f from (6) if the lower bound f* is attained. That is,

fr={f(4)v,v). (7)

Of course, in general f will not be bounded from below and even if f is bounded, the infimum
f* need not be attained [4].

In the sequel our main interest lies in the case where f* is attained. We shall see be-
low (see Corollary 3.2) that this happens if and only if the infimum Lgps = f5°P = f* for
(DSDPeig—min)d+1 is attained.
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Proposition 3.1. Let f € SymR(X)oy be bounded from below. If the infimum Lgops for
(DSDPeig—min)d+1 s attained, then it is attained at a linear map L that is flat over its own
restriction to R(X)aq.

Proof. Let L be a minimizer for (DSDPeig—min)d+1. To it we associate My41 and its restriction

M. Then
My B
Md-‘rl = |:B§l C:|

for some B,C. Since My, and M, are positive semidefinite, B = MyZ and C = Z'MyZ for
some Z. Now form a “new” Mgyq:

M; B

MdH:[Bt ZthZ]:[I 21" My [I Z].

This matrix is obviously flat over My, positive semidefinite, and satisfies the free Hankel condi-
tion. So it yields a positive linear map L on R(X)aq2 flat over L|r(x),, = L|r(x),,- Moreover,

E(f) :L(f) = Lgohs- ]
From Proposition 3.1 and Theorem 2.4 we deduce

Corollary 3.2. Let f € R(X)aq. Then f* is attained if and only if there is a feasible point L
for (DSDPOig—min)d-H satisfying L(f) = f*.

For f € SymR(X ), we can state the following algorithm for the extraction of optimizers.

Step 1: Solve (DSDPeig—min)d+1- If the problem is unbounded or the optimum is not attained,
STOP. Otherwise let L denote an optimizer.

M; B

Bt C] . Modity Mgy1:

Step 2: To L we associate the positive semidefinite matrix My = [
~ My B
Matr = [Bt ZtMyZ
linear map L on R(X)og.o which is flat over E’R(Lﬂzd = Llr(x),
L(f) = L(f) = /.

Step 3: Use the GNS construction on L to compute symmetric matrices A; and a vector v with

L(f) = f* = (f(A)v,v).

] , where Z satisfies MyZ = B. This matrix yields a positive

4~ In particular,

Remark 3.3. We finish this section by emphasizing that the extraction of eigenvalue optimizers
always works if the optimum for (DSDPeig_min)d+1 is attained. This is in sharp contrast with
the commutative case; cf. [12].

4 EIGENVALUE OPTIMIZATION OF FREE POLYNOMIALS OVER THE
FREE BALL

In this section we consider the eigenvalue optimization of free polynomials over the free ball.
We can rephrase f2, the greatest lower bound on the eigenvalues of f € R(X )4 over the ball
B, as follows:

B o= fB. = sup A

sohs

B
s. t. f—Xe€ MB’dJ’,l. (PSDP

eigfmin)

Verifying whether f € Mg 4 is a semidefinite programming feasibility problem [5]:
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Proposition 4.1. Let f = Zw€<X>2d fww. Then f € Mg g if and only if there exist positive

semidefinite matrices H and G of order o(d) and o(d — 1), respectively, such that for all
w e <X>2d:

fw= Z H(u,v) + Z G(u,v) — Z Z G(u,v). (8)

uwe(X)g uwe(X) gy j=1 wwe(X)g 4

Koy
u*v=w uFv=w u*X2p=w
J

Remark 4.2. From Proposition 4.1 it follows how to construct the sohs decomposition with
weights (4) for f € Mpq4. First we solve the semidefinite feasibility problem in the variables
He S:( a)’ G e S:( d—1) subject to constraints (8), where S,j denotes the set of all real positive
semidefinite k£ X k real matrices. Then we compute by Cholesky or eigenvalue decomposition
vectors H; € R4 and G; € R74=1) guch that H = >, HiH! and G = ), G;G". Polynomials
h; and g; from (4) are computed as h; = H!W, and g; = GiW,_1.

By Proposition 4.1, the problem (PSDPZ ) is a SDP; it can be reformulated as

eig—min
Phs = sup f1—(Ei1, H) — (B, G)
n
s. t. fu = Z H(u,v) + Z G(u,v) — Z Z G(u,v),
u,vE(X) gy u,vE(X) g 7=1 uw,we(X)y
u*v=w uFv=w w*X2v=w
J
for all 1 # w € (X)aay2,
+ +
H ¢ So(d—i-l)’ G € Sa(d).
(PSDP", o)
The dual semidefinite program to (PSDng_min) and (PSDP’gg_min) is:
LIsBohs Inf L(f)
s. t. L:SymR(X)og12 — R is linear
L(1) =1 (DSDPZ,_nin)d+1

L(g*q) > 0 for all ¢ € R(X)411
L(h*(1 =32, X7)h) >0 forall heR(X)a.

Remark 4.3. Having Slater points for (DSDngfmin)dH is important for the clean duality

theory of SDP to kick in [15]. In particular, there is no duality gap, so L2, = fB (= fB).

sohs sohs
Since also the optimal value E;hs > —00, SIEf)hS is attained. More important for us and the

extraction of optimizers is the fact that L]SBOhs is attained, as we shall explain in Subsection 4.1.
4.1 The extraction of optimizers

In this subsection we establish the attainability of f2 on B, and explain how to extract the
minimizers (4, €) for f (for more details see [5]).

Proposition 4.4. f € SymR(X)o4. There exists an n-tuple A € B(o(d)), and a unit vector
€ e R gych that

£2 = (f(A)&,0). (9)

In other words, the infimum in (6) is really a minimum.

Corollary 4.5. f € SymR(X)oq. Then there exist linear functionals
L:SymR(X)og12 = R

such that L is feasible for (DSDPE

cig—min)d+1, and we have

L(f) = f.. (10)

37



For f € SymR(X ),y we can state the algorithm implemented in NCSOStools showing how
the optimizers (A4, &) can be extracted from the solutions of the constructed SDPs.

Step 1: Solve (DSDPe¢ig—min)d+1. Let L denote an optimizer, i.e., L(f) = fE.

H; B

ot C} . Modity Hy:

Step 2: To L we associate the positive semidefinite matrix H;, = {
_|Hj B
Hp= [Bt ZtHLZ] ’

~

where Z satisfies H; Z = B. This matrix yields a flat positive linear map L on
R(X 2442 satisfying Llg(xy,, = Llr(x),,- In particular, L(f) = L(f) = f¢.

Step 3: Use the GNS construction on L to compute symmetric matrices A; and a unit vector

¢ with L(f) = f2 = (f(4)¢, ).
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Computing the equity of a poker hand by
Integer Linear Programming

Marcello Dalpasso* Giuseppe Lancial

Abstract: We illustrate how Integer Linear programming techniques can be applied to the
popular game of poker Texas Hold’em in order to evaluate the strength of a hand. In particular,
we give models aimed at (i) minimizing the number of features that a player should look at
when estimating his winning probability (called his equity); (ii) giving weights to such features
so that the equity is approximated by the weighted sum of the selected features. We show that
ten features or less are enough to estimate the equity of a hand with high precision.

Keywords: Poker Texas Hold’em; Integer Linear Programming; Equity.

1 Introduction

No-limit Texas Hold’em [2, 3] (NLTH) is a form of poker that has gained huge popularity
in the past few years. This game is played with a full deck of 52 cards by two up to nine
players. The game develops in four phases. In the first phase (called the preflop), each
player is dealt two private cards (i.e., known only to him). These cards are called his
starting hand. Then there is a round of betting in which some players fold, while others
remain in play. Then three cards are turned face-up. These cards are called the flop, and
they are community cards, i.e., they can be used by all players still in play. After another
round of betting, if two or more players are still in play, a single community card, called
the turn, is turned face-up. After another round of betting, another single community
card is turned, called the river. A final round of betting follows. Each player still in play
eventually computes the best 5-cards hand obtained by combining his starting cards with
the five community cards (i.e., the best 5 cards out of 7). The owner of the highest-score
hand wins the pot, and the pot is split in case of a tie.

The strength of all starting hands has been assessed in many books and by extensive
use of computer programs. Since in NLTH the four suits have all the same value, the (522)
starting hands can be reduced to only 169 possibilities: 13 pairs, 78 non-pairs suited,
and 78 non-pairs offsuit (i.e., of two different suits). It is now well-known that the best
preflop starting hand is a pair of aces, followed by a pair of kings, while 720 (seven-deuce
offsuit) is considered to be the worst starting hand. There are published tables of 169
entries listing the preflop strength of all starting hands, but similar tables are impractical
for the (522) X (530) = 25,989, 600 combinations (h, f), where h is a starting hand, and f
is a flop. The subject of our paper is to investigate some possible ways to compute the
strength of a hand once a particular flop has been exposed.

*DEI — Dip. di Ingegneria dell’Informazione, University of Padova. marcello.dalpasso@unipd.it
fDIMI - Dip. di Matematica e Informatica, University of Udine. giuseppe.lancia@uniud.it
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Equity of hand vs hand. When only two players remain in play, we say that they
are heads up. The flop is a crucial point in a hand, when many times two players remain
heads up. The flop is crucial since it is the time when most of the cards are exposed
and the players try to estimate the potentiality of their hand with only two cards still
to come.

Suppose a particular flop f = {c1, ce,c3} has been exposed (where the ¢; are three
specific cards), and that two players, A and B, are heads up. A holds {a1, as}, while B
holds {by,b2}. What is the probability p,, that, after the turn ¢, and the river ¢5 have
been exposed, A will hold the winning hand? Let us call p,, such probability. It is easy
to compute p,, by a simple algorithm: We loop over all possible values for {cy, c5} (there
are (425) = 990 such pairs). For each pair we record if A wins or if the hand is a tie. Let
n. be the number of wins for A and n; the number of ties. Since in case of a tie the pot
is split between the winners, for each tie we assign 1/2 win to A and 1/2 to B, so that
Pw = (ny + 314)/990. The probability for a hand to be the winner after all cards have
been exposed, given some cards that have already been exposed, is called the hand’s
equity. A hand has a preflop equity, a flop equity, a turn equity and a river equity. In
this paper we are particularly concerned with the flop equity, that is the most crucial
(and difficult to estimate) in the course of the play. Many important decisions are based
on good estimates of the flop equity of a hand. In particular, commitment decisions (i.e.,
decisions that put at stake all of our chips) can be based on the so called pot-odds which,
in turn, are based on our equity. Loosely speaking, if the money that we can gain (i.e.,
the pot) is (or is expected to become) vp, and it costs us v, to play, and our equity is
E, playing is profitable if F > v, /(v, + vp) and unprofitable otherwise.

Equity of hand vs range. In the game of poker it is very difficult (or, more likely,
impossible) to pinpoint the opponent’s starting hand to just one possibility. In practice,
all one can do is to formulate an educated guess on a set of hands (the fewer, the better)
that his opponent might be holding in a specific situation. In the poker jargon, such a
set of hands is called a range.

We will consider ranges in which all hands have the same probability of being the
actual hand that a player holds. That is, if R is a range, then each hand in R is equally
likely and has probability 1/|R|. More realistically, we could have defined a range in
such a way that different hands in R could have different probabilities (for instance, in
a particular situation a player could hold either AK (ace-king) or AQ (ace-queen), but,
given that we know he his somewhat conservative, it could be more likely than he has
AK than AQ). Generalizing our arguments to ranges in which each hand has its own
probability is easy, and is delayed to the journal version of this extended abstract.

A range is a subset of all possible starting hands. Once the flop is exposed, the range
is in fact a subset of (427) starting hands, namely all hands that do not include any of the
cards that we hold or that belong to the flop. Assume player A holds a hand h, player
B holds one hand from a specific range R, and a flop f has been exposed. The equity
of h vs R on this flop, denoted by E(h, f, R) is the probability that, after turning two
more cards (turn and river) the player A will be the winner.

Computing the equity of a hand vs a range with a computer is very easy, and there are
many online sites that offer this service (see, e.g., [5]). It is just a matter of computing
the average equity of h vs each hand 1’ € R, as explained before. Of course this could be
a demanding task (for instance, if R is the range “ATC” —any two cards— there are almost
1000 hand-vs-hand computations to be made). Needless to say, such computations are
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impossible to be made mentally at the poker table.

Our approach The main goal of this paper is to show that mathematical programming
techniques [4] can be applied to the game of poker to study the strength of a hand versus
a range after the flop. Our objective is to come up with some relatively simple formulas
that can potentially be computed mentally by a player at the table and give him his
equity on any flop. In order to be simple, the formula has to rely on as few “features”
of the flop texture as possible. Our approach can be applied to a given hand h versus a
given range R. In the final, extended, version of this paper we will take some important
cases for h such as strong pairs, strong non-pairs, suited connectors (e.g., 8-9 suited), and
run them against some ranges taken from the literature. For space and time limitations,
we will only consider two hands (namely JJ and AKs) in this abstract. We define a set
of n binary features that each flop may or may not possess (e.g., “is there an ace on
the flop?”, “is the flop all of the same suit?”, “is there a pair on the flop?”, etc.), so
that to each flop there corresponds a binary n-vector. Then, by using Integer Linear
Programming, we both select a subset of “few” features to look at and assign weights
to the selected features in such a way that the equity of each flop can be estimated
with high precision by the weighted sum of the features possessed by each flop. In the
remainder of the paper we will elaborate on this technique.

2 Ranges and features

The community of poker players regards David Sklansky as the person who laid the
mathematical foundations of the game of poker. In one of his pioneering books [3], he
suggested the division of all starting hands into nine groups (today known as Sklansky
groups [1]), in such a way that all hands in the same group have roughly the same
strength, and are stronger than all hands in groups that follow. For instance, group
number 1 consists of the pairs AA, KK, QQ, JJ and of the unpaired suited hand AKs
(we refer the reader to [3] for the remaining groups).

From Sklansky groups we have derived four ranges, namely (i) Range ultra-strong
(RUS) (Sklansky group-1 hands); (ii) Range strong (RS): (groups 1 and 2); (iii) Range
medium-loose (RML): (groups 1,...,5); (iv) Range any-two cards (ATC): (all possible
starting hands). These ranges are meant to represent the possible holding of a player
based on the preflop action, i.e., right before the flop is exposed. In poker, given specific
preflop situations, experienced players are able to assign certain ranges to their oppo-
nents. Let us look at some examples: (i) If player A raises the pot, player B re-raises
and then player C' puts in a third raise, then it is very likely that C' has a very strong
hand, something like a pair of aces or kings. (ii) If, in the previous situation, player C'
does not raise, but still elects to call, then it is likely that he has a quite strong hand.
(iii) If everybody folds, and just two players (the blinds) remain in play without any
raise, then each of them can literally have any two cards.

The number of possible flops once a starting hand is known is (530) = 19600. Each
flop has some peculiar characteristics. We want to characterize the flops by means of
binary features. For instance, the flop [ KO Q< 8& | “has a King”, “has two cards
10 or above”, “has three different suits”, etc. We have defined about a hundred different
binary features. We will just briefly mention some of them here!. The goal of our model

IFor space limitations we do not report all the features we used. They can be found at [6]
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has then been to identify a small subset of these features which is sufficient to look at
in order to compute the equity of any flop with high precision. Among the features we
used we recall:

- The flop has x = 3,2, 1 ranks - It has x = 3,2, 1 suits

- It allows for a straight/flush/both - It has = 0,1, > 2 aces/kings

- It has = 0,1,2,3 “high” cards (Ten or above) - It has z =0,1,2,3 “low” cards (< 8)
- It has no draws (such as 2 8 K in three suits)

Some features do not involve only the flop, but the flop in combination with the hand
we hold. For instance “did we pair at least one of our starting cards?”; “do we have
x = 0,1,2 overcards to the flop?”, etc. Furthermore, some features are not “pure”, but
rather they are logical combinations (A, V, =) of more elementary features. For instance,
“do we have a backdoor straight (i.e., % of a straight) and a backdoor flush and a pair?”;
“Is it true that the flop is all of same suit and we do not have a card of that suit?” etc.

3 ILP for computing equities

In this section we describe our Integer Linear Programming (ILP) models for computing
the equity of a certain hand h versus a certain range R. The actual hands and ranges
utilized will be detailed in Section 4.

We will have two ILP models, one relative to the maximum error, and one to the aver-
age error of the estimated equity w.r.t. the true equity. Our models will be parametrized
with parameters N and E. More specifically, we can (i) fix N to be the maximum num-
ber of features that can be used, and then minimize the maximum (or the average) error,
or (ii) fix £ to be a threshold for the accepted maximum (respectively, average) error
and minimize the number of features sufficient to obtain an error within the threshold.

There are m = 19600 flops f!,..., f™. Each flop f* does or does not possess each
of n binary features Fj, and we denote by F;(f") € {0,1} the absence/presence of a
particular feature in a given flop.

The first step consists in considering each flop f? in turn, and computing the exact
equity €' := E(h, f', R) of h vs R (we did this by a C# code that we developed, but
the step can also be done by resorting to online sites that compute equities such as [5]).
Moreover, we check all features on f, thus obtaining a binary vector b* = (b, ... )
with 0% = F;(f*). At the end, we have a matrix B of m rows and n 4 1 columns (the last
column contains the equities (e!,...,e™)T). The matrix B is (part of) the constraint
matrix of our linear programs, to be defined.

We introduce n binary variables y;. Each variable can allow (if y; = 1) or forbid
(if y; = 0) the use of the corresponding feature. Furthermore, we define real variables
xj, for 5 = 1,...,n. Each variable z; is the weight that we associate to a feature. The
weight is meant to represent how much equity we gain (if z; > 0) or we lose (if z; < 0)
when the feature Fj is present. Being a probability, it is |z;| < 1. Let € be a variable
representing the maximum error (i.e., difference in absolute value between the estimated
equity and the true equity of a flop). We obtain the following ILP for minimizing the
maximum error, given a budget N on how many features can be used altogether:
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MAXERR(NV) := mine (1)

S.t.
—ngxjgyj ijl,,n (2)

Zyj <N (3)

€i—6§Zb§Z‘j§€i+€ Vi=1,...,m (4)
j=1
EZO,l’JER,yJE{O,l} ijl,,n (5)

The objective function (1) calls for minimizing the error e. Constraints (2) are “acti-
vation” constraints: when a variable y; is 1, the weight x; of the corresponding feature
can be non-null. When y; = 0 the weight z; must be null. Constraint (3) says that we
can use at most N features. Constraints (4) force that, for each flop f?, the estimated
equity differs from the true equity (in excess or in defect) by at most e. The model has
2(n +m) + 1 constraints and 2n + 1 variables, n of which are integer.

From the above model, it is easy to derive a model in which we minimize the number
of features sufficient to stay within a certain maximum error. We simply need to use the
objective FEAT MAXERR(E) := min i1 ¥; under constraints (2) and (4) in which the
variable € has been replaced by the constant F.

We now turn to the model for minimizing the average error. In this model we have
real variables €', for i = 1,...,m, that represent the error in estimating the equity of
each specific flop f*. The model calls for the minimization of AVGERR(NV) := L3 ¢
under constraints (2), (3) and

ei—eiSZb;ijei—kei Vi=1,...,m (6)

Jj=1

with variables ¢; € RT, z; € R and y; € {0,1}. The model has 2(n + m) + 1 constraints
and m+2n variables, n of which are integer. Again, we can obtain from the above a model
for minimizing the number of features sufficient to stay within a certain average error.

We simply need to use the objective FEAT_AVGERR(F) := min Z?Zl y; under constraints
(2), (6) and with the constraint

m

S as<h (7)

=1

4 Computational results and conclusions

For human players, computing the equity of a hand vs a range on the flop is more of an art
than a science, requiring mathematical, analytical, and also psychological skills. Being
able to estimate the equity with high accuracy is what separates skilled professional
players from the rest. Yet, the estimates can never be too accurate due to the high
number of factors in play. In this paper we have shown how ILP can be used to select
relevant features of the flop and weights to assign to such features so that one can
approximate the equity of a hand versus a range by a weighted sum with few addends.
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Ranges

hand | N RUS RS RML ATC
avg (max) | avg (max) | avg (max) | avg (max)
20 | 1.4% (9.4%) | 1.7% (10.3%) | 1.7% (7.2%) | 0.9% (3.9%)
JJ 10 | 1.8% (11.5%) | 2.3% (13.5%) | 2.0% (10%) | 1.7% (5.5%)
5 | 2.5% (18%) | 3.2% (20.5%) | 3.3% (15.5%) | 2.5% (8.5%)
20 | 1.8% (12%) | 1.8% (9.5%) | 2.5% (11.7%) | 1.4% (12%)
AKs | 10 | 2.5% (13.8%) | 2.5% (12.3%) | 3.1% (12.8%) | 2.0% (12%)
5 | 4.8% (26%) | 4.3% (22.5%) | 4.5% (19.5%) | 3.2% (17.5%)

Table 1: Results for JJ and AKs vs all ranges for average and maximum error.

This is the first time that Mathematical Programming techniques have been applied to
the game of poker for estimating the strength of a hand. For space and time limitations,
we have only considered two hands (namely, JJ representative of strong pairs, and AKs,
representative of strong suited non-pairs). It is clear that our techniques can be applied
to any hand versus any range, and in the full version of this paper we will take in
consideration a larger number of starting hands.

In Table 1 we list our results. For a maximum number of features N = 5, 10,20
we have selected the best N features in order to optimize the average error and the
maximum error. The minimization of the maximum error shows that there exist some
flops that are very difficult to estimate with only few features. For instance, the error for
JJ with 10 features is around 10% which is not too good. However, the method shows its
strength when we consider the average error over all the 19600 flops. The average error
is much more important, since although there may be a few flops for which the estimate
can be quite off, on the vast majority of the flops the estimate is very accurate.

It is very surprising, and unknown prior to this article, that by looking at only five
characteristics of a flop, it is possible, for instance, to estimate the equity of JJ vs any
range with an average error of just around 3%. It is important to remark that an error
of 3% is usually considered negligible. Poker is a very hard game of randomness and
incomplete information, and humans look for simple rules of strategy. For instance,
preflop, KQs vs 99 have equity of 46.5% and 53.5% respectively, but this matchup is
considered a coin-flip (50-50). Similarly, books report that, if we have a 4/5 draw (flush
or straight) on the flop, the probability of completing the draw is 1 in 3 while actually
it is about 35% for the flush, and about 31% for the straight.
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Abstract: Demand forecasting is used frequently in the wdsktause of expedient source
management and because the need for planning @srid@g more important. Different methods of
forecasting can be used, although exponential dnma@pimethods are most often used in practice
because a lot of different products are forecastadl at the same time they are simple, fast and
inexpensive. But Holt-Winters (HW) methods are acturate enough for demand data showing too
high a variation, often a property of real datathis paper we propose an improved HW method and
through results we demonstrate that a reductidargcast error (MSE) can be reached.

Keywords: Demand forecasting, Holt-Winters method, Optirticza
1 INTRODUCTION

Exponential smoothing is used substantially thraughthe world, because the method is
simple, fast and inexpensive. It is particularlytaiole for production planning and stock
control, wherein forecasts are made with a largenber of variables (stock accuracy
forecasting is particularly important, because esioe forecasts lead to over-stocks and
insufficient forecasting lead to stocks shortags))

Exponential smoothing methods are a class of methlbdt produce forecasts with
simple formulae, taking into account trend and geakeffects of data. These procedures are
widely used as forecasting techniques in inventanagement and sales forecasting. Some
papers ([5], [10]) have stimulated renewed intefasthe technique, putting exponential
smoothing procedures on sound theoretical groundidentifying and examining the
underlying statistical models. Moreover, while erpotial smoothing methods give reliable
post-sample forecasts it would be worthwhile toedep procedures that would identify the
most appropriate method ([7], [8] and [9]).

The HW method estimates three smoothing parametassociated with level, trend
and seasonal factors. The seasonal variation casf béher an additive or multiplicative
form. The multiplicative version is used more widahd on average works better than the
additive ([1]; of course, if a data series contaiome values equal to zero, the multiplicative
HW method could not be used). A problem which d@fexdl exponential smoothing methods
is the selection of smoothing parameters and Iniidues, so that forecasts would fit better
into time series data ([3]). We estimate smootland initial parameters in HW methods by
minimising the mean square error (MSE). The miningigproblem is solved by using Solver
(Microsoft Excel 2007).

The aim of the article is to expose the problend@dand forecasting involving data
showing high variations. In this paper we presenimproved HW method and we show
that a reduction in forecast error (MSE) can bdeadd. From the results obtained for real
data we prove that the proposed method is moreieitithan the ordinary HW method.

The remainder of the paper is organized as follas.begin with the description of
the Holt-Winters forecasting procedure and we preaa improved Holt-Winters procedure
(see Section 2). In Section 3, we present the ldlons and results which allow us to
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compare different forecasting methods. FinallySiection 4, after the conclusions of our
paper some further research steps are suggested.

2 THE HW PROCEDURE AND IMPROVED HW PROCEDURE

The Holt-Winters method of exponential smoothingoives trend and seasonality and is
based on three smoothing equations: equation ¥@&l,lequation for trend and equation for
seasonality. The decision as to which method todegends on time series characteristics:
the additive method is used when the seasonal coempds constant, the multiplicative
method is used when the size of the seasonal coenpas proportional to the trend level
([2]). In other words: if a time series is presehts a chart, in case of additive seasonality a
series exhibits constant seasonal fluctuationsrdéggs of the variable level,; in case of
multiplicative seasonality the size of seasonatttlations alters in dependence of total
average of variabld,;.

2.1  Holt-Winters’ additive procedure

The basic equations for the Holt-Winters additivetinod are:
Equation for level:
Ly = a(Yi=Si—s) + (1 — a)(Le—q + be—q) (1)
Equation for trend:

by = B(L¢ — Le—1) + (1 — B)be—4 2)
Equation for seasonality (seasonal index):
St =y(Ye—L) + (1 —y)Se—s ()
Forecast fom period equals:
Foym =L +bym + Sp_som (4)

where ard.; — estimation of variable in timg Y, — observed valuds; — trend estimation of
time series in time, S; — estimation of seasonality in timex, £, y — smoothing parameters
in the interval [0, 1] m — number of forecasted periods- duration of seasonality (for
example, number of months or quarters in a year).

For initialization of the additive method initiables of variabld.;, trend estimation
b, and seasonality estimatiaf) are needed. To determine initial estimates we a¢deast
one whole data season (that ssjata). Initialization of variabld.; is calculated with the
formula:

Ly == (Y + Y 4+ Y,) (5)
For trend initialization it is more suitable if wse two whole seasons (that isdata):
b — - (Y5+1_Y1 + Ys42-Y2 + .4+ Yo4s— Ys) (6)

Seasonal indices are calculated as dlfferenceseleetmbserved value and variable
estimationLg:
S;=Y,—-Lg, S, =Y, —Lg, ..., S = Yy — L 7)
The biggest advantages of the method are low ctads,calculation and simplicity.
Furthermore, the method is proved to be (regardosds and calculation itself) comparable
with more complex methods (for example Box-Jenkims)some cases the results gained
with the Holt-Winters were even better than morsptex methods ([6]).
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2.2 Improved Holt-Winters' procedure

The only difference between the additive HW and iin@roved HW method is in the
eqguation for the calculation of level (1); all otreguations — for seasonalitg)( trend 6),
forecast Fw+m) and method initialization — remain the same ab Wie additive method (2 —
7). The improved HW method for level is given wikie equation:

Le = aYy=S s+ (1 —a)(Le—q + be_q) (8)
With the improved HW method, unlike the additive HWwéthod, the smoothing parameter is
only attributed the observed valtig and not seasonali§y_.

The improved HW method also belongs among expaalesthoothing techniques,
which assigns exponentially decreasing weighthaobservation get older. In other words,
recent observations are given relatively more weigh forecasting than the older
observations. With this method smoothing paramedtss adopt values for interval [0, 1].
The higher value of the smoothing parameter iddtver in smoothing.

3 FORECAST CALCULATIONS AND RESULTS

For research we used quarterly data of overniglylssbf domestic and foreign tourists in the
Republic of Slovenia between the years 2000 and9.20Ue acquired data from the

Statistical Office of the Republic of Slovenia (STAT Data Portal — Economy — Tourism).

We deal with 6 intermittent time series' for cho&ovenian communities or municipalities,

but in this chapter we will present only one inailetAt the end of the chapter results are
presented for all time series' and conclusionsated.

Table 1: Overnight stays of domestic guests (Lovrenc na Baho

t 1 2 3 4 5 6 7 8 9 1C 11 12 13 14 18
Y 0 7 2 4 0 36 2 0 0 0 6 2 0 0| 40
t 1€ 17 18 18 2C 21 22 23 24 28 2€ 27 28| 29| 30
Y4 2 0 17 20 0 0 3 12 0 0 2 1 1 0 4
t 31 32 33 34 38 3€ 37 38 3¢ 4C
Y. 6 0 0 4 3 12 0 2 7 0

||
1/2(3|4|5 6‘7‘8 9‘14111214141416171819202122232425262728293031323334353637383940

2000 2001 2002 2003

Figure 1: Overnight stays of domestic guests (Lovrenc nasoRaoj

The improved Holt-Winters method was also tested éaamples taken from
monography forecasting: methods and applicatio8§.([The improved HW method was
better than the additive HW method for all examples
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Table 1 and Figure 1 show the number of overniggyssof domestic guests in the
community of Lovrenc na Pohorju between the ye@302and 2009. It is obvious that this
time series represents intermittent data (data wétloes). From Figure 1 it is evident that
comprehensive (random) fluctuations are presetitardata.

We will present forecast calculations for LovrerecPohorju. Forecasts are calculated
by using the additive and improved HW method arel mbsults are compared with each
other. Regarding the Ferbar Tratar study [3] w® alglculate forecasts with the methods
where smoothing and initial parameters are estithbyeminimising the mean square error
(MSE).

In tables we use following notations = 4, E? = (F, — Y;)? andMSE = 3—162?25 E2.

We use the first year (first four quarters) fortiedization, which is afterwards used for
calculation of estimatds, b, and S;. The following nine years (periods from 5 to 40)
represent test series’, used for minimizatioM8E.

Table 2 and Table 3 show forecasted overnight stdyslomestic guests in the
community of Lovrenc na Pohorju between the yed802and 2009. In the first table
forecasts are calculated with the additive HW mettaHW), where we estimated (only)
smoothing parameters by minimising MSE. In the sdctable forecasts are calculated by
using the AHW-init method, where smoothing andi@hitparameters are estimated by
minimising MSE.

Table 2: Forecasts calculated with AHW method (Lovrenc nhd?ju).

Year T Y, L, | b S F, E?
2000 1 0 -3.25
2 7 3.75
3 2 -1.25
4 4 3.25 1.56 0.75
2001 5 0 4.74 1.49 -3.37 1.56 2.44
6 36 7.47 2.73 5.76 9.98 677.27
7 3 9.87 2.40 -1.79 8.95 48.31
8 0 11.65 1.78 -0.25 13.02 169.46
2009 37 0 0.79 1.02 -4.29 -4.00 16.04
38 2 1.69 0.90 2.47 4.47 6.11
39 7 2.72 1.03 2.00 4.39 6.83
40 0 3.61 0.90 -1.04 2.70 7.30
alpha =] 0.048
beta =| 1.000
gamma =] 0.081
MSE (5-40) 106.30
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Table 3: Forecasts calculated with AHW-init method (LovreracPohorju).

Year T Y, L | b S F E?
2000 1 0 -4.28
2 7 3.46
3 2 6.87
4 4 7.47 -0.19 -1.83
2001 5 0 7.28 -0.19 -4.28 3.00 9.00
6 36 7.09 -0.19 3.46 10.56 647.42
7 3 6.91 -0.19 6.87 13.78 138.72
8 0 6.72 -0.19 -1.83 4.89 23.90
2009 37 0 1.28 -0.19 -4.28 -3.00 9.00
38 2 1.09 -0.19 3.46 4.56 6.53
39 7 0.91 -0.19 6.87 7.78 0.60
40 0 0.72 -0.19 -1.83 -1.11 1.23
alpha =] 0.000
beta =] 1.000
gamma =] 0.000
MSE (5-40)4 64.99

The results obtained with the additive HW methaek(Fable 2 and 3) show that with
the additional optimisation of initial values MS&reduced by more than 38%.

In Table 4 forecasts are calculated with the imptbiHW method (IHW), where we
estimated smoothing parameters by minimising M8Eldble 5 forecasts are calculated by
using the IHW-init method, where smoothing and iahitparameters are estimated by
minimising MSE.

Table 4: Forecasts calculated with IHW method (Lovrenc nhd®ju).

Year t Y, L, | b S F, E?
2000 1 0 -3.25
2 7 3.75
3 2 -1.25
4 4 3.25 1.56 0.75
2001 5 0 7.57 2.62 -3.25 1.56 2.44
6 36 9.09 2.20 3.75 13.94 486.81]
7 3 11.58 2.31 -1.25 10.03 64.52
8 0 11.71 1.48 0.75 14.64 214.33
2009 37 0 2.40 1.41 -3.25 -0.44 0.20
38 2 -0.13 -0.10 3.75 6.56 20.75
39 7 1.77 0.66 -1.25 1.56 29.64
40 0 1.43 0.28 0.75 3.56 12.64
alpha =] 0.103
beta =] 0.383
gamma =] 0.000
MSE (5-40)9 109.93
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Table 5: Forecasts calculated with IHW-init method (LovreracPohorju).

Year T Y, L | b S F E?
2000 1 0 -3.68
2 7 0.89
3 2 4.35
4 4 6.48 -1.42 -1.60
2001 5 0 8.74 2.26 -3.68 1.37 1.88
6 36 10.11 1.37 0.89 11.89 581.35
7 3 7.13 -2.98 4.35 15.82 191.04
8 0 5.76 -1.37 -1.60 2.55 6.49
2009 37 0 8.77 2.65 -3.68 -1.24 1.53
38 2 10.53 1.76 0.89 3.34 1.79
39 7 7.94 -2.59 4.35 6.79 0.04
40 0 6.95 -0.99 -1.60 0.84 0.71
alpha =] 0.000
beta =] 1.000
gamma =] 0.000
MSE (5-40)9 57.37

The results obtained with the improved HW methaak (§able 4 and 5) show that with
the additional optimisation of initial values, M3&reduced by more than 47%. So, if we
use the improved HW method with initial optimizatimmstead of the additive HW method,
MSE can be reduced by more than 46% (see also Bable

Table 6: Review of results for different community.

Improvement (in %)
Community MSE IHW/AHW AHW-init/ IHW-init/ IHW-|r.1|'F/ IHW-init/
AHW IHW AHW-init AHW
Komenda-AHW 5,699.55
Komenda-AHW-init 3,605.81 36.74%
Komenda-IHW 6,255.00 -8.88%
Komenda-IHW-init 3,455.36 44.76% 4.17% 39.37%
Komenda-TUJ-AHW 42,076.54
Komenda-TUJ-AHW-init 41,395.41 1.62%
Komenda-TUJ-IHW 42,138.34 -0.15%
Komenda-TUJ-IHW-init 40,730.58 3.34% 1.61% 3.20%
Logatec-TUJ-AHW 1,020.874.68
Logatec-TUJ-AHW-init 987,429.14 3.28%
Logatec-TUJ-IHW 943,746.05 7.56%
Logatec-TUJ-IHW-init 823,322.34 12.76% 16.62% 19.35%
Lovrenc na Pohorju-AHW 106.30
Lovrenc na Pohorju-AHW-init 64.99 38.86%
Lovrenc na Pohorju-IHW 109.93 -3.30%
Lovrenc na Pohorju-IHW-init 57.37 47.82% 11.73% 46.04%
Miren-Kostanievica-AHW 11,731.89
Miren-Kostanjevica-AHW-init 10,200.77 13.05%
Miren-Kostanjevica-IHW 11,158.74 4.89%
Miren-Kostanjevica-IHW-init 9,335.60 16.34% 8.48% 20.43%
Miren-Kostanjevica-TUJ-AHW 14,913.19
Miren-Kostanjevica-TUJ-AHW-init 10,952.78 26.56%
Miren-Kostanjevica-TUJ-IHW 13,645.80 8.50%
Miren-Kostanjevica-TUJ-IHW-init 10,605.29 22.28% 3.17% 28.89%
Average 26.21%
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From the results for Lovrenc na Pohorju (see T&leve can see also that although
the AHW method is better than the IHW method by0263 the IHW-init is better than the
AHW-init by 11.73%.

Table 6 shows the percentage of improvement of M&Hgulated by using the
improved HW (init) method compared to the additi¥é/ (init) method. We denote foreign
guests with TUJ. It is obvious that if we treat ftingial values for the level, trend and
seasonal components as well as the three smootungtants as decision variables, a
considerable reduction in the MSE can be reachled.ré@sults show that on average with the
additional optimisation of initial values the MS& reduced on average by more than 24%
for the improved HW method (and on average by ntbem 20% for the additive HW
method). Finally, if we use the improved HW metlvath initial optimization instead of the
additive HW method, MSE can be reduced on averggadye than 26%.

4 CONCLUSION AND FURTHER RESEARCH

Demand forecasting is used throughout the worldemmfiten because of proper source
management and the rising need to plan. Which mlethayoing to be used depends on
multiple factors: demanded comprehension of forscdsrther use of forecasts, and, of
course, available data and price. One of the masintonly used forecasting techniques is
exponential smoothing, which is relatively inexpegas fast and simple and does not
demand special software. There has been lot aitepiid to the Holt-Winters forecasting
procedure in recent years. Researchers discoverweys to improve the method itself,
especially in dealing with more seasonal cyclesfanetasting intervals.

The aim of this paper is to expose the problemhef forecasting of intermittent
demand when data shows high variations. We propasanproved HW method and we
show that a reduction in forecast error (MSE) carabhieved. From the results obtained for
real data we prove that the proposed method is ef@eent than the ordinary HW method,
on average by more than 26%.

Because it is obvious from the given case thatnigroved HW method yields good
results for data with significant fluctuations ibuld make sense to examine new methods
for time series with multiplicative seasonal fluations and/or multiplicative trend. Because
this exceeds the nature of this paper, this woaldroong our goals in the future.
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Abstract: The paper contains a description of a new appr@zadted the SF+AS method) that can be

applied in the decision making under uncertaintgmpure optimal strategies are sought-after. This
procedure takes into consideration the level ofisige maker’s risk aversion and consists of two

stages: the true scenario’s forecasting (on thes lmisthe DM'’s preferences) and the appropriate
alternative’s selection by taking into account gagoffs of the true scenario appointed or the most
probable scenarios.

Keywords: decision making under uncertainty, optimal put@tegy, true scenario’s forecasting,
decision maker’s risk aversion, coefficients ofgiessm and optimism

1 INTRODUCTION

The uncertainty is a consequence of the fact tretare not able to anticipate the future
effectively. One may just forecast various phenamand events, but in many cases it is
extremely difficult to estimate the exact valuepafticular parameters (temperature, demand
for a product, product prices etc.). When manyrifactors are not deterministic at the time
of the decision, the decision maker has to chobseappropriate alternative (decision,
strategy) on the basis of some scenarios (statemtoire) predicted by experts, him- or
herself. Let us add that the probability of thesensrios may be known (decision making
under risk — DMUR) or not (decision making undecentainty — DMUU), [4], [9], [19].
These two categories (risk and uncertainty) wermédly integrated in economic theory by
J. von Neumann and O. Morgenstern [16]. In thistdoation we will focus on the second
case which seems to be more frequent in realisticstbn problems. The result of the choice
made by the decision maker under uncertainty dependwo factors: which decision will
be selected and which scenario will occur in theri The consequence of any alternative
is determined not just by the alternative itself &iso by an external factor which is beyond
the control of the decision maker. The DMUU maypbesented with the aid of a profits’ or
payoffs’ matrix (Tab. 1) wheren is the number of mutually exclusive scenarios (Ist
denote them b, S, ..., Sy), n signifies the number of decisiond4( Dy, ..., D,) anda; is

the profit connected with the scenaficand the alternativ®;. The goal of the DM consists
in selecting this decision which maximizes the frof

Table 1 Payoffs’ matrix / decision table (general case)

Scenarios and Decisions D D; D,
S a ay;j dqn
S i 8; ain
Sn 8m1 8mi Bmr

Notice that sometimes the distribution of payoffsiwected with particular alternatives
is not discrete and then the profits for each deci®; belong to an interva, mj, [7],
[12]. In this contribution we will consider the s@gios’ approach for DMUU which is
characterized by a lower degree of uncertainty tthen interval approach because only
several values from this range are probable.
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In the uncertainty case the decision maker maychean optimal pure strategy or an
optimal mixed strategy. A pure strategy, in conicadn to a mixed strategy, is a solution
assuming that the decision maker chooses and ctehplexecutes one and only one
alternative. Meanwhile the mixed strategy allows decision maker to select and perform a
weighted combination of several accessible alterest The whole paper will focus on
optimal pure strategy’s searching.

We will also assume that each alternative is ctliaraed by one criterion’s value or
by one synthetic aggregated value denoting theatlvexalization of all significant criteria.

The literature offers many procedures applied inUM such as the Wald’s criterion
[21], [22], the maximax criterion described for exale in [17], the Hurwicz’s criterion [10],
[11], the Savage’s criterion [20], the Bayes’ (Lag#’s) criterion (see e.g. [19]), which for
convenience, may be called “the classical decisidas” (CD rules), and many diverse
extensions or hybrids of these methods (see €. g[A} [3], [6], [7], [8], [14], [15], [18]),
which may be named “the extended decisions rulEB’rfules).

In all of them a measure precisely defined is camguor each alternative, which
allows the decision-maker to choose in the lagh e decision with the most preferable
value of the applied index.

In the majority of existing methods the alternatiseselected on the basis of the level
of risk aversion declared by the decision maker.eWine or she is adventurous, it is
recommended to look at the highest payoffs assigaeglch decision and to choose the
alternative according to the maximax rule. When v represents a risk-averse behavior,
it is suggested to compare the lowest profits lfertighest regrets) and to follow the Wald’s
rule (or the Savage’s rule). Finally, when we de@h a moderate DM, the Hurwicz’'s
approach is applied since it enables to assignefficent of pessimismd) to the worst
value and a coefficient of optimisng<1-a) to the best value connected with particular
strategies in order to obtain a weighted averagedch alternative. It is worth emphasizing
that usually the highest and the lowest profitstleé decisions considered come from
different states of nature. That means that a gssmmario may be very optimistic from the
point of view of one decision and simultaneouslyrexely bad with respect to an other
alternative (see Tab. 2, scenar®sandSs). Hence, according to the nature of the existing
methods the scenarios are very seldom consideredadly pessimistic or totally optimistic.

Table 2.Payoffs’ matrix / decision table (example)

Scenarios and Decisions D D, D5
S 5 4 3 (min)
S 10 (max) 1 (min) 7 (max)
S 0 (min) 8 (max) 5

Let us think over the following new question —tipaossible to forecast the true state of
nature on the basis of the decision maker’'s riskksion and to select the appropriate
alternative taking into account not the whole p#&/ahatrix (i.e. the whole set of possible
scenarios) but only the scenario (or scenarios)inggthe DM’s preferences?

The remainder of the paper is organized as folldwsSection 2 the author suggests
and describes with the aid of a case study a netlhadesnabling to forecast the true state of
nature depending on the decision maker’s attitosdatds risk and to select in the second
step the appropriate alternative. In this sectimReader will also find a formal presentation
of the procedure. Conclusions are gathered in Qeéti
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2 The SF+AS method — description and illustration

The method presented below (called the SF+AS metlkodnario’'s forecasting and
alternative’s selectionappeals to a totally different concept than otheicedures do. This
time a given scenario will be treated as extrenqdgsimistic, moderately pessimistic,
moderate, moderately optimistic or radically opstiu independently on the alternative.
Hence, the heart of the problem consists in apglyansuitable tool enabling to
determine correctly the status of each state afireafThis is the first step of the SF+AS
method. Possible approaches may by diverse — hergilhwse the concept of dominance.
Let us analyze the following example. Table 1 pnesa payoffs’ matrix. Profits are
given in million Euros and concern a period of gi@ar. There are four decision makers
(DM1, DM2, DM3, DM4). They dispose of four possildategies (projects P1, P2, P3, P4)
and they are aware of the fact that one out of $bates of nature (S1, S2, S3, S4) will occur
in the future, but they have no information abdt likelihoods of particular scenarios. Each
decision maker has a different attitude towardg.riEhe first one is a pessimist, his
coefficient of optimism equalg, = 0.1, the second one is a moderate pessinfist<0.4),

the third one is a moderate optimisB,(=  Q6&nd the last one is a radical optimist

(B, = 095). Thus, each decision maker has a totally unligmion about the true state of

nature, i.e. the scenario that will really happBiotice that according to the concept of
Pareto optimality [5] not a scenario enumeratedable 3 is dominated by other scenarios
(see Tab. 4-6). All of them are Pareto optimal,aobse each column of the Table 6
(representing the multicriteria comparison, i.e pmoduct of all orders) contains only zeros.

Table 3 Payoffs's matrix — Example.

Scenarios Alternatives
P1 P2 P3 P4
S1 1 2 7 7
S2 5 4 1 6
S3 6 6 8 5
S4 10 3 9 5

Table 4 The ordeQ, (according to P1) an@, (according to P2).

The order Q The order Q
Scenarios Scenarios Scenarios Scenarios
S1 | S2| S3] S4 S1| S2| S3| S4
S1 0 0 0 0 S1 0 0 0 0
S2 1 0 0 0 S2 1 0 0 1
S3 1 1 0 0 S3 1 1 0 1
S4 1 1 1 0 S4 1 0 0 0
(S is better tharg,, if according to the S is better tharg,, if according to the
alternativePy, a; > ay. alternativeP,, a;, > ay,.
DS,%D S$st‘:’a1'1>ak1) us. S0 S$QS<Qa12>ak2)

But even if all scenarios are Pareto optimal, care @bserve that the states S1 and S2
usually offer worse results than states S3 and &4THerefore, we detect a possibility to
work out a ranking of the states considered. Thaaléy, there are many procedures
allowing to generate this ranking. One may usectiterion of the sum of payoffs for each
scenario, or the criterion of the sum of regreée (e Savage’s rule), or the criterion of the
sum of utility functions [13]. Here we will applyné¢ sum of “dominance cases” within each
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alternative (Tab. 7). The scenario S1 is 4 timdgeb¢han other events (for P3: $82, for
P4. S1-S2, S S3 and S S4). S2 is five times better than other scenarfos P1:
S2-S1, for P2: S2S1, S2-S4, for P4: S2S3, S2-S4), S3 — seven times (for P1:
S3>-S1, S3-S2, for P2: S8 S1, S3-S2, S3- 54, for P3: S3 S1, S3-S2) and S4 — seven
times as well (for P1: S4S1, S4-S2, S4-S3, for P2: S4 S1, for P3: S4 S1, S4-S2,
S4-S3).

Table 5 The ordeQ; (according to P3) an@, (according to P4).

The order Q The order Q
Scenarios Scenarios Scenarios Scenarios
S1 S2| S3| S4 S1| S2| S3| S4

S1 0 1 0 0 S1 0 1 1 1

S2 0 0 0 0 S2 0 0 1 1

S3 1 1 0 0 S3 0 0 0 0

S4 1 1 1 0 S4 0 0 0 0
(S is better thaig,, if according to the S is better tharg,, if according to the

alternativePs, a3 > aya. alternativeP,, a4 > a.
DS!&D S$Q;S<«:’a,~3>ak3) DS,S(D S$Q4$<‘:’a14>ak4)

Table 6 Multicriteria comparisoM[Qq, Q,, Qs, Q4], i.e. the product of all orders

) Scenarios
Scenarios S1 S92 S3 S4
S1 0 0 0 0
S2 0 0 0 0
S3 0 0 0 0
S4 0 0 0 0

(S dominatess,, if for all decisionP;, § is better tharg)

Table 7 Payoffs’ matrix and sum of “dominance cases” -afaple.

Scenarios Alternatives Sum of “dominance Interval for g
P1| P2| P3| P4 cases”(d)
S1 1 2 7 7 4 [0.0, 0.25]
S2 5| 4 1 6 5 10.25, 0.50]
S3 6 6 8 5 7 10.75,1.0]
S4 10| 3 9 5 7 10.75,1.0]

Now, having a ranking of states of nature (I pla&g8:and S4, Il place: S2, Il place:
S1), one may attempt to assign a suitable intexfizahlues of the coefficient of optimism to
each scenario. Obviously, higher the sum of “domaeacases” for a given scenario is, more
optimistic this scenario should be. The width & tange \{) of each state of nature may be
for instance defined in the following way:

W = max{l - } (1)

m, dmelx - dmin +1

wherem is the number of scenariodyax anddmin are the highest and the lowest number of
“‘dominance cases” respectively. Such an approdotvsito fit the width of the intervals to
the overall number of scenarios and to the diffeeehetween the highest and the lowest
number of “dominance cases”. The extreme vallesr(dt) of a given interval, i.e. its
endpoints, may be computed according to the Equa(i®)—(4):
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b :max{b|{(b|w)D[bs%}ﬂ(bD[O;l—W])}} 2

max

t = min{t |{(t W) D[t 2%} D(tDlel)H 3)

t=h+w (4)

whered; is the number of “dominance cases” within the sgena
Additionally, let us assume that, apart from theeiwmal(s) for the lowest number of
“dominance cases”, the intervals are left-open. €areobserve two facts on the basis of the
ranges set in Table 7:

- more than one state of nature may contain the saterval (see S3 and S4),

- the intervals do not have to cover the whole ran@epossible values for the

parametep (values bigger than 0.5 and not exceeding 0.75ad@ccur).

According to the risk aversion declared by the sieai makers, the state S1 may be the
true state in DM1’s opinion and S2 my be selectgdM?2 as the true scenario. There are
two states (S3 and S4) which correspond to the BM&vel of optimism and there is no
scenario which can be directly assigned to the DBMPBreferences. Therefore, it is
recommended, in the DM4’s case, to use for eaclsidecan arithmetic average of the
payoffs related to both states S3 and S4 (see Bguat On the other hand for the DM3 it is
suggested to calculate a weighted average of tkarést” scenarios, i.e. S3, S4 and S2
following the Equation (6):

'A\Jarklt =— z au (5)

k i=1

A\j/ing(e,f) - IBk B e mj b ﬂk
' b, —t b, -

&, (6)

wherepy is the number of scenarios suitable for the degisnakerk, parametere and f
denote the scenarios which valuespadre a little bit lower and a little bit higher thaéhe
parametey. Parameters. and by signify the right endpoint of the intervaland the left
endpoint of the interval respectively. Finallyaej and a; constitute the payoffs connected
with the decision and the scenariasandf. Notice that if there are more than one stabef
(because of the occurrence of the same intervad)) instead obej or a; an arithmetic
average of suitable payoffs is taken into constitamgsee Equation 5).
Now, we can perform the second step of the SF+A$hodewhich consists in
selecting the appropriate alternative:
a) The DM1 makes his choice on the basis of the paybiht can occur if the scenario S1
takes place: 1, 2, 7, 7. Hence he or she shouddtsitle project P3 or P4.
b) The DM2 ought to make the decision assuming thatpdwyoffs related to the state S2
will occur (5, 4, 1 or 6). Thus, he or she sholldase the project P4.
c) The DM4 disposes of four arithmetic averages cateal by means of the Equation (5)
and the data coming from the scenarios S3 and S4:
o :%(6+10):8 an :%(6+3): 45 AT :%(8+9): 85 AN :%(5+5):5
The results indicate that DM4 ought to be intergtethe project P3.
d) The DM3 has to analyze the figures obtained afsemgithe Equation (6) and the data
concerning the scenarios S2, S3 and S4:
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Hence, it will be recommended to select the prdpct

Notice that if the original Hurwicz’s rule was uskx the levels ofs aforementioned,
the following projects would be suggested: P4 fod1Dand DM2, P1 for DM3 and DMA4.

After the illustration of the SF+AS method let usimerate the steps of this procedure
in the general case:

1) Calculate the sum of the “dominance cases” for eaelnario (Equations 7 and 8).

d; =m- ma>{ p(a; )}

d =>d,
=1

(8)

i=1..mj=1...,n (7)

whered; denote the number of payoffs related to the alter@a which are worse
than the payof;. The symbom still signifies the number of scenarios ;) is
the position of the payot; in the non-increasing sequence of all profits coret
with the decisiorj (wheng; has the same value than other payoffs concerning a
given alternative, then it is recommended to chabsefarthest position of this
payoff in the sequence — see Equationd/)s the total number of “dominance
cases” related to the state
2) Assign an interval for the coefficient of optimigmeach scenario (Equations 1-4).
3) Find the set of values on the basis of which the WiMmake the final choice:
a) If the parametef belongs to the interval assigned to exactly om@aado, then
this set contains all payoffs connected with thesesof nature.
b) If g belongs to the interval assigned to more thansoeeario, generate the set
using the Equation 5 for each alternative.
c) If p does not belong to any interval assigned to se@s)arompute the set using
the Equation 6 for each alternative.
4) Choose the alternative which has the highest valtiee set found in the step 3.

3 Conclusions

The new approach presented in the paper and ¢hke8F+AS method can be applied in the
decision making under uncertainty when pure optialgédrnatives are sought-after. The
procedure is designed for decision makers who ate # declare their coefficient of

optimism (pessimism). In contradiction to existidgcision rules this method contains an
additional stage that precedes the searching ofofftenal alternative and consists in
forecasting the true state of nature on the bddiseoDM'’s risk aversion. Such an approach
signifies that the decision maker makes his ordmeice by taking into consideration only
the payoffs of the forecasted true scenario orriwst probable (in his or her opinion)

scenarios appointed in the first stage, and notwthele payoffs’ matrix. Hence, in this

procedure the status (pessimistic, moderate omagitc) of a given state of nature does not
vary depending on the alternative, but is fixeddibidecisions.
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HOW TO USE LINEAR PROGRAMMING FOR INFORMATION
SYSTEM PERFORMANCESOPTIMIZATION

Marko Hell
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Abstract: The Balanced Scorecard (BSC) is a popular conmepgberformance measurement. The
Linear programming (LP) is a mathematical technifpweoptimization of linear objective functions.
The question is: "How to use LP for information teys (IS) performances optimization (PO)?"
Answer to this question is contained in this pafdére first step is a formalization of the IS and
business performances relationship structure. Tituetare is designed in accordance withthe BSC
concept. That will provide the application of LR 18 performances optimization.

Key words: linear optimization, information systems, perform@amanagement, balanced scorecard

1 INTRODUCTION

Strategic performance management is a relativebngdield of managerial science. It deals with
problems of effective strategy implementation amdidation of its contribution to organization’s
success [4]. Dynamic environment of organisatioangfes in the process of implementation of the
planned activities. Therefore, the ability to caotusly adjust the strategic plan with the new
conditions represents the prerequisite for the emsgfal accomplishment of strategic objectives.
Implementation of the strategic plan is usuallydabsn the accomplishment of the planned activities.
Each activity contributes to the accomplishmenaafertain strategic objective of the organisation.
Accomplishment of strategic objectives is measumggerformances. By carrying out the activities,
the organisation should, within a period of timefuure, accomplish the transformation from the
current value of performance (As is) to the futuatdue of performance (To be). IT architecture is
often assumed to follow the business strategy,ligm 4T with the business’s strategic objectives
[10]. In this context managers also need to estrmapact of new information technology (IT).

Balanced Scorecard methodology (BSC) is a popwacept of the balanced view of the
organisation's performance [9]. It was originaligvdloped by Kaplan and Norton and it aimed at
enabling organisations to define their developnstrategies as well as to observe the success of the
strategies' implementation [10]. Development of B8C is based on the empirical experience of the
large number of organisations in order to avoicdvsintages of measuring effectiveness only by
financial indicators. Its implementation enables fitocess of strategic management not only to plan
and organise but also to control the level of aquighment of strategic objectives. In Strategic
planning of information system methodology [1,2]38SC is suggested as a very powerful tool for
measuring impact of new information technology arsibess performances [4]. The basic idea is
included in the BSC concept for information sys{&m The paper provides guidelines for measuring
the IS impact on the achievement of organizatibn'siness goals.

The proposed "BSC for IS" concept is similar to ¢kessical BSC concept. The basic ideas for
reshaping the BSC perspectives stem from the fahg\8]:

» The IS project works in favour of not just indivadiclients, but also of both the end user and
the organization as a whole;

» The IS department should be perceived as inteatia¢r than external service provider.
Accordingly, the perspectives for measuring thedégormances are the following:

» customer (end user) orientation ;

e Dbusiness values;

* internal processes;
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« readiness for the future.

The primary strategic objectives of the IS are didvd into two types: objectives related to
efficiency and objectives related to effectiveneélise efficiency-oriented objectives pertain to the
processes. It is therefore necessary to consiéen through the perspective of internal processes.
The effectiveness-oriented objectives pertain ® wkers and therefore are analysed through the
perspective of orientation towards the users aadodrspective of business values. Recognizing the
need for innovations and learning, the perspectitereadiness for the future encompasses
technologies and business opportunities, and cigdke that will ensure stability of growth and
development.

In this context, the paper we will show the origipaocedure used to enhance the BSC
methodology in planning the optimal targets of I&fprmances value in order to maximise the
organization's effectiveness.

2 FORMULATION OF ISPERFORMANCESRELATIONSHIP STRUCTURE

According to the defined mission, it is necessargléfine the future course of development of the
organisation, i.e. the vision of organization. Thwsuld mean that organisatio’s vision sets the
general guidelines which are to be followed in ortd® accomplish a higher quality mission.
Implementation of the vision is formalized throudgvelopment strategies of the organisation.

A badly formalised vision in the form of announcentsemay be transformed into descriptively
and quantitatively determined set objecti{8©). For every SO it is necessary to determiratesy
and activities the results of which are measurdehas of accomplished of derived objectives (BO)
This procedure requires forming judgments andesgras [7]. Activities are derived from the strategy
and can be seen as the expansion of a descrigiiv@ipthe DO. Numerical semantic elements of
every objective in the context of this paper arsevbed as performance, i.e. measure of objective.

In this way, cause-consequence structure of impatween performances depends on the
cause-consequence structure of the strategic olgectNamely, it is to be expected that there are
influences among certain activities in the realtamys It means that undertaking one of IS
development activities can influence the effedthef another business activity. Since every actigity
undertaken with a precisely set objective, it carcbncluded that the structure of all objectivethes
same as the structure of all activities. A chaimtérconnected objectives in the context of tlspgy
are called the causes-consequences chain (CCQdRasprevious, it means that it is possible to
establish a direct relationships among IS andtb#mbusiness performances of an organization.

Possibility of processing a large number of reladhips between performances demands using
the table [7]. In this way, every row expressesphgormance which makes a direct influence on
performances in the column. Hence, every colummresges the performance on which a direct
influence is made by performance in row. Dependinghe existence of direct relationship among
performaces, the elements in the table gain theegal or 0. If there is a direct influence, thaueal
is entered. If not, the value 0 is entered. Evelyin the table is supposed to be filled in thigyw

According to the previous explanation, the set cijes | is determined and the derived
objectivesk is derived. The final set of performances can tesgnted by the following expression

(1)
C={C.Cs...C}, n=ke+ 1)

A direct influence among performances may be ptesem the strict form of the square
matrix (2).

! Set strategic goals are derived from the visioicivis why they are named set strategic goals.

2 The name derived strategic goal results from dlee that they are derived from the set strategad. doetailed
description of the method is available in [7]

® This results from the fact that every activityuisdertaken with the particular goal (1:1). Unliketivities,
more strategies can be accomplished through onata¢m:1).
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The order of the square matrix SEP (Structure eéfpnise Performances) represents a total
number of the performances including IS performanéecording to the previous explanation
elements of the SEP matrix axgl{0,1}. Index of SEP elements indicates index offpenances of
observed direct relationship. In this way, formadngquisites for optimization performances value
are met.

3 LIMITATION OF PERFORMANCESVALUE INCREASES

The classic BSC concept, in the phase of plannimg dffects, includes the implementation of
determined activities. However, in the real systenplementing the activities can depend on various
limitations. That is why it is necessary to adjastexpected level of accomplishment of objectives t
the potential limitations. The concept of the gigit management shown in the paper emphasises
two types of limitations.

The classic type of limitation to accomplish thepecsted level of accomplishment of
objectives is availability of resources for implentiag activities by which these objectives can be
achieved. But allocation of resource depends arctstre of performances relationships. Based on
the previous formalization, this suggests that wedto impose restrictions caused by the structure
of performances relationships. It is a consequeasfcenfluences that occur between objectives.
Achievement of the lower positioned IS objectivesai prerequisite for accomplishingthe effect of
activities which are carried out as a purpose eif tsuperior business objectives (figuré 1)

kos kuc)s ki

oficIRo ©

Figure 1: An example of a cause-effect performances relatipns
(SOs are marked with dark colour; n=12; i=6)

Coefficients of influence between performancesofgiectives) have been derived and defined
by the expressions (3).

L if i%¢o
i=1
K, ={ 25 | ©

0o if D¢ =0

* It means: if we want positive change of accomplisht of objective 3, firstly we need to have positi
change of accomplishment of objectives 9, 10, 1dndé7.
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Let the n number of all performances arnidnumber of performances which are at the
beginning of CCCs. This means that thereis of calculated performances. This results in the
existence oh-i limitations, which can be defined by the systenmefjuality (4).

0 + kylnGC, + - k,InCp i+ - + k,[MC, 21MC,

0 o KpeCoy+ o+ Kk, [N C 210G, (4)

0+ o+ k,M,C, =10n.C, .

Coefficientsk; for i#Z] have been calculated from equation (3). The systeinequalities (4)
includes n—i inequalities in which each inequality indicateseolimitation to the calculated
performance.

Defining objectives and their performances andrddténg “As is" and "To be" values sets
the range of change of a performance. The definade of performance enables the calculation of
the relative change of performance. The relativangle of performance of the objecti@eduring the
observed period of the strategic cycles is caledlaccording to the expression (5)

mC, —mC; (0)
mC;(T)-mc;(0)’

mC, = i=1,..n (5)

where:n stands for the number of the determined objecting§; stands for the relative value of
performances of the objectiv@, mC;i(0) is an initial value of the performance of thgeztive C;,
mC; is a current value of the performance of the dbjecC; at the end of the observed period and
| mCi(T) is the expected value of the performance of tijeativeC; at the end of the strategic cysle
with the timeT. The relative change calculated in this way caruoi the segment [0,1].
Calculation done by using the relative value in ¢fien concept imposes a prerequisite of
inequality and maximum value of a performance fbsteategic objectives i.e.

0<mgG <1, Oi=1,...,n. (6)

In this way all the limitations have been includedich enables the final determining of the
optimal strategy (using an elaborated procedure).

The nature of each IS development activity indisaeecific resources for its implementation.
By determining the accompanied IS DOs, the measamdshe range of changes are clerly defined.
This is accomplished by implementation of the pkthis development and other business activities.
This means that all necessary resources can beagetdrom activities and performances of DOs.

I, DmRC1 o Ty DmRCk < R1
I, DmRC1 Mo DmRCk < Rz

. (7)
r1r |]ch1 + + rkr IjmRCk s Rr

Valuesr; indicate the required allocation of resources 100% of accomplishment &f DOs
which require the implementation of the observetlviy. Every inequality in expression (7)
indicates limitation caused by the availability afe particular resourceRj. This defines and
mathematically formalises the set of limitation®the total level of accomplishment of DO based
on the availability of resources.

4 OPTIMISATION OF ISPERFORMANCESVALUE

The basic feature of the approach to the developwofethis model is that an organisation should be
observed as a whole system. It means that the gtistiment of strategic objectives should not be
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observed patrtially but in the context of accomptisint of set strategic objectives. Such an approach
indicates that the maximum accomplishment of all BOnot always optimal. Determining the
optimal level of accomplishment of strategic olbjexs represents a problem which can be solved by
using linear programming.

Problem of linear programming can generally begrablem of maximum or the problem of
minimum. The nature of the analysed problem beldogte problem of maximum of the linear
programming. Namely, taking into consideration lingtations caused by available resources and
the determined structure of performances relatipsstit is necessary to find the optimal level of
accomplishment of derived strategic objectives mleo to maximise the value of set SO
performances.

| SO performances is determined. A function whiaunes a set maximum i.e. the function of
an objective is defined by the expression (8)

1 |
Max{I—DZ;ijJ}. (8)
]:

In this way the following elements have been deieeah
» functions of performances of SO defined by theresgion (8),

 limitations caused by the performances relationstipcture defined by the expression (4),
 limitations caused by availability of IS resourcksined by the expression (7),

» prerequisite of nonnegativity and maximum valuepefformaces defined by the expression
(6),

The observed problem includes all required elemdatsimplementation of the linear
programming in order to define the optimal stratéfye result gained indicates the optimal values of
DOs performances for maximum of value of perfornegant SOs. Sum of product of performances
optimised values andindicate total of resource needed.

5 CONCLUSION

The paper leads us to conclude that the applicaifothe linear programming within the classic
concept of the BSC enables the optimisation of p&formances. Periodical repetition of the
suggested procedure of the optimisation in thalisereet moments enhances the current method of
management by implementing the strategy. The algilgorithm shown in the paper and based on
the matrix calculation by using the IT, enhancdsisg the economic problem of optimisation of IS
performances due to the maximisation of accomplestirof the set strategic objectives.
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Abstract: The paper deals with the public service systemgdesn which the system optimal solu-
tion is searched for. The system utility functisrrépresented by the sum of users’ utilities, wiagre
individual user’s utility depends on the distanetween the user and the nearest located serviee cen
ter. The user’s utility is represented by a dedéngaeal function, which depends not only on the di
tance, but even on a parameter, value of whicloigkmnown exactly. To solve the public service de-
sign problem under the uncertainty, we use therthed fuzzy sets and present the integer
programming approach to the service system design.

Keywords: public service system, system utility, uncertairfitizzy sets
1 INTRODUCTION

The design of a public service system [3], [6], [T¢ludes a determination of center loca-
tions, from which the associated service is digted to the users of the system. The service
facilities must be concentrated to a limited humisecenters due to economic and techno-
logical reasons. We assume here that the servibgiieered to users from the nearest center
along the shortest path on the transportation né&twehich covers the served area. Then,
the public service system structure is determingdhle deployment of limited number of
service centers. In many approaches to the pubticce system design the associated objec-
tive in the standard formulation is to minimize gwxial costs, which are proportional to the
distances between served objects and the nearggteseenters. The user’s utility in some
public service systems is not proportional to trstathce from the nearest service center. For
example, the utility in emergency systems is alnomststant, if the distance is small, and
beyond some threshold it suddenly drops to zero.mWidel this user’s utility by nonlinear
function, where the threshold represents a paramétae function. As each user can apply
his or her attitude to the perceived utility folled/ from the service system, the uncertain
value of the threshold may be considered as a fammyber. In the following sections, we
introduce the utility function for an individual stomer and formulate combinatorial model
of the public service system design problem. Thengive a transformation of the combina-
torial model to a linear integer programming modéh fuzzy coefficients in the objective
function and suggest the necessary adjustmenteoimitdel for the Tanaka-Assai approach
to be able to be used.

The series of linear integer problems is then sbleg a special iterative process,
which successively solves linear problems searcfonghe first feasible solution in each
step. Advantages and disadvantages of the apperacstudied and some results of the nu-
merical experiments are presented in the conclugarg of this paper to demonstrate effi-
ciency of the approach, in the case, when a comatesaftware tool is used for obtaining
final decisions on the service center deployment.

2 MODEL OF PERCEIVED USER’S UTILITY

The introduced model of the public service systdifityufor an individual user is based on
taking into account the maximal utility contributidrom the located service centers. The
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utility contributionu(t) for a given service center depends on the timiuwigt between the
user and the service center accordingly to thetiomaescribed by (1). In the description
the symboly; represents some time-threshold (limit), whereutiléy contribution from the
service center considerably drops, if the travelinge from the user to the service center
reaches the limit. The positive shaping param@&tenakes the decrease of the function
steeper if it takes a value near to zero. The emn€l determines the maximal value of the
contribution.
() =W ) =— )
l+e 7

If 1, denotes the set of all located service centetsanpublic service system amgd

denotes the travelling time from a user locatethatplacg to the service center location

then the utilityUj(11) of the system for the uspcan be modeled by (2).

U, (1,) =maxfu(t;):i01,} (2)

The public service system design problem with $stesn optimal utility for users is

formulated as the task of service centers detetiomao that the sum of user utilities is
maximal and the total number of located centers dut exceed a given numherTo de-
scribe the problems, we denote bthe set of user locations and Ibthe set of possible cen-
ter locations. Let; denote the number of the users locatefl &hen, the problem can be
formulated in the following combinatorial form.

max{d_ U;(1): 1, 01, [1,]< p} @3)

i0J
3 PUBLIC SERVICE SYSTEM DESIGN PROBLEM

To formulate the public service system design mablvith the system optimal utility on a
discrete network, we use the above denotationeokét of users’ locations by symhbhnd
a set of possible service center locations by symbo

At mostp locations froml must be chosen so that the sum of users’ utiliienaxi-
mum. The network time distance between a possdaationi from | and user locatiof
from J is denoted ag. The decisions which determine the designed systembe modeled
by further introduced decision variables. The Jagg;[1{0,1} models the decision on ser-
vice center location at placél. The variable takes the value of 1 if a facilgylocated at
and it takes the value of O otherwise. In addititve, allocation variables;[]{0,1} for each
i1 andj/QJ are introduced to assign a user locajiém a possible service center locatidn
z;=1). Then the location-allocation model can betemi as follows.

Maximize > bu(t; )z, (4)
i jm
Subjectto ) z =1 for jOJ (5)
igl
zy<y, foridl, jOd (6)
2 V<P @)
igl (8)

y, 0{0,1} foriOJl

z, 0{0,1} foricil, jOJ ()
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In this model, the objective function (4) gives Hystem utility value. The constraints
(5) ensure that each user’s location is assignexaotly one of the possible service centers.
The link-up constraints (6) assure that the udexsitions are assigned only to the located
service centers and constraint (7) limits the nunatbéocated facilities by.

The problem (4)-(9) can be easily reformulatedht® p-median problem, what is the
task of determination of at mogtnetwork nodes as facility locations so that then g dis-
tances between each node and the nearest faailityinimal. Nevertheless the p-median
problems associated with the above-mentioned sesystem designs are characterized by
considerably big number of possible service celtteations. To obtain good decisions on
facility locations in a serviced area, a mathenahticodel of the problem can be formulated
and some of mathematical programming methods carsée to obtain the optimal solution.
The location-allocation model constitutes such mathtical programming problem, which
resists to any attempt at fast solution. On theioide, it is known that large instances of
the covering problem are easy to solve by commadmagation software. The necessity of
solving large instances of the p-median problemledsto the radius formulation [1], [2],
[4], [5]. This approach avoids assigning the indual user location to some of located facili-
ties and deals only with information, whether sdamlity is or is not located in a given ra-
dius from the user. The later approach leads tortbeéel similar to the set covering problem,
which is easily solvable even for large instancga lsommon optimization software tools.

4 UNCERTAINTY IN THE USER’S UTILITY FUNCTION

In this paper, we consider only the sort of ungéetya which is connected witty;; value in
the utility functionu(t) defined by (1). To describe the propertiesi(j regarding parameter
tyit, we use the denotatiar(t)=w(t, t.: ). We describe the uncertain valuetgf by the tri-
angle fuzzy number defined by the membership fongtix:(s) depicted in Fig. 1.

1
h Mikrit
0 AN ‘
tirit-L tirit-m tirit-R S
Smin(h) Smaxh)

Figure 1: The membership function of a triangular fuzzy nunthg

The membership functiopyi: assigns a given value efto the valuguu:i«(s), which
expresses the power with which the vatueelongs to the fuzzy numbg§i;.. The shape of
triangle membership function defined on the unig&®f real numbers is described by three
values, which are denotag.., tki-m andtui.r respectively (see Fig. 1).

Due to piece-wise linear form of the functipii;, the smallest and biggest values,
which belong to the fuzzy number at a level ofsattionh, can be determined by expres-
Sionssmin(h)=" tirit-L + N(tritm - trit-L) aNdSmax(h) = tkitr —N( tiitr- tkit-m) respectively.

The discussed user utility functiev(t, s) defined by (1) monotonously increases with
increasings. Assuming thatty; is a fuzzy number, the(t) =w(t, twit) is a fuzzy set defined
on universe of real numbers for each fixed valué @ue to monotonicity of the function
w(t, s), the fuzzy seu(t) is also the fuzzy number with nonlinear membersanztion py
defined accordingly to the “extension rule” [8] (D).

69



10
(V) = Max{ity, (9): SORY= Wt S)} (10)

Furthermore, it follows from the monotonicity thafy(w(t, S))= H«it(S). We can also
determine the smallest and biggest valuggt, h) anduma{t, h), which belong to the fuzzy
numberu(t) at a level of satisfactioh as umin(t, h) = w(t, snin(h)) and uma{t, h) = wft,
Smax(h)) respectively. Accordingly to the-cut concept [8], the objective function (4) isabs
fuzzy number for fuzzy valug; and for given values of the variablesThe valueU(z) can
be expressed by (11).

U@ =33 bWty te)2 = Y bu(t,)z (1)
o jo i0l j

The smallest and biggest valuBg,,(z,h) and Uma(z,h), which belong to the fuzzy
numberU(z) at a level of satisfaction, can be determined by expressions (12) and (13) re
spectively.

Unin (Z.0) = 2 2 0W(E; » S (M) (12)
U e (2:1) = 22 bWt » S, (13)

5 SYSTEM OPTIMAL DESIGN UNDER UNCERTAINY

The core of fuzzy approach to a general mathematrogramming problem consists in de-
termination of the highest level of satisfactigrfor which the associated constraints are sat-
isfied and the objective function value belongatuzzy set of satisfactorily big values of
objective function. The fuzzy set of satisfactoliig values is usually constructed from two
real valuedJ* andU? whereU" corresponds to the optimal objective function edor the
least favorite case of the problem coefficients Bictorresponds to the optimal objective
function value for theyi.v values or for the most favorite case of the pnobtmefficients.
The membership functiomig(U) is shown in Fig. 2.

1

v

Ut U? U
Figure 2: The membership function of a fuzzy set of suffitigbig values.

The constraint ensuring that the objective functialue belongs to the sufficiently big
values at a level of satisfactibnfollows.

U=@-hU'+hu?

Now, let us focus on the way, how the uncertainfluences the model (11), (5)-(9).
We notice that the uncertainty influences only dfgective function (11). This fuzzy con-
straint can be rearranged to the inequality (13)icivexpresses that the fuzzy value of the
objective function belongs to the fuzzy set of \mdues.

(14)
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o jo
Now we can formulate the associated problem asmmaation of the level of satisfactidn
subject to constraints (15), (5)-(9). Due to caastr(15), the problem is nonlinear and hard
to solve. That is why; we use an iterative approadtich is known as the Tanako-Asai’s
method used in the fuzzy optimization [8].

The approach is based on a procedure, which seaoriig for a feasible solution of
the problem formulated for a fixed valuelofif the feasible solution is found, then the value
of h is increased, the associated model of the proldewformulated and the searching pro-
cess is repeated. In the opposite case, when sdlieasolution exists, the next examined
value ofh is a bit lower. By a subsequent searching forildasolutions for the increased or
decreased values bfthe optimal value can be estimated with an antyifpaecisions.

We consider the following linear program for fixealue ofh:

Maximize(13)

Subject tq15), (5) - (9).

As we denote the proceduBetOpt(h) which is able to solve the problem, we can im-
plemented the Tanaka-Asai’'s method in accordandketdollowing steps, whereis a de-
manded precision of the maximal level of satistacti

0. Sethmin := 0, hmax:= 1.

1. Repeat the steps 2, 3 and 4 umik -hmin <€is met.

2. Seth:=( hmax +hmin )/2.

3. Apply proceduré&etOpt(h)

4. If no solutionz exists, sehmax :=h, otherwise selimax :=h and update the best found

solutionZ”**'andh?®

6 PRELIMINARY NUMERICAL EXPERIMENTS

To reveal the properties of the suggested fuzzycah to the public service system design
and the impact of formalized uncertainty to deplewtnof the service centers, we performed
the series of numerical experiments. The solvethntes were derived from the real emer-
gency health care system, which was originally glesil for region of Zilina. This system
covers demands of 315 communities - towns andgélisspread over the region by 31 am-
bulance vehicles, where each of them representsemee center. These communities were
considered as elements of the 3etf users’ locations and also as elements of thé eé
possible service center locations. The time digtaficwere computed from the road net-
work distances for the average speed of 60 kilonpeehour.

The solved instances differ in valuestgf, which takes values of =12, 14, 16, and 18
minutes in the utility contribution (1). In all eepments, the shaping parametewas set to
the value of 1 and the coefficieGg was set to the value of 10.

Each instance was solved for crisp valué@fand for further four cases with various
level of uncertainty. The level of uncertainty igpeessed by percentage tRfi.r regarding
twrit-m = tkit @S 100 percent. We considetgglr as 110, 120, 130 and 140 percenti@iy.

To solve the problems described by models (4)«@) @3), (15), (5) - (9), the optimization
software FICO Xpress 7.3 (64-bit, release 2012) wezsl and the experiments were run on a
PC equipped with the Intel® Core™ i7 3610 QM preoeswith the parameters: 2.3 GHz
and 8 GB RAM.

To find characteristics of the public service sgsttesigned under uncertainty, the fol-
lowing parameters of the resulting system desigrevexaluated. For the fuzzy cases, the
maximal level of satisfactioh at which the objective function value belongs he suffi-
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ciently high objective function values, was seacclar. The associated optimal objective
function (system utility) for the individual fuzzgnd crisp cases is denotedagval. The
sum of time distances from user location to thaemaservice center multiplied by number
of users at the location is denoted wmed There is evaluated also the maximal distance
mxD from a user to the nearest service center. Toififldence of the uncertainty level to
the resulting public service system design we etall also so called Hamming distances
between the resulting vectgrobtained for the crisp case and the vectors oftimcavaria-
bles obtained for the fuzzy cases. This paramstegferred aslamming The label Ctime
denotes the computation time in seconds, whichawasummated by the respective compu-
tational process to obtain the associated solufibe.results for individual instances are giv-
en in tables 1. — 4. Each table is organized awugidto the scheme, where each column
corresponds to one solved case. The cases diginguihe level of anticipated uncertainty,
which is described bgercentagewhich takes the values of 100, 110, 120, 13034t The
case with percentage 100 corresponds to the caisp, vhere no fuzzy value is taken into
account. The rows of the tables correspond witratiw/e described parameters.

Table 1:Results of numerical experiments the instance tyith= 12

Percentage: 100 110 120 130 140
h - 0.53 0.55 0.63 0.66
objval 67441 67839 68111 68441 68533
wmed 30378 29456 26055 25962 25962
mxD 20 20 26 20 20
Hamming - 2 10 10 10
Ctime [s] 9 99 29 40 73

Table 2:Results of numerical experiments the instance tyjth= 14

Percentage: 100 110 120 130 140
h - 0.53 0.62 0.65 0.71
objval 68636 68769 68905 68938 68977
wmed 26150 26150 24782 30313 27252
mxD 20 20 17 17 17
Hamming ) 0 10 10 8
Ctime [s] 8 36 33 31 37

Table 3:Results of numerical experiments the instance tyjth= 16

Percentage: 100 110 120 130 140
h - 0.62 0.66 0.73 0.75
objval 69001]  69057] 69069 69080, 69084
wmed 27252 28485 28485 28485 28485
mxD 17 17 17 17 17
Hamming ; 22 22 22 22
Ctime [s] 7 73 24 25 24
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Table 4:Results of numerical experiments the instance tyjith= 18

Percentage: 100 110 120 130 140
h - 0.65 0.73 0.75 0.8
objval 69090,  69101] 69105 69105 69105
wmed 26108 29772 29772 29772 29772
mxD 17 15 15 15 15
Hamming . 6 6 6 6
Ctime [s] 6 24 23 24 24

It can be noticed that computational times are magddor the size of the solved prob-
lem. The differences between the time referenceitiéncolumn denoted by "100” and any
value of time referenced in the other columns felloom the fact that the fuzzy cases are
solved by the iterative process, which repeat@afiseciated optimization several times.

If the entries of tables 1-4 are inspected in ttdepof increasing values &, it can
be found that the values of paramet@rmed mxD andHammingare constant with increas-
ing level of fuzziness for the bigger valuesi@f. For the lower values dfi;, the parameter
Hammingtends to grow, while the parametevenedand mxD tend to decrease or to stay
constant with some random disturbance.

7 CONCLUSIONS

We suggested an approach to the public servicemydesign, where user’s utility is mod-
eled by non-linear function, which decreases wittreasing time-distance of the user from
the nearest located service center. In additionfos& into account some uncertainty con-
nected with the utility perception by the individusers and we described the uncertainty by
the triangle fuzzy number. The approach basedaraRa-Asai’'s method proved to be con-
venient for the optimal system design computatioden assumption that the size of the
problem does not exceed the size of a common regidre whole approach is represented
by one program in the programming langudgseland the design can be worked up using
common commercial IP-solver.

The further research in this area will be aimedsatge of the radial formulation of the
weighted p-median problem with the purpose to stdvger instances of the public service
system design problem. The second branch of oearek will be devoted to exploration of
the cases, when also the value of the shaping gdeaimis uncertain.
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ZONE PARTITIONING PROBLEM WITH GIVEN PRICES AND
NUMBER OF ZONES IN COUNTING ZONES TARIFF SYSTEM
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Abstract: When designing a tariff system in regional publiansportation, there are several
approaches how to design it. One of various appexscs the zone tariff where the whole region is
devided into the smalle sub-regions - tariff zond& propose mathematical model of the zone
partitioning problem with average deviation criteri We perform a computational study using a
universal optimization tool Xpress on the test dzftaelected regions with various problem sizes to
study effectivenes of the model solution and tHeisg procedure.

Keywords: tariff planning, tariff zones design, IP solvenngdian problem.

1 INTRODUCTION

When the transport authorities plan the regionddlipuransportation, one of the problems
they deal with is the problem of the tariff and tieket prices. As was mentioned in [4] and
[9], there are various tariff types, such distance tariff, unit tariffand zonetariff. In the
distance tariff the price for travelling dependstba real length of the trip, in the unit tariff
system the price is flat for all trips and is indadent on the distance. In tkene tariff
system the region is divided into smaller sub-ragigariff zone$ and the price for travelling
depends on the origin zone, the destination zodeuanally also on the number of travelled
zones during the trip.

In the zone tariff systems there are two ways ¢émeining the price. In the zone tariff
with arbitrary pricesthe prices depend on the pair of origin and destinazones and the
number of travelled zones is not important, becausmes are given for all pairs of zones
separately and arbitrary. In the counting zonédftagistem,the price of trip is calculated
according to the origin and the destination zontheftrip and the number of travelled zones.
On the contrary to the zone tariff with arbitranyces, for all trips hold that passing the same
number of zones must have the same price. Exanfpte aounting zone tariff system in
Bratislava region in Slovakia is in the Figure 1.

BRATISLAVSKA
TEGROIMNA DOFEA

Figure 1. Example of the counting zones tariff system intBtava region(www.bid.sk)
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Another important task in the planning processow o design the zones and to fix the
new fares. Hamacher and Schébel in [3], SchobgBjnand Babel and Kellerer in [1]
proposed approaches for the zone design problefn aibitrary prices. Hamacher and
Schdbel in [4] and Schébel in [9] mentioned thevsw of the counting zones tariff system
where the goal is to design the zones such thatdteand the old price for most of the trips
are as close as possible. They proposed threeratiffeobjectives based on fair design,
models for the fare problem and zone partitioning three heuristic approaches. A note on
fair fare rating was mentioned also by Paluch ih fhother approach was described by
Muller, Haase and Klier in [6], where they form@dtmodel and algorithm for revenue
maximizing tariff zone planning.

This paper will be organizes as follows. In thetiggc2, we present the model of the
zone partitioning with given prices and number ofies with the average deviation criterion
for counting zones tariff system. To be able ta@gkate the optimal number of zones and fare
prices, we will formulate the two stage algorithmthe section 3. In the chapter 4 we will
present numerical experiments with three test elxasnpf real networks to study
computational demands of proposed model.

2 MATHEMATICAL MODEL OF THE ZONE PARTITIONING WITH Gl VEN
PRICES AND NUMBER OF ZONES

Let all stations in the network of public transpoonstitute the set of nodésThe station
andj from setl are connected by the ed(ig) //E, if there is direct connection by public
transport line between these two stations. Synibdenotes the set of edges. The distance
between stations andj is denoted aslj. For each pair of stationsandj is ¢; the current
price of travelling between these two stations. mhenber of passengers between stations
andj is b (OD matrix).

If we want to calculate new price of the trip betwanodes andj in the counting zones
tariff system, we need to calculate the numberasfez crossed on this trip. The calculation
of the number of crossed zones can be easily reglay the calculation of crossed zone
borders as was used in [4] and [6]. We assumetligastation can be assigned only to one
zone and then the border between zones is on tiee ¥de will introduce the binary variable
w;s for each existing edgg, s) /7 E, which is equal to 1 if stationsands are in different
zones and is equal to O otherwise. For calculatioiihe number of crossed borders we need
to determine the used path for travelling betwetatissi andj. We introduce parameter
a;j", where the used paths will be observad: is equal to 1 if the edgg,s) is used for
travelling from station to station and O otherwise.

When we want to set a new price for travelling urcls system, there are more
possibilities how to do it. Hamacher and Schoébdéjrand Schobel in [8] proposed solution
of fare problem with fixed zones to obtain new &fer trips with various travelled zones. In
[5] and [6] a unit price for travelling per one mmwas set. In this paper we define two
different unit prices — pricé for travelling in the first zone and unit pri€gfor travelling in
each additional zone. The final new price will ladcalated as a sum of the basic price for the
first zone and number of other travelled zones ipligdd by the unit price for additional
zones. This notion is more natural and often udsal ia distance tariff, where the average
price per kilometre is higher for short trips. Neuice n;, determined by the number of
crossed zones will be calculated according todkfsition as follows (1):

nij = fl + fZa'iJrsWrs (l)

(r,sDV
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Construction of the zone partitioning model wagired by the model of the p-median
problem. We introduce binary variablgswhich represent the “fictional” centre of the gon
Variabley; is equal to 1 if there is a centre of the zonaadei and 0 otherwise. For each
pair of stationd andj we introduce variable;. Variablez; is equal to 1 if the stationis
assigned to the zone with centre in the niodied O otherwise. We expect to create at rpost
tariff zones.

When we want to suggest the objective functionhefmodel, there are many possible
ways. In [4] they proposed three different objeesivbased on fair design, in [6] authors
formulated the criterion of revenue maximizing. dar model we will use the average
deviation between current and new price for allspagers. According to the advices of
experts in [9], in this paper we will use the aggraeviation between current and new price
as a criterion in objective function. The currentfair price between stationsandj will be
denoted bycj. The mathematical model of zone partitioning Wiked prices and number of
zones Zone_part can be written in the form:

ZZ‘CU 1 ‘bij

ior jo

Minimize F = 2
2.2.0
igr jo
subjecto Yz, =1, for jOI 3)
il
z, <y, fori,jOl 4)
2, = 2, SW,, fori 01, (j,k) OE (5)
<
;y. p (6)
z, 0{og, fori,j O (7)
y, 0{og, fori 01 (8)
w, 0{og}, for (, j)OE 9)

Condition (3) ensures that each station will begaesl exactly to one zone. Condition
(4) ensures that the statignwill be assigned only to the existing centre oé thone.
Condition (5) is coupling between variables foroadltion of the station to the zone and
variables for determining the zone border on thgeejk). Condition (6) ensures that we will
create at mogt tariff zones.

3 LINEARIZATION OF THE MODEL AND SOLUTION METHOD

This model will be solved using IP solver with ekawethods, so we will obtain exact
solution of the problem. Because the objective fianc(2) in this model is not a linear
function, we need to modify this objective functiem linear form. We introduce new
variablesu;, v Variablesu; represent the calculated prices for travellingase that new
price is lower than current and variablggepresent the calculated prices for travellinghie
opposite case. Then we can reformulate mathematioael (Zone_part_lin)to the linear

form:
PPATEDIPRA
Minimize F =22 o Jo
> w0
i0n joo

subjecto (3) - (9)
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c,—n, =u, —v;, fori, j O (11)

u; =0, fori, j 01 (12)
v; =0, fori, jOI (13)

To determine the optimal values of parameters enrntfodel, we can use a two-phase
procedure. In the first phase we determine thenegdthumber of zones. In the second phase,
for the given number of zongs we repeatedly solve models with different setirgj
parameterd; andf,. As the optimal we choose the solution of the nhaawl parameters
setting with the smallest value of the objectiviediion.

4 NUMERICAL EXPERIMENTS

The goal of numerical experiments was to verify plssibilities of proposed model to find
optimal zone partitioning with given values of nuenbof zones and fare prices in the
networks with different sizes. Numerical experingeniere performed on the three data sets
created from the real public transportation netwiarkhe Banska Bystrica Region in Slovak
Republic. The stations in the networks are repitesemy the municipalities or part of
municipalities. Networks have 25, 51 or 96 stationsicipalities respectively and are
shown in the Figure 2. Black circles representi@tat the size of the circle represents
approximate number of inhabitants and links represgisting connections of municipalities
by public transportation.

a b c
Figure 2: Test r)wetworks with a) 25 stations, b) 5)1 statioh96 stations, Map sourame%streetmap.org

Current prices were calculated according to remlegrdepending on the distance for
travelling by regional buses. The OD matrix wasneated using the gravity model as in [2],
where the number of passengers between naaledj is calculated as follows:

hby

d; '
where parameteb; represents the number of inhabitants in the nodEo perform the
computation we used the general optimization softwaol FICO XPRESS 7.3 [10]. The
experiments were performed on a personal compuatgapped with Intel Core 2 Duo E6850
with parameters 3 GHz and 3.5 GB RAM.

In the computational study we focused on the secsied of the proposed solving
procedure. For selected values of parametee wanted to calculate optimal values of fare
prices. According to the current fare prices, wetlse values of parametérfrom 0.3 to 0.9
with step by 0.1 and values of parameftefrom 0.1 to 0.6 with step by 0.1 for all the
experiments. Table 1 represents results for ddtavitle 25 stations, in the Table 2 there are
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results for data set with 51 stations and Table@easents results for the data set with 96
stations. In all tables the colunpn maxrepresent the value of paramegbdecolumns denoted
asF*, f;* andfy* represent optimal values of parameters and obgdtiaction for giverp
and the column€omputational Timeepresent values of total computational tinietél) of

all instances with givep and minimal iin) and maximal Max) times from all instances in

the set.
Table T Numerical experiments — data set with= 25 stations
[1]1=25 Computational Time[g]

p max| F* |f*|f* Total Min Max
4 14276.30.8| 0.6 19.2 0.1 2.2
6 |4124.3 0.8/ 0.5 17.9 0.1 1.4
8 |4095.0/0.7| 0.5 19.2 0.1 1.2
10 |4054.4 0.7/0.4 21.9 0.1 2.2
13 |3989.5 0.6| 0.3 18.9 0.1 1.1
16 |3999.2 0.6/ 0.2 18.7 0.1 15
18 |4025.5 0.5/ 0.2 17.6 0.1 1.1
20 ]4030.9/0.5/0.1 19.2 0.1 1.7
22 |4034.000.4|0.1 18.3 0.1 1.7

Table 2 Numerical experi

ments — data set wifh= 51 station

(%]

[1]l=51 Computational Time

p max| F* for | fo* Total Min Max
4 9780.9/0.9| 0.6 147.9 0.4 12.6
6 9655.7/ 0.9] 0.5 145.8 0.5 14.9
8 9628.7/ 0.9/ 0.5 148.5 0.5 115
10 | 9230.2/0.8| 0.5 136.7 0.5 114
13 | 8455.2/0.8/0.4 137.8 0.5 8.8
16 | 8266.1/0.8/0.4 150.3 0.5 135
20 | 7859.5/0.7/0.4 140.7 0.5 12.6
25 | 7991.00.7|/0.3 210.0 0.5 68.9
30 | 8382.9/0.7/0.2 164.0 0.5 19.0

Table 3 Numerical experiments — data set with= 96 stations

[1]1=96 Computational Time

p_max F* fo* | fo* Total Min Max
4 ]36088.30.9|0.6 1449.0 1.7 361.9
6 |34466.10.9|0.5 2065.8 1.9 611.4
8 [34462.90.9/0.5 1368.2 1.9 189.9
10 |33037.30.9|0.4 1689.2 1.7 374.1
13 ]34538.90.8|0.4 2576.2 2.0 1392.9
16 |34538.90.8|0.4 1909.3 1.9 481.5
20 |31839.50.7|/0.4 3194.2 1.7 664.9
25 |34542.50.7|0.3 1503.2 1.9 326.0
30 |34544.7/0.6/0.2 1994.9 1.9 485.0
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5 CONSLUSION

In the paper we described the mathematical mod#ieokzone partitioning with given prices
and number of zones with the average deviatioeraoih for counting zones tariff system and
performed the numerical experiments on three diffeidata sets with various size of the
network. From the results of the numerical expentsave can see, that with the size of the
problem computational times increase rapidly.

In the future we want to focus on the first steph®f proposed solving procedure, incorporate
dynamics of demand and prices into the model.
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Abstract: In this paper we present well know Port Choice Problem as a Mixed Integer Linear
Programing (MILP) problem. Using MILP we comapare North Adriatic ports with North European ports
and determine their relative attractiveness for Bavarian shippers in case of importing containerized goods
from far east. The results of the model show that despite better geographical position of North Adriatic
ports Bavarian shippers are attracted to Nort European ports. The model also shows that land transport
costs and subjective preferance rate play a large role in Port Choice.

Keywords: Mixed Integer Linear Programming, Port choice, Port attractiveness.
1 INTRODUCTION

Inter-port competition has encountered the enormous increase of volume in last few
years [8]. In particular the port choice is important in multiple-port regions such as north
Adriatic and north Mediterranean region. It has been recognized that the decision to route
cargo through a port lies ultimately with the shippers [15]. The previous studies have
identified and examined the factors that have influence on the port choice. Most of factors
are good described in several papers as it follows, for instance cargo source, port facilities,
delivery distance, port location and operating cost. Although the influences of these
factors on port choice were explored in depth, the conclusions were different.
Many researchers assumed that the port choice is the matter of minimizing the total
operation cost, while the other claimed that the port choice is made from hinterland
perspective.

With respect to the mentioned factors some mathematical models for port choice
were proposed. Some of them use the linear programming technique to determine the
optimal location of the port [7], the others proposed the weight factor analysis to integrate
quantitative data with qualitative rating [14]. Lately the authors used also the fuzzy
approach to solve the port selection problem [4]. But in general, no matter on the basis of
two or more factors, they considered the problem of port choice as a multiple criteria
decision-making problem.

In contrary to all these proposed approaches, we consider the port choice problem as
a discrete optimization problem. We have modelled it as the connected weighted graph to
minimize its total weight. The solution is a kind of trade off between the overall operating
cost and preference factor developed in the previous papers [5].

The paper is organized as follows. In the next section we present brief literature review
to justify the importance of Port Choice Problem. In third section we present the model and
its solving. The data needed for modelling are presented in the fourth section. In the

following section we present the computational results. The discussion of the results is done
in conclusions.
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2 LITERATURE REVIEW

Seaport researches have a long and rather interesting history. A structured review on
methodological issues since 1980s can be observed in [18]. On the field of research into the
Port Choice problem one can find many papers by various authors. The importance of this
problem is evident by the fact that Sargent dealt with it already in 1938 [11] (he claimed:
cargo tends to seek the shortest route to access the sea).

A number of mathematical programming models have been developed in order to
minimize the total operation cost by selecting an appropriate port as the most favourable one
to call. Therefore the port choice problem is often considered as a Multiple Criteria Decision
Making problem (MCDM). But as explained in previous paragraph, the shipping carriers not
only aim to minimize the cost but also take into account other criteria such as the volume of
containers, port facility, port location, port operation efficiency and other conditions [6]. Chou
[3] made a comparative study of models for port choice. He compared the Stackelberg model
for port choice [19, 20], the Equilibrium model for port choice [2, 21] and fuzzy MCDM
model for port choice [4]. The results show that these three models cannot be used to explain
the actual port choices of carriers and shippers well. Thus Chou propose Analytic Hierarchy
Process (AHP) model for the container port choice [5]. The results show that this AHP
model seems to be promising. On the other hand Tran [16] studied port selection on liner
routes from a logistics perspective. Paper introduces a non-linear model and heuristic model to
minimize overall cost in cargo’s journey, not only the seaside cost. The most important claim
is that without taking into account of inland transport, we cannot fully understand the
benefit of the direct call pattern on liner services. Weldman et al [17] introduce the demand
choice function of a port’s services to support the economic and financial evaluation of port
investment projects. The outcomes of the linear regression model tests allow them to state
that the location of a port is a key factor to explain the observed container port choice.

3 MODEL DESCRIPTION
3.1 Integration of subjectivity into the model

People usually do not behave in ways consistent with axiomatic rules, often their own. This
often leads to violations of optimality. As we can see from the litearature review above
mathematical programming models concearning cost does not explain the actual port choices of
carriers and shippers well. The other factors, such as port facility, port location, port operation
efficiency and other, are at least equaly important. These factors will be declared subjective.
Their influence on the decision will be quantitatively defined as a preferance rate (PR). In the
present section we wil describe integration of subjectivity into the mathematical model .

Let us define some notations first. Let O,, i=1.2,.,I be the departure port, D,,
j=12,...,J the destination port, C,, /=1,2,...,L point of consumptionand S,, k=12,..K

source point. Hence the path of moving goods from source to consumption point can be divide
into three consisting parts, an edge S,0, =x,, between source point and departure port, the

edge O,D; =x,; between departure and destination port and the edge D;C, =x;, between

destination port and consumption point. In general, different shippers can use different departing
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ports O,. The situation we got, can be modeled as a graph as we can see on the figure 1 (heavy
bolded line).

Sk Oi D. C
Xki Xij

—

Xl

/

|
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= O O ==

Figure 1: The required situation.

Generally speaking from the shippers point of view the most effective port is the port,
which causes the lowest costs. If we look at the picture 1 we see that the costs for moving goods
from S, to C, are the sum of land transport cost to move goods along the edge x,,, the costs

of maritime transport along x, and land transport cost along the edge x . Therefore the costs

of different parts of transport process can be express as a sum of weights w,_, w

Xy

or w,

assigned to certain edge respectively. The cost of this situation (see figure 1) can be
mathematical expressed by the

W=Z[waki +wx‘_jj+2wxﬂ )]

When we study research which has already been done on this field we see that the costs
are not the only criterion in the process for decision making [15, 1, 3, 5, 4]. One of promising
criterion is so called preference rate gained with AHP method used by Chou in [5]. Let PR D,

be the preference rate for j-th destination port. Now we can assume that PR, has an impact on

the weight of every edge connected to the port D,, but the question that we must resolve is

how much. Let we say that a certain percentage of weight is influenced by the performance rate.
The first step is now to deduct the weights of the edges. For instance the edge D;C; we deduct

by the PR p,- We get the following expression:

1
w - —w 2
D,C, PR, D,C, (2)

J

We can do the same with the weight of S,0, (W»'?kO, — (PRo, )71 W0 ), but with the
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weight of O,D; the picture is different. Preference rates of both ports have the influence on

this weight. Because of that we simply calculate the average of the rates by

PR,, = \/PRO‘_ PR, 3)

At that point we still do not know what percentage of weight is influenced by the

. . . . » . »
preference and which is not. We can simply write the equation wj, , ’(1_m)+WD/'WD,c, s

which tell us that the preference rate PR, has the impact on p percent of the weight Wpe, -

After that maneuvers we can write a new deducted objective function as follows:

W= Z[Z W0, T Wop, j + Z Wi, 4)
i k !

In order to choose the most effective port from the view of shippers we choose the
destination port D, for which the value W' of the objective function is minimal.

3.2 Solving the model

The problem defined in subsection 3.1 is at first glance similar to well known Hub and Spoke
concept pioneered by Delta Airlines back method in 1955 [10]. The hub location problem has
been studied a lot since O'Kelly [19] formulated the single allocation hub and spoke model as a
quadratic integer program. Skorin-Kapov and O'Kelly [13] considered the uncapacitated p-hub
median problem and developed linear programming formulations of both single and multiple
allocation models. We formulate the Mixed Integer Linear Programm as follows.

The objective function consists of sum of all used edges x,, beetwen production points
and departing ports, edges x, between departing and destination ports and edges x, between

destination ports and consumer points, all multiplied by their weights defined in section 2. As
seen from the figure 1 the direct connections between production points and destination ports or
consumer points are not allowed. All the paths from production points to consumer points need
to go through two hubs, namely departing and destination ports. We can write the objective

function to be minimized as:
K 1 I J J L
Beosrd opr = Z'xki Wi "’szy "W +szjl Wy Q)
k= i=1 j=1

1=l j=1 =1

The value of cost J,,, gives us the total cost of the solution which is the cheapest

according to several constraints. We have three sets of constraints: for production points, for
ports (departing and destination) and for consumption points. Production points constraints are
formulated as

! S
Zx,a. > Py k=12,..K (6)

where the left side is the flow from each S, to all O, and is grater or equal than the
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supply sp into the S, divided by the sum of all supplies. The constraints for departing ports
are described as difference of incoming and outgoing flow at the port O, which has to be
greater or equal than zero.

J

K
Zxkf -
k=1

Similar as for departure ports are constraints for destination ports that represent the
difference between incoming and outgoing flow at the port D,. Here aditional constraints

%, >0 i=12,.,1 (7)

Jj=

/
ensure that only one port is selected at a time, so the sum ny- is binary.
i=1

ZI:xij _ile 20 J=12,...,J (8)

! 1; if there is a connection to D,
dx,; = : ©)

0; otherwise

i=1
The constraints for the consumer points cs are similar as for production points. On the
left is the flow from D, toall C,, which is grater or equal than the demand in the C, divided

by the sum of all demands.

> ox, = 1=12,..L (10)

1
Z CSCI

J
cs,
j=

4 REAL DATA MODELING

For real data modeling we have done some asumptions, about the vessel, departing and
destination ports. Since the final result is expresed as the total weight of conected weighted
graph, the input parameters are all weights and therefore real values are not important. Important
are ratios between determinant parameters. The total weight is expressed with unit-less number.
The port of choice is the port minimum total weight.

Shipping cost. The model is capable to simulate cost for many different types of vessel,
but we chose Panamax size type of vessel, with GRT of 50350 tones, capacity of 4200 TEU and
cruising speed of 21 knots.

Departing ports. Eventhough the model is capable to handle more ports on departure and
destination side, we have chosen five of very frequently ports uniformly distributed over the
South East Asia and East Asia. The Port of Singapore, Honk Kong, Busan, Kaohsiung and Port
Klang are the ports, which are often used for transporting goods in Europe.

Destination ports. For the destination port we have chosen five ports uniformly
distributed over the North Adriatic and three ports in Northern Europe. The candidate ports are
Koper, Rijeka, Trieste, Venezia, Ravenna, Rotterdam, Hamburg and Bremerhaven.

Production points. Virtual production points are uniformly distributed over the South
East Asia and East Asia.
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Consumption points. For consumption point we have chosen four big consumption
centers uniformly distributed over the Bavaria, i.e. Regensburg, Miinchen, Ingolstadt, Niirnberg.

Sailing time. We have calculated sailing time using online distance calculator searates and
expressed them in days. We took in account the most common cruising speed for this kind of
vessel of 21 knots.

Preference rate. We have calculated the preference rate using the analytic hierarchy
process, presented by Saaty as explained in AHP [12]. We have ranked our five departing and
eight destination ports according to eleven different criterions, which are the essence of
criterions explained in papers [5, 1, 8] or [9, 15] and others. To get the data we have made a
survey of several logistics providers, shippers, shipping lines and reatilers. We used a separate
questionnaire for departing and destination side.

5 COMPUTATIONAL RESULTS

In order to calculate the results upon the model presented above we have build simple
application of the model using Optimization Modeling Software LINGO 14.0. AHP analysis
was done by using Matlab interactive environment for numerical computation. The results are
shown on the table 1.

Table I: The results, the port of choice is marked with number 1.

||Koper Rijeka Trieste Venezia Ravenna Rotterdam Hamburg Bremerhaven

Cpm (ds) 34033 35814 37164 35630 34095 43052 35900 36350
rank 1 4 7 3 2 8 5 6

_\.l‘ - - _ _ _ _ _
PR 0.097  0.095 0.106 0.101 0.1 0.168 0.167 0.166

D,

rank 7 8 4 5 6 1 2 3

_ _ - _ _ .\f! _ _
W2> c 3727 3861 3375 3795 4388 2701 2533 2652
rank 5 7 4 6 8 3 1 2

- - - - - - ‘\r" -
Wob, 560 639.6 535 587 780 641 665 639.7
rank 2 4 1 3 8 6 7 5

- - \j - - - - -
STSf‘S’. 21 24 20 22 30 24 25 24
rank 2 4 1 3 5 6 8 6

_ _ .\f _ _ _ _ _

From the results we can se that the port of choice is really the trade off between the overall
operating cost and other involved factors. For instance the winner, port of Hamburg, has
enormously greater cost than many other competitors, but also grater preference rate. The
sailing time is also the longets but the cost of land transport and PR compensate this
disadvantage.
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6 CONCLUSION

Graph in figure 1 represents the Port Choice problem as a discrete optimization problem by
combining the subjective and objective factors. Mixed Integer Linear Program on the basis of
these factors, calculates the optimal Port of Choice according to the given constraints.

The results obtained from the model can be an excellent base for a variety of policy
decisions for port authorities, state or other decision-makers. The results show that despite the
favorable geographical position of the North Adriatic ports North European ports win due to
higher Preferance Rate and also because of good land transport connections. Conclusion for the
North Adriatic Port Authorities should therefore be that they need to put a lot effort to increase
the preferance of chossing North Adriatic port to Bavarian costumers, but this is already the
matter for next papers.
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Abstract: In this paper we consider a generalization of thkdwitz's Mean-Variance model under

linear transaction costs and cardinality constsaifibe cardinality constraints are used to limé th

number of assets in the optimal portfolio. The galieed model is formulated as a mixed integer
guadratic programming (MIP) problem. The purposetho$ paper is to investigate a continuous
approach based on difference of convex functior@) ([rogramming for solving the MIP model. The

preliminary comparative results of the proposedagpgh versus CPLEX are presented.

Keywor ds: portfolio selection problem, mixed integer prograimgy DC programming.
1 INTRODUCTION

Let us suppose that we are given a certain amdumiboey to invest. The investment must
be done in a given set of assets or stocks. Eaghoivdiversifying this amount of money
between the given assets is callggbéfolio [3]. The objective is to find a way to invest the
money in the best possible way, which is calledap&mal portfolio. This problem is known
as theportfolio selection problem and it has been widely studied. Particularly, Mavkz
[11] was one of the first researchers who provideglantitative framework for finding the
optimal portfolio. Markowitz [11] introduced therfeous Mean-Variance (MV) model. The
MV model is based on the expected return and thanee of returns between the assets [3].
The variance of returns is defined as the risk andthis context; the objective of the
portfolio selection problem consists of finding teet of portfolios offering the minimum
level of risk for a given level of return. In order find such portfolios, Markowitz proposes a
convex quadratic programming (QP) model that is M¥ model. This model has been
widely used in practical applications. In spitetbis fact, the standard MV model suffers
from several inconveniences, for example, the M\detadoes not contain some practical
constraints such as cardinality constraints, thlokeshconstraints, or transaction costs
functions. In fact, while an investor purchasesalts a stock, an extra charge will be made
as thetransaction costs. These costs must be taken into account in oxdrave realistic
portfolio optimization models. There are differdatms of the transaction costs functions:
linear, piece-wise linear, step-wise linear funetipetc. Thecardinality constraints limit the
number of assets the optimal portfolio. The stathdd¥ model is generalized by introducing
these constraints [1-3]. The new model will be xeadiinteger program (MIP) that is no
more a convex programming problem. Due to the hesslof solving the MIP models, one
needs to use local approaches that provide higlityjgalutions.

In this paper, we focus on solving the problem aitjolio selection under cardinality
constraints in the presence of linear transactmsiscthat are proportional to the amount of
the transactions. As the solution approach, a Idetgrministic method based on difference
of convex functions (DC) programming and DC Algonits (DCA) is used. This approach
has been firstly introduced by Pham Dinh Tao inrtpeeliminary form in 1985. They have
been extensively developed since 1994 by Le Thii Amaand Pham Dinh Tao (see e.qg. [7,
8, 12]). Due to successful application of the D@a&lthms for solving many large-scale
mixed 0-1 programs (see, e.g., [4, 6, 8, 9]), a &gbrithm is developed for solving the
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generalized MV model. For testing the efficiencypobposed algorithm, we compare it with
the results of the standard solver CPLEX.

The paper is organized as follows. After the intrcttbn, we present in Section 2 the
model of the portfolio selection problem under @aatity constraints and linear transaction
costs functions. Section 3 deals with DC prograngnthe reformulation of the proposed
model in term of a DC program, and a special ratibn of DC algorithms to the underlying
portfolio selection problem. Section 4 is devotedthe experimental results and some
conclusions are reported in Section 5.

2 PORTFOLIO SELECTION PROBLEM UNDER CARDINALITY CONSTRAINTS

First of all, let us remind the famous Markowit¥kean-Variance model for the portfolio
selection problem [3, 11]. Let be the number of available stocksbe the mean return of
stock i (for i=1,....,n). ROO is the expected level of portfolio return a@ is the
variance-covariance matrix computed by using th&ohical returns of the assets. The
decision variablex; is the proportional of the capital to be investedhe stockj . Using

these notations, the standard Markowitz's Meanavi@e model is:

n
(P ): min{xth: XT=RY X =1x = O}.
j=1

This formulation is a simple convex quadratic pesgrfor which efficient algorithms
are available. In this MV model, one minimizes thsk (i.e., x'Qx) by ensuring the
minimum level of portfolio returrR .

In this paper, we study the generalized MV modeirigoducing realistic terms into
the model. Particularly, we introduce the trangactiosts and the cardinality constraints. The
transaction costs are the amount of money that ieigtaid after each transaction (either
purchasing or selling any stock). We suppose thatttansaction costs are linear functions
proportional to the amount of transactions. Furtiae, the cardinality constraints are
introduced into the model to control the numbestoicks representing the optimal portfolio.
In order to define the cardinality constraints, meed to define the binary variables (for

j=1....n). We definez, =1 if and only if the stockj is included in the optimal portfolio
and x; O[a;,b;], (where 0< a; <b; <1 are lower and bounds, respectively), otherwise,
will be equal to 0. Furthermore, we are going te thee following complementary notations:
 c¢,,c,00" the transactions costs vectors for purchasing aafling stocks,
respectively. We suppose that the transaction @stproportional to the amount of
the transactions;
* X,X, 00": vectors of the purchasing and selling varialblespectively;

e« POO": the current holding portfolio of the investor;
e XOO": the benchmark portfolio;

e z[O0O": the vector of binary variables, that are usedffomulating the cardinality
constraints;
e card: the cardinality parameter defining the numbertloé stocks in the final
portfolio.
The generalized model is as follows:

(Para):
min (x—X)'Q(x—X) (1)
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Subject to:

(X=X)'r = (Cy X%, +CX) 2 R, 2)
P+x, — X, =X, 3)
2% =1 (4)
=1

>z, =card, (5)
=1

a;z; <X;<bjz; 1 j=1....n, (6)
z, 0{0g}: j =1,...n, X, %, = 0. 7)

By solving this problem, one minimizes the totakriassociated with the portfolio to
change the current positidd to the optimal portfoliox” by purchasing X, ) some stocks or

selling (x,) them (constraint (3))XxCO 0" represents the benchmark portfolio that can be
ignored by taking it equal to zero. It has no caliedle in our model. The current situation of
the portfolio is defined byP, that can be taken equal to zero, as well. The shount of
paid transaction costs are computed (byx, +c.x.) . The model ensures that the optimal

portfolio has an expected level of return denotgdrbafter subtracting the transactions costs
(constraint (2)). The constraint (4) means thatathe@mount of wealth must be invested in
the stocks. The cardinality and bounding constsaiate ensured by (5) and (6). The
remaining constraints say which variables are ocowtis or binary.

It is well known that(Pcard) is a Mixed Integer Program (MIP) that is an NPehar
problem. Due to this fact, one cannot use exacthoust for solving this problem;
particularly, if the dimension of the problem (j.a) is large. In the literature, different
alternative methods have been proposed for solvigy variants of MV model under
cardinality constraints (see e.g., [2,3,5,9]). His tpaper, we investigate a solution approach

based on DC programming and DC algorithms for sgi{P,., ).
Before introducing the DC formulation ofP,,), a brief introduction to DC

card

programming and DC algorithms is given in the faillog section.
3 SOLUTION METHOD VIA DC PROGRAMMING AND DC ALGORITHMS
3.1 DC Programming: A Short Introduction

In this section, we review some of the main defami$ and properties of DC programming
and DC Algorithms (DCA); wherd)C stands fouifference of convex functions.
Consider the following primal DC program

(P.): B, =inf{F():=g()-h(x):x00"}

where g and h are convex and differentiable functiors(.) is aDC function, g andh are
DC components of F(.), andg - h is called aDC decomposition of F(.).

Let C be a nonempty closed convex set gnd be the indicator function o€, i.e.,
Xc(X) =0 if xOC and+o otherwise. Then, one can transform the constrgpneldlem

inf{g(x) - h(x) : xOC},
into the following unconstrained DC program
inf{f (x) = ¢(x) ~h(x): x0O"},
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where ¢(x) is a convex function defined bg(x) := g(x) + x. (x). Hence, without loss of
generality, we suppose that the primal DC prograomiconstrained and in the form( C).
For any convex functiorg, its conjugate is defined by’ (y) = sup{(x, y)— g(x):x0O D”}
and the dual program ¢P,_) is defined as follows
(Dg): B, =inffn’ (y)-g"(y):yOD"},
One can prove thaf, = B, [12].
For a convex functiord and x, [l dom & := {x[] O":6(x,) < +oo}, the subdifferential ot
at x, is denoted by &(x, and is defined by
06(x,) = {yD 0" :8(X) 2 6(X,) + (X=X, y),0x0O 0 “}.
We note thatod(x, )is a closed convex setii” and is a generalization of the concept of
derivative.
For the primal DC progranﬁPdc) and x"00", the necessary local optimality condition is
described as follows
oh(x’) O ag(x").
We are now ready to present the main scheme db@e&\lgorithms (DCA) [12] that

are used for solving the DC programming problenie DC Algorithms (DCA) are based on
local optimality conditions and duality in DC pragnming, and consist of constructing two

sequence&x'} and {y'}. The elements of these sequences are trial sotufar the primal
and dual programs, respectively. In fa{x,'*l} and {y'*l} are solutions of the following
convex primal progranfR ) and dual progran{D, ,), respectively:
(R): inf{g(x)—h(x')—<x—x',y'>:xDD”},
(D) infh (v)-g"(v) - (y-y',x"): yoO"}

One must note that(R) and (D,,,)are convexifications of(P,) and (D),
respectively, in whicth andg” are replaced by their corresponding affine mirations. By
using this approach, the solution sets (#f,) and (D, ) are ag"(y') and oh(x'**),
respectively. To sum up, in an iterative schemeAD#kes the following simple form

y' Ooh(x'); X"t 0ag" (y').

One can prove that the sequenc{ags(x')—h(x' )} and {h*(y')—g*(y' )} are

decreasing, and {x'} (respectively, {y'}) converges to a primal feasible solution

(respectively, a dual feasible solution) satisfyitige local optimality conditions. More
details, on convergence properties and theordimsik of the DCA, can be found in [12].

3.2  Reformulation of the problem

The model(P,,, ) is not in the form of a DC program. In order téorenulate (P, ), we use
an exact penalty result presented in [10]. The ggsaonsists of formulatin@:’m) in the

form of a convex-concave minimization problem witmear constraints which is
consequently a DC program. In order to simplify ti¢ations, let us define
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(X Xy, X, 2) OO X [01]" 1 )" %; =L (X=X)'1 = (CyX, +CeX,) 2 R P+ X, — X, =X,
A= =

>z, =card,a;z; <X, <b;z;:j=1...,n
=

Using this notation, théP_,) is transformed to

min{(x— X)' Q(x=X): (X, %, X, 2) DA Z, 0{o}: Dj}. (8)
Define the penalty functioar(.) by a(x, X,,X,2) = Zn:zj @-2z;). Clearly, a(.) is a concave
function with nonnegative values oh and the feaslitl)le solutions’ set of (8) can betamias

{x %5, %, 2) O Az, {03 : Djf ={(x, X,, %, 2) O A, @ (X, X, %, 2) < O}.
Consequently, (8) can be written as

min{(x -X)'Q(X—X): (X, X,, X, 2) O A a (X, X,,X,,2) < O}. 9)
Since (x—X)'Q(x—-X) is convex andA is a bounded polyhedral convex set, according to
[10], there is@, = Osuch that for any > g,, the program (9) is equivalent to
(P,q —DC): min{F = (X=X)'Q(X—X) +8a(X,X,,X.,2) : (X, X, X, 2) [ A}. (20)
The function F is convex in variables, x,,X; and concave in variables. Hence, the
objective function of (P, —DC) is a DC function. A natural DC formulation of the
problem (P, - DC )is

ard
g(X, Xy, Xs,2) = (X=X)' Q(X = X) + XA (X, X,,Xs,2) andh(x,x,,X,,2) := HZZJ-(ZJ- -1,
j=1

where y, is the indicator function oveA, i.e., x (X, X,,Xs,2) = 0if (X,%,,X;,Z)0JA, and
+ 00, otherwise.

3.3 A DCalgorithm for solving (P4 — DC)

According to the general framework of DC algorithme first need computing a point in the

subdifferential of the functiom defined byh(x, x,, X, 2) := HZ z,(z; -1). This is done by:
j=1

(u,uf,ud vy Oon(x, xk, x5, 24) = u*=uf=uf=0 v*=60z"-1. (11)

Secondly, in order to computex™, xf*, x¥**, "y Oag” (u*,uf,u¥,v*), we need to solve

the followingconvex quadratic program:
min{(x -X)'Q(x-X) —<(u",ut',‘,u's‘ V), (X X, X z)> (X X5 X, 2) O A}. (12)
To sum up, the DC algorithm for solvin®.,,, — DC cpn be described as follows:
DC Algorithm for solving (P4 — DC)
1) Initialization: Let & be a sufficiently small positive number, Ilet
(x°,xg,x2,z2°)00% x[01]", and sek =0;
2) Iterations: For k = 01,2,...., setu® =uf =u¥ =0, v¢ =6(2z“ -1), and solve (12).
3) Stopping criterion: |If H(x"*l,xt'jﬂ,x's‘*l, z**) —(x",xt‘j,x's‘,z")u <&, then stop,

(X, xS xE, 24 is a solution, otherwise s&t — k +1 and go to the Step 2.
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4 COMPUTATIONAL EXPERIMENTSAND RESULTS

The algorithm has been tested on two benchmarksddsathat have been already used in [2,
3, 5]. These data sets correspond to weekly pgoesing from the indicesdang Seng in
Hong Kong andDax 100 in Germany. The numben of different assets is 31 and 85,
respectively. We suppose that = 005 andb; = 1.0 for both indices. Furthermoré) is set
to be 2.0, £ is equal t0107°, P,=0 and X, =1/n(for j=1..,n), c,c, = 0.1%of
transaction (buying/selling), and finally the valoéR is chosen in a way to get feasible
models. We have tested DCA and the standard IFRestBM CPLEX for different values of
the cardinality parametetard . A time limit of 1200 seconds has been set on the IP solver
IBM CPLEX. In order to find a good initial solutiofor DCA, we first solve the relaxed
problem of(Pcard). The solution may not be integer, hence we roym@ach nonzero value
to get an integer point.

In Tables 1 and 2, we give the results for two abered data sets. In these tables, the

number of iterations of DCA, the computing timeseconds (CPU), and the solution values
(Optimal Val.) obtained by each of the methodspmesented.

Table 1: The results for the index Hang Seng in Hong Kong.

card CPLEX DC Algorithm (DCA)
Optimal Val. | CPU(s.) Optimal Val} CPU(s.) Iteratfon

5 0.000080 4.031 0.000110 0.094 3
6 0.000062 10.297 0.000095 0.094 4
7 0.000052 29.500 0.000084 0.110 4
8 0.000043 54.485 0.000084 0.110 4
9 0.000038 107.860 0.000051 0.093 4
10 0.000033 154.546 0.000044 0.109 4
11 0.000029 140.562 0.000042 0.125 4
12 0.000026 48.235 0.000027 0.094 4
13 0.000022 21.141 0.000025 0.110 4
14 0.000020 9.906 0.000024 0.109 4
15 0.000018 3.094 0.000023 0.094 4

Table 2: The results for the index DAX 100 in Germany.

card CPLEX DC Algorithm (DCA)
Optimal Val. | CPU(s.) Optimal Val} CPU(s.) Iteratgon

5 0.000071 1201.969 0.000114 0.343 4
6 0.000057 1201.157 0.000078 0.344 4
7 0.000050 1201.422 0.000072 0.360 4
8 0.000041 1201.297 0.000060 0.375 4
9 0.000037 1202.016 0.000056 0.344 4
10 0.000030 1201.500 0.000101 0.359 4
11 0.000029 1201.281 0.000068 0.360 4
12 0.000027 1201.282 0.000083 0.344 4
13 0.000026 1201.343 0.000050 0.359 4
14 0.000021 1201.110 0.000041 0.375 4
15 0.000020 1200.938 0.000038 0.359 4
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The computational results show that DCA gives adgapproximation of the optimal
solution within a very short time. The running tinseless than 1 second and the number of
iterations is at most 4. It is interesting that thest of the values provided by DCA are exact
until 4 or 5 digits after the point. When we congé#ite computational time that Cplex needs
to find the solutions and the CPU time of the DGAe achievements of the algorithm
become more interesting.

5 CONCLUSIONS

In this paper, a new approach for solving the ptidfselection problem has been presented.
Instead of the standard Markowitz Mean-Variance jMybdel, we have used an extension
including the cardinality and bounding constrairitarthermore, the extended model takes
into account the linear transaction costs functidiee extended portfolio selection model is
nonconvex and, consequently, very difficult to solly existing algorithms. We have
transformed the model to a DC program and devel@ééterministic approach based on
DC programming and DC algorithms (DCA). Preliminamymerical simulations show the
efficiency of the proposed approach and its inesp@mess in comparison to the standard IP
solver of CPLEX. The good results make it possiblextend the work to larger dimensions
and combining the DC algorithm with exact approacimeorder to have a guarantee on the
quality of the solutions. The work in these direns is currently in progress.
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Abstract. We propose a powerful new method for numerical estimation of the bound-
ary solutions of linear differential inclusions. It combines a classical uniform grid method,
which is generally computationally very expensive, with a much more efficient adaptive
grid method. We provide an algorithm and demonstrate the method on a numerical
example.

Key words. interval matrix differential equation, interval matrix, numerical solution

1 Introduction

To model uncertainty in parameters corresponding to linear dynamical systems, convex
sets of matrices are often used. They have been successfully applied, for instance, in
modelling of discrete time Markov chains with uncertain parameters (see [2, 3, 6, 7]).
In the present article we apply similar methodology for continuous time models. The
problem is a special case of differential inclusions used for modelling general uncertain
systems [5]. We will propose a method for effective computation of differential inclusions
where the multivalued maps are induced by convex sets of matrices.

The structure of the article is the following. In the next section we give an exact
formulation of the problem. Then in Section 3 we propose two numerical methods. The
first one is a slightly improved uniform grid method, which in general requires a large
number of optimisation steps, and the second one is an adaptive grid method that vastly
reduces the required number of optimisations. To make them functional, both methods
then have to be combined, resulting in the algorithm presented in Subsection 3.3. We
finish with a numerical example in Section 4.
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2 Linear differential inclusions

Differential inclusions (see e.g. [5])
i € F(x), (1)

are generalisations of a differential equations, where F' is a set-valued map. Mostly, we
are concerned with the sets of all possible solutions satisfying some initial conditions.
Differential inclusions are mainly used in the theory of dynamical systems to model
uncertainty in parameters of differential equations. Specifically we will restrict to the
family of linear differential inclusion of the form

r € Qu:={Qx: Q€ Q}, (2)

where O stands for a set of matrices. Moreover, we require that Qz is of the form
[z,7] = {z: z < x < T}, where z < T and the inequality is componentwise, i.e. z; < ;.
This convention will be adopted throughout the article. A property that ensures the
above requirement is that the set of matrices has separately specified rows (see [6]). Such
sets of matrices are sometimes called rectangular sets of matrices (see e.g. [1]). That is,
a set of matrices is said to have separately specified rows if Q = H:;l Q; where Q; are
sets of matrix rows.

The main purpose of the present article is to provide numerical methods for com-
putation of the sets of solutions for general interval valued linear differential inclusions.
Let X denote the set of all possible solutions z of differential inclusion (2) satisfying
x(0) = x, where x, is a given initial vector. That is

X ={z: Ry - R": 2(0) = xg, 2(t) € Qu(t),Vt > 0}.

Moreover, let X(t) = {z(t): + € X'} denote the set of solutions corresponding to a
specific time point. Thus, X'(¢) is a subset of R™. Moreover, it is of the form of an
interval vector X (t) = [z(t),Z(t)]. We will call z(t) and Z(t) the minimal and mazimal
solutions of linear differential inclusion (2) satisfying the initial condition, as themselves
are also solutions of this differential inclusion.

The minimal and maximal solutions satisfy the minimal and maximal differential
equations

o 3
& = min Qz (3)
and
z = 7. 4
TR W

The calculation of the above minima and maxima is done through linear programming.
Therefore at every time ¢ we have a maximizing (or minimising) matrix Q(¢) € Q such
that Q(t)7(t) = maxgeg QT(t). Though, the matrix Q(¢) is in general unknown until
Z(t) is known. Besides, there is usually no analytical way to find Q(¢) and Z(t) directly,
whence numerical methods are needed.
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3 Uniform and adaptive grid methods

Our goal is development of numerical methods for solving equations (3) and (4). Ac-
tually, we have obvious symmetry between the equations, and therefore we will only
consider the equation (4) corresponding to the maximal solution.

A common approach to computation of sets of solutions of differential inclusions is
to divide the time interval of interest, say [0, 7] into small enough subintervals, where
the value of Q(t)x(t) is approximately constant. The solution at point ¢;; is then
approximated by

T(tiv1) = 2(t;) + (i — ) Q)T (L) (5)
At each step an optimisation problem has to be solved to find the maximising matrix
Q(t;) from Q.

The convergence to the exact solution using this approach, which belongs to the
family of discretisation methods (see e.g. [4]), is in general slow. Therefore, the number
of optimisation problems needed to be solved is in general very large.

To estimate the errors of approximations, we use vector and matrix norms. Thus,
let ||z|| denote any norm in R", and ||@|| the corresponding operator norm of the matrix
Q. For a set of matrices we define || Q|| = maxgeo [|@Q|l-

3.1 An improved uniform grid approximation

Clearly, the solutions of equation (2) are all continuous, including the minimal and
maximal one. Therefore we may expect that Q(¢;)Z(t) is close to Q(t)Z(t) for t € [t;,t;11],
and then 7 (t) = e~t@W)x(¢;) for t € [t;,t;11] is also an approximation of the solution
of eq. (4). Moreover, as Q(t;) € Q, this approximation is also itself a solution of eq. (2),
which may not be the case with (5). It is also possible to analytically estimate the error
of the approximation with 2, which for some ¢t € R, is bounded from above by

K
g(t) = m(eth —1) + M E,, (6)
where M = ||Q||, N is the size of partition, Ey the error of initial estimate and

K = TM>T||zol[eM”,

where T is the length of the interval where approximation is calculated. The error of
the approximation is thus O (%), but still N has to be very large in general to achieve
a prescribed accuracy.

3.2 An adaptive grid approximation

The main drawback of the uniform grid approximation method is its computational
cost. To overcome this problem we present another method that significantly reduces
the number of points where maximizing matrix needs to be calculated. We exploit
the fact that the set of matrices contains a finite number of extreme points, which
suggest that the maximizing matrix function Q(¢) is piecewise constant. That is that
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the matrix maximizing expression Q7(t) will likely maximize this expression on some
interval following ¢.

Now suppose that we have an approximation of Z(¢) and that we know that Q(¢)Z(t') =
maxgeg QF(t) for every t < ¢ < T. Then clearly Z(T) is equal to eI =990z (¢). The
method is applicable even if Q(t) is only approximately constant on given interval.
More precisely, the following holds. For simplicity assume that the interval of interest
is I = [0, 7], and set Q@ = Q(0). Now denote

NS (tg) Z(0). (7)

k=0

Note that z,,(t) converge to e'@Z(0). If Q(t) is approximately constant on I then z,(t),
for large n, is approximately equal to the solution of eq. (4). There is an elegant way
to estimate the error of this approximation, as follows. Let ey be a constant satisfying

gleag Qun(T) — an(T> < Mey,

for every 0 <n < N, where M = ||Q||. Further we have that

5 TM)N+!
Clearly éx can become arbitrarily small for large enough N. Now the error of approxi-
mation of Z(t) with e!9Z(0) is bounded with

(QéN + BN)(GMt — 1) + EoeMt, (8)

where Ej is the error of initial estimate. So if ey can be kept sufficiently small for large
enough N, then the error can be kept within prescribed bounds.

3.3 Combining the uniform grid and the adaptive grid methods

Both, the uniform and the adaptive grid methods have advantages and disadvantages.
The advantage of the former is its universal applicability, but suffers from high compu-
tational cost; and while the latter one is computationally very efficient, it has limited
applicability. With a proper combination of both methods we propose a powerful method
that makes use of the adaptive grid method on the intervals where this is possible and
to bridge between those intervals uses the uniform grid method.

We propose an algorithm that determines the intervals where adaptive and uniform
grid methods respectively are more suitable and calculates the maximal solution with
required precision. The main steps of the algorithm are described in Algorithm 1.

The basic concern of the algorithm is to keep the error within required bounds. This
is a non-trivial task, because it is impossible to know in advance how many steps will
be required to complete the calculations. The error bounds (6) and (8) suggest that the
error can be bounded by a suitable exponential function.
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Algorithm 1 Finding the maximal solution.

1: procedure MAXIMALSOLUTION(z(0), @, T, Frax)

2 tetart < 0 > start of the interval
3 teng < T > end of the interval
4: while tg,.t <1 do

5: if teng — tstart > D then > D is a given constant
6 if ApplicableAdaptiveGrid(¢sgar, tena) then

7 [(tena), E(tena)] < AdaptiveGrid(tspart, tend)

8 > new solution and error estimate
9: tstart — tend

10: tenga < T

11: else

12: tond ¢— Btarttlend

13: end if

14: else

15: [(tend), E(tena)] < UniformGrid(¢seart, Lend)

16: > new solution and error estimate
17: Tstart < fend

18: tenga < T

19: end if

20: end while
21: end procedure

Given an interval, say [0, 7] we thus require that the error at time ¢t € [0, 7] is below
aePMt where o and 3 are suitable constants. The equations (6) and (8) suggest that
the value of 8 must be at least equal to 1, and « is then calculated as Eyaxe ?M?, where
Eax is the required maximal error.

The next thing to decide is when the interval [tstart, tena] is short enough to go with the
uniform grid method. A reasonable criterion would be that the number of the optimisa-
tion steps required by the uniform method is smaller than a multiple (usually between
2 and 5 times) of the number of optimisation steps needed to test the applicability of
the adaptive grid method.

4 Example
We now report the results of a simple numerical simulation. Let
-0.7 03 04 1
Q= 02 =09 07| andzg= | 1
0.5 05 —0.1 0

Consider the set Q of all matrices with row sums equal 0 between () —0.1EF and Q+0.1F
where E is the matrix of ones. Clearly, Q is a convex set of matrices. We have that
19|l = 1.75. We will estimate the boundary solution satisfying (4) and T(0) = z( on
the interval [0, 1] with maximal allowed error 0.01.
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With the uniform grid method, according to eq. (6), we would need approximately
160000 steps. We have actually run a simulation with the combined method imple-
mented, which took 355 optimisation steps, including those needed to test the applica-
bility of the adaptive grid method. The resulting upper bound is

7(1) = [0.7435 0.6165 0.1767]"
and the lower bound is
x(1) = [0.5087 0.3528 — 0.1802]".

A more detailed analysis of the performance of the algorithm shows that the uniform
grid method was applied on those intervals:

[0,0.0039], [0.0078,0.0117], [0.0117,0.0136], [0.0897,0.0933]

[0.2562, 0.2620], [0.2620,0.2678], [0.2792,0.2848],

whose total length is 0.03. On all other intervals, whose total number is 9, the adaptive
grid method was used. The degree of the reduction of computational requirements was
similar for various randomly generated examples, and surprisingly it is not substantially
affected by the number of extreme points of the set of matrices.
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Abstract: We are interested in a single machine scheduling problem, where each job must
either be scheduled within a given time window or rejected. The objective to minimize is
the sum of tardiness penalties, release dates reduction costs (earliness penalties), and setup
costs. We also take into account sequence dependent setup times. To tackle such a problem, a
greedy heuristic and a tabu search are proposed. Due to time window constraints, feasibility
has to be maintained after each move of tabu search, and we compare four repairing methods.
Keywords: scheduling, earliness penalties, abandon costs.

1 INTRODUCTION

When the production capacity of a company is overloaded, all received orders cannot be per-
formed on time. It then makes sense to reject some of them. Following customer requirements,
a due date corresponds to the date at which an order has to be delivered. Late deliveries lead to
customers dissatisfaction, which is modeled by a tardiness penalty. Such tardiness penalties are
quadratic functions depending on the completion time of the job. The deadline corresponds to
the point in time where the dissatisfaction associated with the rejection of the order, modeled
by a rejection penalty, is equal to the dissatisfaction of delivering late. In other words, it is
preferable to reject the order to allow the client to get its goods by another supplier.

Usually, according to the scheduling terminology, no job can be scheduled before its
associated release date. It often corresponds to the date at which all necessary raw materials are
ready to be used. In contrast, we consider here the situation where release dates can be reduced
(but remain integer). This incurs a cost, modeled by an earliness penalty, which is a quadratic
function depending on the starting time of the job. Obviously, there is a lower bound and no job
can start before its available date. Two situations, where the use of controllable release dates is
relevant, are identified below.

1. As explained in [9], it may be profitable for the manufacturer and its suppliers to coop-
erate. In some cases, a supplier can allow to deliver raw materials earlier, which reduces
the release dates. In counter part, the manufacturer will pay a higher price, which creates
a win-win situation.

2. Production systems are often slowed down by a single bottleneck machine. In a flow shop
environment, each job has to pass through a predefined sequence of machines. Release
dates on the bottleneck machine can be reduced by speeding up the jobs preceding the
bottleneck stage. This can be done by assigning more resources to these tasks (gas, elec-
tricity, human resources,...). A possible application is in the steel industry, where metal
has to be heated up before to be rolled [5].
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We moreover consider sequence depend setup times and costs between jobs of different
families. They correspond to the time and costs (salaries and materials) associated with machine
tunings between two successive jobs.

The considered problem (P) can be formally stated as follows. A set of n jobs is given,
a subset of these jobs have to be selected and scheduled on a single machine which can handle
only one job at a time. For each job j, the following data are given: a processing time p;, an
available date 7}, a release date r;, a due date d;, a deadline Jj, and a rejection penalty u;. Let
C; and B; respectively denote the completion time and the starting time of job j. In a feasible
solution, each accepted (i.e., not rejected) job j satisfies C; < J] and B; > r;. The earliness
and tardiness penalties are respectively given in Equations (1) and (2), where w and w’ are
integer parameters.

‘ N wj'<Tj—Bj)2 lfB] <Tj
E;(B;) = { 0 otherwise (1)

w’ - (C; — dj)? if C; > d,

() — J J J J J
T;(C) { 0 otherwise 2

Between two consecutive jobs j and ;' of different families F' and F”, a setup time spz
must be performed and a setup cost cppr 1s incurred. Preemptions are not allowed and it is
possible to insert idle time in the schedule. The objective function to minimize is the sum of
the three following components: (1) the setup costs ¢; ;» between every successively performed
jobs j and j'; (2) the rejection penalties u; associated with each rejected job j; (3) the earliness
and tardiness penalties [/; + T} for all accepted jobs j.

Note that the basic problem of scheduling jobs on a single machine to minimize setup
costs is equivalent to the traveling salesman problem, which is NP-hard [7], and thus (P) is
NP-hard too. As a consequence, heuristics are necessary to solve large size instances of (P). In
[11], a greedy algorithm and a tabu search are proposed for the same problem with regular (i.e.,
non decreasing) cost functions instead of earliness and tardiness penalties. Using non regular
cost functions, as it is the case here, implies however several modifications of the methods. The
paper is organized as follows: a literature review is given in the next section, a greedy heuristic
and a tabu search approach are proposed in Section 3, whereas Section 4 presents the performed
experiments. Finally, a conclusion ends up the paper.

2 LITERATURE REVIEW

The range of problems consisting in selecting a subset of given jobs, and schedule them to
minimize rejections and some other costs, are called order acceptance and scheduling problems
(OAP). It has been studied in various scheduling environments, and a review is given in [10].
Such problems are particularly relevant in make-to-order production systems [15].

A problem related to (P) is studied in [6] and [14]. It consists in a single machine schedul-
ing problem with release dates, deadlines, and sequence dependant setup times. The objective
is to maximize the sum of the gains associated with each performed job, minus a weighted tar-
diness penalty. The authors propose a MILP (mixed integer linear programming) formulation,
which is able to solve instances with up to 15 jobs, as well as constructive and local search
heuristics. The local search method works in two steps: accept the orders first, then find a good
sequence. The same problem is studied in [1], where the authors state that making simultane-
ously sequencing and order accepting decisions improves the results. Their approach consists
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in a tabu search with Swap moves (i.e., exchange the position of two jobs). Note that in their
version of Swap, it is allowed to exchange a performed job with a rejected one.

Earliness and tardiness penalties have captured a lot of attention due to their correspon-
dence with the just in time paradigm. In [13] is mentioned that the use of quadratic tardiness
functions is appropriated to model customers dissatisfaction. In [12] is studied the single ma-
chine scheduling problem consisting in minimizing quadratic earliness and quadratic tardiness
penalties. The authors emphasize that quadratic penalties avoid situations in which only a few
jobs contribute to the objective function. On the contrary to most scheduling objective func-
tions, the one considered in this paper is not regular since earliness penalties are decreasing
functions of the completion times. When objective functions are regular, most algorithms solv-
ing a single machine scheduling problem consist in finding an ordered sequence of jobs. From
such a sequence, a schedule is easily built by starting each job as early as possible. In case
of non regular cost functions, the insertion of idle times may decrease the costs. Therefore,
building an optimal schedule when a production sequence is given is not as easy, and can be
time-consuming. There exist a timing algorithm able to compute the optimal starting time of
each job in O(nlog(n)) for the single machine scheduling problem where the function to mini-
mize is the sum of linear earliness and tardiness penalties (e.g., [2]). In [8] is proposed a O(n?)
timing procedure for the problem with quadratic tardiness penalties. In [4] is proposed a dy-
namic programming timing procedure able to browse all neighbors of a solution defined by the
move Swap in O(n®log(n)).

3 A GREEDY HEURISTIC AND A TABU SEARCH FOR (P)

In this section, heuristics are proposed for (P). Subsection 3.1 presents the used timing algo-
rithm. The greedy algorithm and the tabu search approaches are respectively described in Sub-
sections 3.2 and 3.3. Subsection 3.4 gives repairing procedures allowing to maintain feasibility
for both proposed methods.

3.1 Timing algorithm
To solve (P), a solution s is modeled by an ordered sequences of job o (s), and a set of rejected
jobs (s). Given such a solution representation, a timing procedure computes the starting and
ending times of each job of o(s), such that the objective function is minimized. We will adapt
the timing procedure proposed in [4], which is particularly efficient for local search algorithms.
To take into account available dates and deadlines constraints, we set E;(t) = oo if t < 7
and Tj(t) = oo if t > dj, for each job j of o(s). Therefore, an unfeasible solution would give
an infinite cost. As the sequence of jobs is given, setup times associated with jobs of o(s) can
be included in the processing times.

3.2 Greedy algorithm

A greedy procedure is a constructive heuristic. Starting from an empty solution, it builds a com-
plete solution one step at a time. At each step, it performs the decision optimizing the objective.
In line with the results found in [11], the first phase of the method consists in sorting the jobs by
increasing slack time (d; — 7; — p;), where ties are broken by decreasing rejection penalties
(if there remain ties, they are broken randomly). In a second phase, jobs are taken one by one in
the previously defined order, and inserted in the schedule at the position minimizing the costs.
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Note that a job is rejected if it is better than inserting it. The insertions are enforced, that is,
other jobs can be deleted to maintain feasibility. This last point will be clarified in Subsection
34.

3.3 Tabu search

Tabu search [3] is a local search metaheuristic. Starting from an initial solution s, at each iter-
ation, it generates a neighbor solution s’ from the current solution s. The set N (s) of neighbor
solutions of s is obtained by performing moves on s, which are slight modifications of the solu-
tion structure. To avoid cycling, a tabu list forbids to perform the reverse of recently performed
moves. Basically, at each iteration, the best non tabu move is performed. Four types of moves
are proposed for (P): Add takes a rejected job and inserts it in the schedule; Drop takes an ac-
cepted job and removes it from the schedule; Reinsert takes an accepted job, drops it from its
current position, and inserts it elsewhere; Swap, exchanges the position of two jobs in o (s).

Note that all moves are enforced by using repairing procedures described in Subsection
3.4. We designed five different tabu structures. The first forbids to add a dropped job during
t, iterations. The second forbids to remove an added job during ¢, iterations. The third forbids
to move a job which has been added, reinserted or swapped, during t5 iterations. The fourth
forbids to move a job j between its two previous neighbors during ¢, iterations, if j has been
reinserted or swapped. The cost function associated with each job is constant over the interval
[, d;]. This induces plateaus in the search space. To escape quickly from such plateaus, a tabu
status is associated with the cost of the most recently visited solutions during ¢5 iterations: it is
forbidden to visit a solution whose cost is tabu.

3.4 Repairing procedures

Adding a job may lead to an unfeasible solution due to available dates and deadlines constraints.
To maintain feasibility, a repairing procedure must delete some jobs, and the choice of those
jobs is a crucial point in local search methods for OAP. Note that a reinsert move can be per-
formed by a drop move followed by an add move, and a swap move consists of two drops
followed by two adds. As dropping a job cannot lead to unfeasible solutions, we only need a
repairing procedure for the move Add. Assuming that job j is inserted at position p, we propose
to use the three following methods.

Repairing procedure R;. Remove randomly a job adjacent to position p until the insertion of
j is possible. Deleting jobs which are adjacent to the insertion position reduces the shifting of
other jobs, which is expensive with quadratic penalties.

Repairing procedure R,. Let j' and j” be two jobs such that j’ is at the left of p, and j” at
its right. Jobs j' and j” are said to be blocking if by shifting j' (resp. j”) as most as possible
towards the left (resp. right), the insertion of j is still not possible. Ro deletes one of the
closest blocking job to position p (ties are broken randomly) until the insertion of j is possible.
These blocking jobs are likely to be associated with large earliness and tardiness penalties, and
dropping them should not be expensive.

Repairing procedure R 3. While the solution is not feasible, the job whose removal leads to
the minimum cost is deleted.
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4 EXPERIMENTS

To generate a set of instances for (P), two critical values are used: the number n of jobs, and
a parameter o which controls the interval of time in which release dates and due dates are
generated. More precisely, a value Start is chosen large enough, and E'nd is equal to Start +
a ) ;p;. Then, r; is chosen in the interval [Start, End], and d; in [r; + p;, End|. Basically,
methods are likely to reject more jobs in instances having small values for a. n is chosen in
the set {25, 50, 100,200}, and « in {0.5,1,2}. We generated one instance for each pair (n, «).
The weights w; and w;- are randomly chosen in the set {1,2,3,4,5}. ch and r; are chosen is
such that 7;(d;) = E;(r;) = u;. p; is an integer randomly chosen in the interval [50, 100].
As observed in realistic situations, the rejection penalty u; is related to the processing time:
u; = (- p;, where (3 is an integer randomly picked in the interval [50, 200]. The number of job
families is chosen randomly between 10 and 20, setup times and costs are likely to be related
in realistic situations, therefore sgp is chosen in [50,200] and cppr = |7 - Sppr |, Where 7 is
chosen in the interval [0.5, 2]. Note that the cpp’s and the spx’s satisfy the triangle inequality.

Five methods are compared. Greedy refers to the method proposed in Section 3.2. A
preliminary study showed that, for Greedy, it is better to use the timing procedure R, to
compute the costs associated with each position. T'abu; is the tabu search approach as de-
scribed in Section 3.3, using repairing procedure R;. Parameters (t1,to,t3,14,15) are set to
(80,60, 90, 180, 30) for n € {50, 100,200}, and to (20, 20, 15, 25, 10) for n = 25. Five differ-
ent runs where performed for each method on each instance. Average results are presented in
Table 1, where the column Best reports the best result found by any of the proposed methods
for the considered instance. In each cell is indicated the percentage gap between the average
result obtained by the concerned method and the Best.

Table 1: Comparison of the proposed methods
n « Best Greedy | Tabu; | Tabus | Tabus
25 1 0.5 | 115361 0.00 0.13 0.00 0.00
25 1 28602 6.70 0.00 7.39 0.00
25 2 | 149134 0.00 0.00 0.00 0.00
50 | 0.5 | 237414 0.89 2.03 3.62 0.00
50 1 148237 | 12.88 13.12 11.39 4.22
50 2 38899 32.40 2.72 2.55 0.00
100 | 0.5 | 550950 5.36 3.33 4.69 1.11
100 | 1 | 339100 | 23.90 12.77 | 10.95 3.54
100 | 2 31706 | 176.18 | 57.88 | 42.38 | 204.47
200 | 0.5 | 934898 | 22.17 0.94 1.43 10.66
200 | 1 | 473244 | 68.62 3.03 4.62 84.63
200 | 2 42397 | 302.82 | 11.44 | 1245 | 1586.88
Average 28.70 10.22 9.22 23.70

The results clearly show the superiority of tabu search over Greedy, as the gap obtained
by the best tabu search is 9.22%, versus 28.70% for Greedy. Tabu search with repairing proce-
dure R3 obtains the best results for 8 instances over 12, however the results obtained for large
instances are very bad. This is not surprising as Rj is efficient but very slow. The running
time of R3 depends on the number of accepted jobs in the current solution, which is large for
instances generated with large values for n and o. When the number of accepted jobs is large,
T'abus performs a small number of iterations, and the results are not good. This explains the
very bad performance of T'abug on the instance having n = 200 and v = 2. R is slightly better
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than R: their respective average gaps are 9.22% and 10.22%. We would thus advise the use of
repairing procedure R for small instances, and R, for larger ones.

S CONCLUSION

We propose a tabu search and a greedy algorithm to tackle an order acceptance and scheduling
problem with controllable release dates and quadratic earliness and tardiness penalties. The
proposed tabu search method is efficient, but cannot be applied to large instances due to the
lack of speed of the timing procedure. Future works include to propose a way to speed up the
neighborhood evaluation, and to propose hybrid metaheuristics for the problem.
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Abstract: For solving the one-dimensional cutting stock peablwith usable leftover (1IDCSPUL)
exists many methods none of which consider thegmisan of too many usable leftovers (UL) being
returned back on stock after several successivanoss. If the UL are longer than or equal to the
thresholdt they are returned back on stock to meet the fubnders. Since the amount of UL on
stock mostly depends drwe proposed a heuristic algorithm to determinénagdtthreshold and the
optimal number of UL in stock. The results show ¢fffectiveness of the proposed method.

Keywords: inventory management, cost prevention, cutting, blesaleftovers, optimization,
simulation, heuristics.

1 INTRODUCTION

The one-dimensional cutting stock problem (1DCSéuecs in many fields, for example in
steel [1], paper [2], textile [3] and wood [4] irgtties. It is usually demarcated as cutting
longer objects into shorter ones, which are reguinean order [5]. To satisfy the order there
are various possibilities that are called cuttitenp. They diverge in the production of trim-
loss. Decreasing the trim-loss is one of the thenrabjective in solving the 1DCSP [6].

Often other objectives must be taken into accoama@l. When items must be cut into
an exactly required number of pieces, the outcoarelie a high quantity of leftovers in
stock after several consecutive instances. Thevefs that are returned to stock must be
longer than or equal to some threshbl@hey are termed usable leftovers (UL) due torthei
capability to be used again to fulfill the futureder. Leftovers that are shorter represent the
trim-loss. Such a cutting problem is called the HRUL [7].

The main issue in solving 1DCSPUL is the formulated an objective function. The
problem occurs if the trim-loss reduction is théyaronsidered criteria since the bars would
be cut to the threshold and returned back on stock but the UL would urtiatly
accumulate in the stock. Such a situation wouldlteés a high logistics and warehousing
cost and therefore should be prevented.

According to the literature there is no method thvatuld efficiently determine the
thresholdt with aim to prevent the excessive accumulatiotJbfin stock. The purpose of
this paper is therefore to propose a method fovimplthe 1DCSPUL so that UL can be
better controlled.

The paper has 5 sections. Section 2 defines thagmoln Section 3, the solution to
the problem is developed. Section 4 presents thétse Finally, in Section 5, the conclusion
is presented.

2 PROBLEM DEFINITION
To satisfy an order a definite number of bars, #ratalways adequate to fill the order, are
available in stock. They can be of standard andtaoalard lengths. Nonstandard lengths are

UL from previous orders. The order has to be gatish such manner that the trim-loss size
and the amount of UL are minimized. Due to depeodef satisfying the next order on the
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UL from previous instances, the minimization shontd be restricted to a single order, but
should be extended to a sequence of orders. Siapjgroach can be found in [8], but the
study did not take the possibility of controllinget amount of UL in stock into account.
When sequence begins there are only standard kemgtstock. They are considered as
integers. We have used the following notation:

r= number of orders in the sequence.

Is = item lengths irs-th order;i =1, ... ns.

ps= required number of pieces lgf

Ls= bar lengths irsth order;j =1, ... m.

= leftover ofLs.
Xsj= number of pieces d§ having been cut frorhs.
= threshold for the trim-loss. Leftover that &der than or equal tois UL. Leftover

that is smaller thahis trim-loss and is considered waste.

f= factor for which a cost of trim-loss is gredtean the cost of the difference between
the UL produced and used.

The 1DCSPUL is formulated as follows:

r m
minZﬂZﬂ(f@E(Wﬁ+Z%)+5ﬁDJﬁ‘|—%EZﬁ-(Lﬁ—5ﬁ)B/ﬁ) (1)
SN
s.t.
Ls=&-y5ifus-53=10vs-y =1,0]j; Ly = Ly otherwise (2)
N
E=Lly-Yls O O] (3)
i=1
" |
Xsj = Ps Oi (4)
j=1
Xsj = 0, integer i, j (5)
520 0j (6)

For the above model, the following functions aredis

us=1if &<LsOg=tULs =Ly, Oj; ug = 0 otherwise
vs =1if &<LsOog=tULs <Ly, Oj; vs = 0 otherwise
Wsj':].if@<LsJ' D@<tDLsJ':Llj,Dj;WSjZOOtheI’WiSG
z5=1if &<LsUo<tOLs <Ly, Oj; z5 = 0 otherwise

The above formulation represents the minimizatibtrim-loss and the difference between

the UL used and produced rirconsecutive orders. There are no UL from previangers in
stock at the beginning of the sequerge ().
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3 SOLUTION DEVELOPMENT

With respect to the objective function the amouhtUd in stock partially depends on
difference between the UL used and produced aswdtref an optimization method of a
particular order, but mostly on the thresholdowert would result in higher amount of UL.
According to constraint (2) the UL could represargreat share of the stock, which would
lower the stock-to-order length ratio and incretsesize of the trim-loss since there would
be less possible solutions available. In a way esemted paper continues the research
published in [9], where more detailed explanatibthe abovementioned ratio can be found.
Also in the case of highdrthe trim-loss increases due increased trim-lostheraccount of
the leftovers that could be used to satisfy futowrgers. Therefore the main problem is to
determine the threshotg that would deliver minimal value of the objectiumction.

In addition to above explained problem we intraglac heuristic algorithm termed
TOP (Figure 1) for determining threshdilg: and the corresponding number of UL in stock
Uopt. Thus the value of objective function is minimalotose to the minimum. The algorithm
can be applied with the use of any existing metloodolving the 1DCSPUL. In our case [3]
was used. Presented

ho < maxint (maxint is the maximal integer value) (% is the initial value of the criteria function)
h; « 0 (h; is the initial value of the criteria function of the first experiment)
set e (e is the initial value of the threshold 7 and must be low enough that a small increase in #
decreases the value of the criteria function)
tee
set r (7 is the number of problem instances in the experiment. » must be high enough to reach the
point where the amounts of UL used and produced in a single instance are equal.)
g « 0 (counter of experiments)
while /2, - ; > h, (Experiments are repeated while the value of the criteria function decreases. When it
begins to grow, its minimum has been found at A; - ; with the threshold 7,:.)
gegtl
empty stock of nonstandard bars (UL)
set stock of standard bars
repeat r times
generate new order
run algorithm for solving 1IDCSPUL and save the results
generate new shipment of standard bars and add them to stock
add UL to stock
end repeat
calculate the value of criteria function /g
calculate the number of UL in stock (Uy)
t ¢t + A(Ais the step for which the threshold 7 is increased in each experiment)
end while
tpr=e+(g—1) -4
Uppt = Ug -1

Figure 1: The algorithm TOP for selection tf;; andUqp:.

topt andUope are the result of a sequence eandomly generated orders that are satisfied with
item in stock that consists of standard lengths@dhdrom previous orders that are the non-
standard lengths. Thgy, andUgp: do not provide a minimum of the objective functiont
the value that is nearly optimal. Proximity to opdl value rest on two factors, the first
being the method selected for solving the 1DCPShil. the second being, which has to
be such of a size that the too long computatioe isrdisallowed.

The literature does not provide any specific infatimn about which size of instances
may be solved in reasonable time. To verify if mblem can be solved exactly we
performed an experiment using the C-CUT algoritd®].] We were raising the number of
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order items at usualand lowerr and observed whether the optimal solution washean

a reasonable time. The algorithm could not findoptimal solution if the number of order
items was equal to or higher than 21 at usuahd equal to or higher than 37 at lower
Therefore it is possible to conclude that a comiplaraelationship would also be the case
when using modern algorithms, which currently eaabl process up to 100 order items at
usualr. Thus the number of order items at lowewould be a bit lower than 200. The
presented algorithm is able to process approximaielto 900 orders items.

4 RESULTS

To demonstrate the introduced algorithm we analylmd cases with different ratios

between the average bar and item lengths (Tablé-dr).orders generation we used the
problem generator CUTGENL1 [11]. In stock there awe standard lengths (1.000 and
1.100) each consisting of 100 pieces. To highligbtsignificance of the UL we have $¢b

2.

Table 1:Parameters for order generation.

Case1l| Case? Case 3| Case4
Number of different items 20 20 20 20
Interval in which each item is situateq [5, 83] | [6, 146] | [8, 209] | [11, 335]
Number of pieces 125 102 79 34
Number of consecutive orders 30 30 30 30

Instead to generate UL randomly we have used thbadeof simulation in order to obtain
information about the real quantity of UL in sto®Kith respect to parameter valudss set
to 5in Case 1 and to 10 in Cases 2, 3 and 4.

From the results of a proposed algorithm, whica presented in Table 2, it is
possible to conclude that the TOP succeeded imfgytgh: andUop:.

Table 2:Results of TOP.

t 20 25 30 35 40 45
Case 1 Number of UL in stock 3 3 3 3 3 3
Va'“:? ofobjective | 1785 1745 1745 907 907 1,750
unction
t 20 30 40
Case 2 Number of UL in stock 1 1 1
Value of quectlve 2857 2461 2,485
function
t 80 90 100
Case 3 Number of UL in stock 14 1 2
Value of objective | 14 387 g 764 9,129
function
t 120 130 140 150 160
Case 4| Number of UL in stock 18 8 6 4 5
Value of objective | 10 667 18995 17,822 16,320 17,527
function
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Accordingly to the low value df Uq is relatively low and varies from 1 to 4. diverges
from 35, where a minimal value of the objectivedtion is 907, to 150, with a minimum of
the objective function 16,320. Increasing valu¢hef objective function from Case 1 to Case
4 can be attributed to decreasing ratio betweerageebar length and average order length,
which makes the cutting problem more difficult tve.

5 CONCLUSION

We proposed a new for finding optimal threshblahd the optimal number of UL in stock
when solving 1IDCSPUL. We have described the algoriinto details and tested an
introduced method in four cases with differentadietween average bar length and average
order length. The method succeeded in preventi@nohcreased number of UL on account
of higher trim-loss in future orders and thus theréasing inventory costs are avoided.

The parametef is in general dependent on warehouse economics amebtia
decision variable. Researchers that are going talwet further studies in the field of the
1DCSPUL should make testing with the different eslwff and observe what impact it
would have on the results.
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Abstract

We investigate a new niche of applications of operations research: mathematical models
of elementary small-scale decision processes applicable to a large quantity of users. With
expansion of mobile or embedded devices hosting applications supporting such processes,
we expect growing interest in this research direction. Our model formalizes discrete acyclic
decision processes as an acyclic digraph equipped with data acquisition, utility evaluation,
feasibility, and decision functions at each vertex. We establish conditions on the model and
user preferences that allow users to find optimal feasible solutions with no backtracking.

Key words: decision support system, decision process model, acyclic decision process, decision
tree, decision digraph.

1 Introduction

Technological development of the past decades has brought up new challenges to operations
research community. If the original applications mid-way of the previous century stemmed out
of massive scale military applications, growing availability of computing power enabled opera-
tions research and decision support system applications to down-scale in resource-complexity
from governmental to corporate and small business world, and on the other hand up-scale in
model complexity due to the growing availability of computing power. Recent developments in
ubiquitous computing [1], embedded computing [12, 13|, and internet of things [2] show that,
for instance in a cell phone, each person can have at her disposal the computing power that was
not available in personal computers a decade ago. This is generating the opportunity and need
for operations research community to address personal-scale optimization problems that yield
sufficient benefit to the individuals involved to generate interest, yet through massive deploy-
ment in personal applications bring justification to costly model development and deployment.
Some research in this direction has already been reported in [3, 6, 10, 11].

2 Mathematical model

We address models, applicable to everyday human decisions. They involve several choices,
each between several discrete alternatives. Model follows the multi-step decision process de-
veloped by Kersten and Szpankowicz in [9], who model agent’s decision process as a series of
transformations of the world, consisting of the agent, other individuals, and environment data,

'D. Bokal was funded through Slovenian Research Agency basic research projects J6-3600 and research
programme P1-0297.

2A. Smole is funded through the grant Strengthening the R&D departments in SME by Ministry of Economic
Development and Technology, Republic of Slovenia, and European Union Funds — European Social Fund.
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but is considerably simpler. Contrary to their model that attempts to encompass complete
decision process with its context, we focus on stepwise decision process of an individual agent,
whose choices depend on gradually increasing information availability. Moreover, information
in our model does not change once it is made available. This assumption allows us to con-
sider only acyclic decision processes: with proper structuring of the availability of information,
backtracking is not required to re-evaluate the past decisions. The assumption is satisfied in
several contexts, where the user follows a sequence of decisions to select the best course of
action, which is only executed after all the decisions have been reached on the basis of required
information. Further simplification assumes that all the transformations of the world are under
control of the agent, i.e. during the decision process, the environment is only involved in the
decisions through its constant data, and no other individuals are involved in the decisions.

We model discrete decision processes, assuming that the agent is deciding between a finite
list of possible actions. Each action has a certain utility for the agent, which depends on
the initially unavailable information about the environment. The finiteness of solution space
implies that at each step in the decision process, the agent eliminates some possible solutions
either because the new information has made them infeasible, or because they can be proven
suboptimal. During the decision process, the list of feasible candidates for optimal solution is
either decreasing, leading to termination when this set reduces to a singleton, or insufficient
information may available in the environment to select the optimal feasible solution. If this
occurs in the decision process, the designer of the process may try to elicit information from the
agent that would render some of the remaining solutions either infeasible or inferior to others.
Properties that discriminate between solutions can usually be used for this purpose.

Our model shares certain distant similarity with the widely studied multi-attribute utility
models initially proposed by Huber in [7] which later evolved into technological applications,
such as the decision support system DEX [4, 5]. They both gradually apply the information
obtained about the environment or user preferences to reach the final decision, a solution with
greatest utility, and both model the decision process as a tree. However, the multi-attribute
utility models represent attributes as leaves of the tree, taking them as initial data that is
used to gradually compute the utility of certain values of attributes, leading to the final choice
of the values of the attributes of the final solution. Internal vertices of the tree therefore
represent intermediate utility calculations. In our model, the model is not utility based, but
is process based: the user gradually assembles the information required to determine either
the feasibility or optimality of various possible solutions that need not share the same set of
attributes. Therefore, the structure of our model represents more the classical decision trees
used in data classification [8], but with data being acquired during a walk in the tree.

Following the above discussion, we model the set of states in a discrete acyclic decision
process as vertices V' in an acyclic directed graph D rooted at an initial vertex vg, in which
arcs A represent possible decisions, made by the agent. At each vertex v € V, the agent
needs to decide into which of the successors she will move. The data about the environment is
represented by a vector z € (RU{-})". The components of this vector are initially unavailable,
having the value -. During the decision process, at each vertex v € V, some new components
B(v) C {1,..., N} are revealed, so that the component-reduced vector x/5(v) changes values
from all-- to ¥ (v)/B(v). Stipulating that - acts as 0 under addition, we denote x := = + ¥ (v).

At each vertex v € V, the environment data available consists of the union of all the x-
components, acquired on the traversed path vgPuv, i.e. the components 3(P) := Uuev(p) B(u).
However, for the decision process to be well defined, we need to understand which data is
available at v regardless of the path P the agent used to traverse the decision tree from wvg
to v. The set of these components is defined as B(v) := (\p_,,p, B(P). We further define
Y(P) := x/B(P) and ¥(v) := x/B(v) to be the vectors of actual data values collected along
the path P and the vector of data certainly available at vertex v.
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Sinks of the digraph D are vertices with no outgoing edges. These vertices represent the
solutions among which we need to choose during the decision process. We denote their set
by S. For each vertex v € V, we denote by 3(v) C S the set of sinks, reachable from v by
a directed path in D. For every v € V we denote the set of feasible solutions from vertex v:
A(v,z) C S.

FEach solution s € S has defined a utility function us that translates the environment data
into the utility of s for the agent. The utility function need not use all the components of x; we
may assume that it uses at most the components with indices in B(s): these are components
certainly available when the agent chooses s as the final solution.

At each vertex v, a discrete decision needs to be taken among the successors of v. This deci-
sion is modelled by a function §, that needs to be consistent with the digraph, i.e. vd,(¥(v)) € A
for every v € V.

For the purpose of studying optimality of acquired solution, we introduce the following
conditions:

1. Consistency of transitions: codomain of the function ¢, has to be a subset of A(v). For
every y and v we have: vd,(y) € A.

2. Consistence with utility functions: at each step, if a solution s € S is present in 3(v) but
not in X(6,(¥(v))), then either s is infeasible or s is suboptimal for ¥(v).

3. Convergence: for each pair s,s’ € 9, at some point in the decision process, one of them
becomes suboptimal or infeasible.

3 The algorithm and its correctness

With Algorithm 1, we find an optimal solution in the decision digraph. Optimal solution
is the most suitable solution for the agent, according to her answers during the algorithm
implementation. At the preparation of the digraph, we have to carefully choose questions
for every vertex: at each step the number of feasible solutions has to reduce. At the same
time, questions have to be clearly stated, so that we prevent unwanted deviations from optimal
solution because of agent’s potential misunderstanding of the questions.

The algorithm is equivalent to the evaluation of decision trees (cf. [8]), but is adapted to
acyclic digraphs.

Theorem 3.1 Assuming the conditions 1. — 3., in every step i of the algorithm 1, an optimal
solution is always in a set of reachable solutions of vertex u;, and the algorithm stops in this
optimal solution.

Proof. We assume that conditions 1. — 3. are satisfied, and proove the theorem by mathe-
matical induction on the number of steps denoted by i: for i = 0 the theorem holds, as we are
at the root vertex vg, from where all the solutions are reachable, so is the optimal solution. We
assume, that theorem holds at step i. Because of the consistency of transitions (condition 1.),
we can move to vertex d,, (v;), so the algorithm correctly follows the arcs of the digraph.

Let s* be an optimal solution. The induction hypotesis implies s* € X(u;) N A(uq, x;).
Suppose s* & X(ui+1) N A(wir1, i+1). Then either s* ¢ 3 (u;41), implying s* is not reachable,
or s* ¢ A(ujt+1,xi+1), implying s* is not feasible. Second condition is in contradiction with
optimality of s*, because an optimal solution is always feasible. So there is s* ¢ Y (ujt1).
Because of the consistence with utility functions follows, because s € X(u;), that s* is whether
infeasible (again contradiction) whether is suboptimal (also contradiction). So we conclude
that at each step, s* is reachable and feasible.
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Algorithm 1 Finding the optimal solution
//We set value of step i to 0.
1:=0
//We start in an initial vertex, u; represents a vertex, in which we are located in step i.
Ui = Vg
//Components of vector x are, at the beginning, all -.
= (yyennyr)
//Decision process takes place while vertex u; is not a sink.
while u; ¢ S do
//In every step i of the decision process, we change values of vector z;_1 with 1 (u;).
xi = xi—1 + Y(u;)
//We reduce vector x to vector of data values certainly available at vertex wu;.
yi = x/B(u;) := ¥(u;)
//Function §, determines a successor w;11 to vertex w;. Decision is based on the data
values in vector y;.
Uit1 = 0y(Yi)
//We increase step i by 1, meaning agent moves into the next vertex.
1+ +
//We end while loop.
end while
//Returns vertex u; which represents a sink and an optimal solution.
return u;

We further need to prove that algorithm stops in an optimal solution. Suppose it does not.
Because the graph is finite, the algorithm stops in one of the vertices, from which there are
multiple reachable solutions. This is in contradiction with convergence: during the execution
of the process, one of the solutions of each pair should have become suboptimal or infeasible.
O

4 Elimination of suboptimal solutions

At a given vertex v € V, the suboptimality of a vertex is easily verified whenever there are
two vertices s,s’ C S with available all required data, i.e. B(s), B(s') C B(v). However,
using ideas from branch-and-bound technique, suboptimality can be verified also if only some
of the components B(s), B(s') are available in B(v). For each such vertex, the function pus is
optimized over the subspace of all unavailable components, yielding an upper and lower bound
for p,. If the corresponding intervals for s and s’ are disjoint, one of the solutions is suboptimal.

The suboptimality condition can be used to aid the agent in the decision process, letting
her choose only among those successors of a given vertex v that cannot be proven suboptimal.
If the tree has a certain structure that is yet being investigated, then the choice of successors
can be fully automated, at least at certain vertices.

With functions v+ and v~ we determine, in every vertex, boundary values of intervals
that represents utilities. Supremum represents an upper bound of the interval: v*(s;,z) :=
sup, RN ps((x/B(ui))+y/(B(sj)\ B(u;))). Infimum represents the lower bound of an interval:

v (sj,x) = innyIRN ps((x/B(ui))+y/(B(s;)\B(u;))). Using these intervals, we can determine
which solution is suboptimal. Then we can narrow a set of sensible choices in A(s), as in some
of them, we don’t learn any new useful information that would influence on the selection of final
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solution: u € X(uj—1) \ B(u;) <= ((u € Alui—1,xi—1) \ Aus, x;)) vV (T € E(u;) : v~ (v, u;) >
v (u,u;))). If in A(s) only one choice remains in A(v), then we can proceed to the next vertex.
The idea of applying the suboptimality verifications is sketched in Algorithm 2.

Algorithm 2 Elimination of suboptimal solutions

//Number i is the number of current step in outer loop of Algorithm 1.

//Set S; is the set of solutions, reachable from u;, and k is its cardinality.

//For every element j € S; calculate upper M; and lower m; bound of utility.

//Value M is the largest lower bound of utility.

//K is the set of indices of all feasible solutions, for which upper bound is lower than the
largest lower bound.

K .= {j S {1,...,]€}|Mj > M}ﬁA(ul,xz)

//We find a successor, to which it is reasonable to move.

//This is a successor from which all solutions in K are reachable.

//If there are more such successors, then we choose the one among them with smallest set
of reachable solutions.

Problem 4.1 How can we adapt a mathematical model and Algorithm 2, so that Algorithm 2
will meet a condition of consistency with utility functions?

Consideration: Assume that algorithm would meet a condition of consistency with utility
functions. Let there be a solution s € ¥(u;), but s ¢ X(uit1). Then s ¢ K, which means that
whether s ¢ A(u;, x;) whether My < M. If s ¢ A(u;, x;), then s is infeasible. If My < M, then
s is suboptimal because of some other solution. If this other solution is feasible, then we can
discard s, as does Algorithm 2. If this other solution is infeasible because of the information,
that we will acquire later, then we can’t discard s, since it can become optimal when s becomes
infeasible. This problem indicates, that is good to structure trees in a way, that space of feasible
solutions is limited first, data acquisition, that determine utilities comes later. In such case,
from a certain step further, no solution becomes infeasible due to it’s properties, rather because
of agent’s preferences.

5 Discussion and further research

The approach adopted by our models is somewhat different from the classical optimization
approaches of operations research paradigm. We focus on the user, who is following the process
of steps gradually expressing his preferences and contributes data required to evaluate the final
solutions of the decision process. This agent is following a predefined decision digraph like in a
depth-first search, but unlike computer, the user does not have the patience to visit or evaluate
all candidate solutions. Therefore our approach is that we assume the user will only follow the
decision process till she reaches the first solution, and this will be the solution implemented.
We need to understand the conditions, under which this elementary algorithm performed by
the user will indeed reach an optimal solution. These conditions will then need to be considered
by the designer of the model.

For further research, we intend to investigate possibilities of blending our decision-based
model with utility based multi-attribute decision model [7, 4], considering to take the best
out of both worlds. The synergy between the two models can result in methodology or even
algorithms for generation of user-based decision models from known multi-attribute models.
We intend to investigate the inverse direction, too: from analysis of agents’ steps using decision-
based models, relevant information on user preferences or utility functions can likely be derived.
Another possible research direction presents itself by integrating the decision based model of
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a single agent with distributed models [3]. These can be applicable to decision systems in
distributed environments, and are applicable to groups of agents involved, for instance, in
some social network.
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Abstract: Let G(V, E) be a directed graph with n vertices and m edges. The edges E of G are divided
into two types: Er and Ep. Each edge of Er has a fixed price. The edges of Ep are the priceable
edges and their price is not fixed a priori. Let r be a vertex of G. For an assignment of prices to the
edges of Ep, the revenue is given by the following procedure: select a shortest path tree 7" from r with
respect to the prices (a tree of cheapest paths); the revenue is the sum, over all priceable edges e, of the
product of the price of e and the number of vertices below e in 7.

Assuming that k = |Ep| > 2 is a constant, we provide a data structure whose construction takes
O(m+n logh~1 n) time and with the property that, when we assign prices to the edges of Ep, the
revenue can be computed in (logk_1 n). Using our data structure, we save almost a linear factor when
computing the optimal strategy in the Stackelberg shortest paths tree game of [D. Bilo and L. Guala and
G. Proietti and P. Widmayer. Computational aspects of a 2-Player Stackelberg shortest paths tree game.
Proc. WINE 2008].

Keywords: pricing networks, Stackelberg model, shortest paths, orthogonal range searching.

1 Introduction

A Stackelberg game is an extensive game with two players and perfect information in which the
first player, the leader, chooses her action and then the second player, the follower, informed of
the leader’s choice, chooses her action. In a Stackelberg pricing game in networks, the leader
owns a subset of the edges in a network and has to choose the price of those edges to maximize
its revenue. The other edges of the network have a price already fixed. The follower chooses
a subnetwork of minimum price with a prescribed property, like for example being a spanning
tree or spanning two vertices. The revenue of the leader is determined by the prices of the
edges that the follower uses in its chosen subnetwork, possibly combined with the amount of
use of each edge.

Stackelberg network pricing games were first studied by Labbé et al [7] when the follower
is interested in a cheapest path connecting two given vertices. They showed that even such
“simple” problem is NP-hard when the number of priceable edges is not bounded. There has
been much follow up research; we refer the reader to the overview by van Hoesel [10]. The
case when the follower is interested in a cheapest spanning tree was introduced by Cardinal et
al. [6]. Bilo et al. [2] considered the case when the follower is interested in a shortest path tree
from a prespecified root r and the revenue of a priceable edge is the product of its price and
the number of times such edge is used by paths from 7 in the tree. This is the model we will
consider. We next provide the formal model in detail and explain our contribution.

The shortest path tree game. We next provide a description of the Stackelberg shortest path
tree game. In fact, we present it as an optimization problem, which we denote by STACKSPT.
The input consists of the following data:

e A directed graph G = (V, ') with n vertices and m edges.

I'This work has been partially financed by the Slovenian Research Agency, program P1-0297, project J1-4106,
and within the EUROCORES Programme EUROGIGA (project GReGAS) of the European Science Foundation.
Full version available at http://arxiv.org/abs/1207.2317.
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A partition of the edges F into Fr U Ep. The edges of Ep are the priceable edges and
the edges of Er are the fixed-cost edges.

Arootr € V(Q).

A demand function ¢ : V(G) — R, where ¢(v) tells the demand of vertex v.

A cost function ¢ : Er — R+ fixing the price of the edges in Ep.

An example is given in Figure 1. A feasible solution is given by a price function p : Ep —
R+¢. The cost function ¢ and the price function p define a weight function w, : &' — R>( over
all edges by setting w,(e) = p(e) if e € Ep and w,(e) = c(e) if e € Ep. This weight function
defines shortest paths in G. (In fact, they should be called cheapest paths in this context.)

For a price function p and a path 7, the revenue per unit along 7 is

pulm,p) = Y ple).

eEEpﬂE(W)

Note that only priceable edges contribute to the revenue. Let 7" be a subtree of GG containing
paths from r to all vertices. For any vertex v € V(G), let T[r, v] denote the path in 7" from r
to v. The revenue given by 1'is

p(T,p) = > ¢(v)- pu(Tr,v],p).

veV(G)

We would like to tell that the revenue given by the price function p is p(7', p), where T is a
shortest path tree from r with respect to w,,. However, there may be different shortest path trees
T with different revenues. In such case, 7' is taken as the shortest path tree that maximizes
the revenue. Although this assumption may seem counterintuitive at first glance, it forces the
existence of a maximum and avoids the technicality of attaining revenues arbitrarily close to a
value that is not attainable. Thus, the revenue of a price function p is defined as

p(p) = max{p(T,p) | T ashortest path tree in G with respect to w,}. (1)

As an optimization problem, STACKSPT consists of finding a price function p such that the
revenue p(p) is maximized.

From the point of view of game theory, the leader chooses the price function p and the
follower chooses a tree 1" containing paths from 7 to all vertices. The payoff of the leader is
p(T,p). The payoff of the follower is the sum, over all vertices v of GG, of the distance in T’
from r to v. Among trees T’ with the same payoff for the follower, she maximizes the revenue
p(T,p). Thus, the follower uses a lexicographic order where, as primary criteria, lengths are
minimized, and, as secondary criteria, revenue is maximized.

Our result and comparison. We assume henceforth that k := |Ep| > 2 is a constant. For
k =1, STACKSPT can be solved in O(m + nlogn) time as discussed by Bilo et al [2].

We describe a data structure that can be constructed in O(m + nlog"™* n) time and with
the property that, given a price function p, the revenue p(p) can be computed in O(log" ™" n)
time. Bilo et al. [2] show how to find an optimal price function p by evaluating the revenue of
O(n*) price functions?>. Combined with our data structure, we can then find an optimal price
function in O(m 4 n*log" ' n) time.

They only discuss the case when the demand function ¢ is identically 1. However, their discussion can be
easily adapted to more general demand functions.
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Figure 1: An example of a Stackelberg shortest path tree game. We assume that each vertex
has unit demand.

Our result matches the result of Bilo et al. [2] for the case £ = 2. For k£ > 3, the algorithm
of Bilo et al. uses O(n*(m + nlogn)) time. A previous algorithm by van Hoesel et al. [11]
to compute the optimal solution in a more general Stackelberg pricing problem, where paths
from different sources have to be considered, reduces STACKSPT to O(n4k) linear programs
of constant size.

The large dependency on k is unavoidable because the problem is NP-hard for unbounded
k. Briest et al. [4] provide an approximation algorithm for more general Stackelberg network
pricing games. When it is specialized to STACKSPT, it provides a O(log n)-approximation.

Our data structure is based on three main ideas:

e A careful rule to break ties when there are multiple shortest path trees. With this rule,
we can easily split the vertices into groups that use the same priceable edges.

e Using a smaller network, of size O(kQ), such that, for a given price function, we can find
out the structure of the priceable edges in the shortest path tree of the network. This idea
is similar to the shortest paths graph model of Bouhtou et al. [3].

e Mapping each vertex of the network to a point in Euclidean k-dimensional space in such
a way that the vertices that use a certain subset of the priceable edges can be identified
as a subset of points in a certain octant. This allows us to use efficient data structures
for range searching. Similar ideas have been used for graphs of bounded treewidth;
see [1, 5, 8] and [9, Chapter 4].

Notation. We use ey, eo, ..., e, to denote the edges of £p. The enumeration of the edges
is fixed; in fact we will use it to break ties. For a subset of vertices U C V(G) we use the
notation ¢(U) := >, ¢(u). For a subset of priceable edges /' C Ep we use the notation

p(F) =3 cpple) = ZeeFmEF p(e).
2 Breaking Ties
Evaluating the revenue of a price function is easier in a generic case, when there is a unique

shortest path from r to each vertex of V(). In contrast, in the degenerate case, there is at least
one vertex v with two distinct shortest paths from r to v. Unfortunately, the price functions
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Figure 2: A w,-shortest path tree for the price function p(e;) = 3, p(es) = ples) = 4,
p(e3) = 1 in the network of Figure 1. The values in the vertices are the distance from r. Note
that there are some vertices, like for example the two that are marked with squares, for which
there are different shortest paths using different priceable edges, so we have to select shortest
paths maximizing revenue. The revenue given by this tree, if each vertex has unit demand, is
p(er) - 10 + (p(e1) + p(ea)) - 2 + p(es) - 2 = 46 units.

defining the optimum are degenerate. This is easy to see because, in a generic case, a slight
increase in the price function leads to a slight increase in the revenue.

In our approach, we will count how many vertices use a given sequence of priceable edges.
For this to work, we need a systematic way to break ties, that is, a rule to select, among the
shortest path trees that give the same revenue, one. We actually do not go that far, and only
care about the priceable edges on the paths of the tree.

We first discuss how to break ties among shortest paths, and then discuss how to break
ties among shortest path trees. Essentially, we compare paths lexicographically according to
the following: firstly, we compare paths by length; secondly, if they have the same length, we
compare them by revenue; finally, if they have the same length and revenue, we compare the
priceable edges on the path lexicographically, giving preference to priceable edges of larger
index. Mathematically this is handled assigning a triple w,(7) € R? to each path. We say
that a path 7 is w,-shorter than a path 7’ if and only if w,(7) < w,(7’), where < denotes the
lexicographic order. Details are provided in the full version.

The weights w), can be used to define w,,-shortest paths:

7 from u to v is W,-shortest <= V paths 7’ from u to v : W,(7) < W,(7).

A tree T is a w,-shortest path tree (from r) if it contains a w,-shortest path from 7 to each
vertex. See Figure 2 for an example. A @,-shortest path tree can be computed be computed
in O(m + nlogn) time using Dijkstra’s algorithm with the weights @, and lexicographic
comparison. (Here we need that k is a constant, which implies that two ,-lengths can be
compared in constant time. For general k, the running time of Dijkstra’s algorithm may get an
additional dependence on k, depending on the model of computation.) Note that there may be
several w,-shortest path trees because of different shortest paths without priceable edges. We
next argue that w,-shortest path trees give the revenue of the price function.

Lemma 1. If T be a w,-shortest path tree, then p(T,p) = p(p).
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Figure 3: Left: The model graph for the network of Figure 1. Edges with infinite weight, like
for example r—t, or t;—t,, are not drawn. Right: the w,-shortest path tree in the model for
the price function of Figure 2: p(e;) = 3, p(ez) = p(es) = 4, and p(e3) = 1.

3 Reduced trees and sequences of priceable edges

Consider a price function p. Let T be a w,-shortest path tree from r. The w,-reduced tree RT
is obtained from 7" by contracting all the fixed-cost edges Er N E(T). The resulting graph
is a tree with edge set Fp N E(T). When considering RT, we disregard the prices p and the
orientation of the edges, and consider it as a rooted, unweighted, undirected graph with distinct
labels ey, . . ., e; onits edges. In general, we will use RH to denote the reduced graph obtained
from a graph H by contracting all non-priceable edges. The w,-reduced tree for the example
of Figure 2 contains the edges e; and e3 adjacent to r and the edge e, below e;.

We first show that the w,-reduced trees are independent of the w,-shortest path tree that is
used. A useful consequence of this is that any two w,-shortest path trees have the same subset
of priceable edges.

Lemma 2. If T and T" are w,-shortest path trees, then RT = RT".

We have to compute the w,-reduced tree for several different prices. We next provide a data
structure to compute such reduced trees without looking at the whole graph each time. For this
we use the model graph G=G (G, Ep,c,r), defined as follows. The vertex set of G consists
of 7 and the endpoints of the priceable edges. Thus V (G) = {r}U{sy,t1,..., s, tx}. In G, we
have edges from r to any other vertex. Furthermore, for each priceable edges e; and e;, © # 7,
we have an edge from ¢; to s; and to ¢;. Finally, we have the edges e4, . . ., ¢, themselves. Each
edge u—vin E (é ) gets weight equal to the distance between w and v in G — Ep. This finishes
the description of the model graph G. See Figure 3, left, for an example. This construction is
similar to and inspired by the shortest paths graph model of Bouhtou et al. [3]. w,-reduced
trees in the model graph correspond to w,-reduced trees in the original graph. This is the key

observation to obtain the following result.

Lemma 3. In O(m + nlogn) time we can construct a data structure with the property that,
for any given price function p, we can compute in O(1) time the W,-reduced tree RT.

4 Data structure for computing the revenue

Consider a price function p and let 7" be a w),-shortest path tree. For each edge e; € Ep, let
Vr(e;, p) be the set of vertices with the property that e; is the last edge of Ep used by T'[r, v].
It may be that Vi (e;, p) = (). In particular this happens when e; does not appear in the shortest
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path tree 7. One can argue that V- (e;, p) is independent of the choice of T', so we just denote
itby V(e;, p).

Lemma 4. Let p be a price function, let R be its W,-reduced tree, and let o(e;, R) be the
sequence of priceable edges in the path from the root to e; in R. The revenue given by p is

p(p) = Y ploles R)-6(V(eip)).
e, €E(R)

Our objective is to compute ¢(V (e;,p)) efficiently using data structures for orthogonal
range searching. In orthogonal range searching we preprocess a weighted set of points in
R? such that the sum of the weights of the points inside a query rectangle can be retrieved
efficiently. We use the data structure of Willard [12]. The key idea is to map each vertex of GG
to a point whose coordinates are described by graph distances. We omit the details.

Lemma 5. Assume that k > 2 is a constant. In time O(m + nlog" ' n) we can construct a
data structure with the following property: given a price function p we can obtain ¢(V (e;, p))
in O(log"~' n) time.

Theorem 6. Assume that k > 2 is a constant. Consider an instance to StackSPT with n
vertices, m edges, and k priceable edges. In time O(m + nlogh™! n) we can construct a
data structure with the following property: given a price function p, the revenue p(p) can be
obtained in O(log"* n) time.

Corollary 7. Let k > 2 be a constant. The problem STACKSPT with n vertices, m edges, and
k priceable edges can be solved in O(m + n* logh™! n) time.
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Abstract. Several countries successfully use centralized matching schemes for assigning students to
colleges or newly-qualified graduates to their first career. In this paper we explore the computational
aspects of a possible similar scheme for assigning trainee teachers to schools. The special feature of
this model is that each teacher specializes in two subjects that have to be taught in the same school.
We show that the model becomes intractable even under several strict restrictions concerning the total
number of subjects and the number of acceptable schools each teacher is allowed to list.

Keywords: assignment of students, bipartite matching, algorithm, NP-completeness

1 INTRODUCTION

The traditional study of teachers-to-be in Slovakia involves the specialization of each student
in two subjects, e.g. Mathematics and Physics, Chemistry and Biology, Slovak language and
English etc. In addition to the study of the various topics of these subjects, principles of
Pedagogics and Psychology, each curriculum contains a practical placement in a real school
several times during the study. Students might try to find suitable schools by themselves, but
to ensure the quality of such a placement, the faculties require that in each school a student is
supervised by a qualified and experienced teacher who is approved by the faculty for taking
this responsibility. Hence it is often the case that the faculty provides a list of such schools
and the students may choose from the list.

The assignment is often performed on a first-come-first-served basis. However, not all
schools provide supervisors for all subjects, or they may not have enough classes to accept
several students for a particular subject. This might be a serious problem, as a student is
usually required to follow both his/her subjects in the same school (even if each subject is
supervised by a different teacher, placement at two different schools might be infeasible for
example because of the school time table and time commitment required for travelling). So it
might happen that for some unlucky students no place remains, or they might be forced to go
to a school that is located neither in the town of their residence nor of the faculty, thus
increasing their costs above an acceptable level.

The aims of this paper is to study the computational complexity of the trainee teachers
assigning problem. We propose efficient algorithms that allocate all applicants to acceptable
schools or decide that such an allocation is impossible for several special cases of the
problem, as follows: (i) if there are altogether only 2 specialization subjects, or (ii) if there are
3 subjects but each school can accept at most 1 students for each subject (irrespectively of her
other specialization), or, (iii) without the restriction on the number of specialization subjects,
if each applicant is allowed to list at most two acceptable schools and each school has at most
one place for each specialization. By contrast, we show that the problem to decide whether a
full assignment exists is NP-complete if there are 3 subjects and schools may have capacity 2
in one of its subjects, or if there are 4 subjects and each school has capacity at most 1 in each
subject.
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2 RELATED WORK

The classical problems of combinatorial optimization like the maximum cardinality bipartite
matching problem, assignment problem, or flow problem have successfully been applied to
various variants of manpower allocation problems (see e.g. applications reviewed [3], Chapter
12). Practical situations have lead also to some NP-complete variants [9]. Recently, a lot of
attention has been attracted by several large-scale centralized allocation schemes used for
assigning pupils to public schools in Boston and New York [1], [2], assigning graduates of
medical schools to their first jobs in hospitals in the USA [13], [14], university applicants to
study places in Hungary [5] etc. In such schemes, the applicants as well as schools, in addition
to simply stating acceptability, are also required to order the other side of the 'market’
according to their preferences. For an overview of other applications, various models and their
computational complexity, the reader is adviced to consult the recently published monograph
by David Manlove [12] or the comprehensive web page containing a decription of matching
practices for various levels of education in many European countries [15].

Of the models studied so far the closest to our situation are the so called hospital-
residents problem with couples: members of a married couple wish to go to a pair of
geographically close hospitals [8], or even refuse to be separated and insist on going to the
same institution [11]. Another case is the Scottish scheme for medical students that have to be
assigned to two training units (medical and surgical one), however, these two assignments
have to be allocated to two differents semesters [10]. Our model differs from all ones
presented so far due to the applicants specialization, the necessity to teach both subjects in the
same school and schools allowed to have different capacities for different subjects.

3 DEFINITION

An instance J of the Teachers Assignment Problem, TAP for short, involves a set A of
applicants, a set S of schools and a set P of subjects. For ease of exposition, elements of the
set P will sometimes be referred to by letters like M, F, | or B, to remind of real subjects
taught at schools, like Mathematics, Physics, Informatics or Biology etc.

Each applicant a € A is characterized by a pair of different subjects p(a) =
{p.(a),p,(a)} < P. Sometimes we shall also say that a particular applicant is of type MF,
MB, or IB, etc.

Each school s € S has a certain capacity for each subject, the vector of capacities will
be c(s) = (cl(s), ...,c|p|(s)) € NPl an entry of c(s) will also be referred to as a partial
capacity of school s. Here, c,(s) is the maximum number of students whose specialization
involves subject p that school s is able to accept. Again, we shall sometimes write
cu(s), ¢ (s) etc.

A school s is compatible with applicant a if ¢,(s) = 1 for both subjects p € p(a). We
suppose that each applicant a provides a list S(a) of acceptable schools, i.e. schools to which
he/she willing to go. An assignment M is a subset of A x S such that each applicant a € A is
a member of at most one pair in M. We shall write M (a) = s if (a,s) € M and say that
applicant a is assigned (to school s); if there is no such school, applicant a is unassigned. The
set of applicants assigned to a school s will be denoted by M (s) = {a € A4; (a,s) € M'}. We
shall also denote by M, (s) the set of applicants assigned to s whose specialization includes
subject p and by M, ,-(s) the set of applicants assigned to s whose specialization is exactly the

pair {p, r}.
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More precisely,
M,(s) ={a € A4;(a,s) E M &p € p(a)}
and
M, (s) ={a€A;(as)eEM&{pr}=pla)

An assignment M is feasible if M'(a) € S(a) for each a € A and | M, (s)| < c,(s) for each
school s and each subject p.

Example. Suppose there are 3 subjects M,F and I, four applicants a,of type IF, a, of type
MF and as, a, of type MI. There are two schools s;, s, with ¢y (s;) = 1, cx(s1) = ¢;(s1) = 2
and ¢y (s,) = 2, cp(s,) = ¢;(s,) = 1. Both schools are acceptable for all applicants.

Here it is possible to assign all applicants, namely M (a,) = M(a;) =s; and
M (a,) = M (a,) = s,. However, suppose that applicant a, arrives first and he/she chooses
s,. This leaves no place in s, for the remaining applicants a,, a; and a,. Further, since they
all have M as one specialization subject and ¢, (s;) = 1, at most one of them can be accepted
t0 s4.

This shows that in situations when all applicants could get a place, an unsuitable order
of arrivals may leave half of them unassigned.

FULL-TAP denotes the problem to decide, given an instance J of TAP, whether a full feasible
assignment exists, i.e. such that leaves no students unassigned. In the following section we
explore the computational complexity of several special cases of FULL-TAP.

4 COMPUTATIONAL COMPLEXITY

Theorem 1 FULL-TAP is solvable in polynomial time in each of the following cases:
@) IP=2;
(i) |P| =3 and no partial capacity of a school exceeds 1;
(iii)  |P] is arbitrary, but each applicant is allowed to list at most two acceptable schools
and all partial capacities are at most 1.

Proof. For case (i) it suffices to realize that all applicants are essentially equivalent and a
school with partial capacities c¢; and ¢, can admit at most ¢ = min{c;, c,} students. Hence
FULL-TAP reduces to the classical bipartite b-matching problem that can be solved in
polynomial time by any well-known algorithm [3].

Similarly, in case (ii) each school can admit at most one applicant, SO FULL-TAP is
equivalent to the simple maximum cardinality bipartite matching problem, again solvable in
polynomial time.

In case (iii) let us proceed in the following way. In the first phase we deal with
applicants that list an incompatible school or a school that does not have enough capacity for
both specialization subjects. Such schools can be removed from their lists. If we get some
applicants with empty lists, FULL-TAP is clearly insolvable. Otherwise, if the list of an
applicant contains only one school (let us call these applicants spoiled), to get a full
assignment, he/she must be assigned to that particular school. This, however, decreases the
respective partial capacities of the school involved and new spoiled applicants can emerge. If,
in this first phase we are not able to place all spoiled applicants, no full matching exists;
otherwise we continue with the second phase with the partial capacities reduced accordingly.
(It is easy to see that the first phase can be performed in polynomial time.)

The obtained canonical FULL-TAP instance J has |S(a)| = 2 for each a € A. Let us
denote S(a;) = {s},s?} and introduce a boolean variable x; for each applicant a; with the
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following interpretation: if x; is TRUE, we shall say that a; is assigned to school s}; if x; is
FALSE, we say that a; is assigned to school s?. Now create a boolean formula B(J) in the
following way. For each pair of applicants a;, a; whose specialization involves at least one
common subject and for each school s € S(a;)NS(a;) we create a clause C; ; s as follows:

e if s=stands=s/then(; ;s =% +7%;

e if s=slands=s?thenC; ;s =x +x;;

e if s=s?ands =s/thenC; ;s =x; +X;

o if s=sfands=s?thenC;;s = x; +x;.

L SRy~

Clause C; ;s ensures that a; and a; do not both occupy the only place for their common
subject at school s. Formula B(J) is then the conjuction of clauses C; ; ; for all triples a;, aj, s
as described above. It is easy to see that B(J) is solvable if and only if a full assignment for J
exists (remember, we assume that J is canonical). B(J) is a boolean formula in conjunctive
normal form and since each clause contains just two literals, its satisfiability can be decided in
polynomial time [7]. This concludes that case (iii) is also polynomially solvable. m

Let us remark here that the computational complexity of the case with acceptable sets of
cardinality 2 but with arbitrary partial capacities of schools is still open.

In the following theorem we shall use as the starting known NP-complete problem 3-
dimensional matching, 3DM in brief (see [7], problem SP1). An instance of 3DM contains
three disjoint sets U, V and W, all of cardinality n, and a set of triples 7 € U X V X W. The
question is whether there exists a perfect matching, i.e. a subset ¥ € T such that |NV| =n
and JV covers all elements of U UV U W. We shall use the NP-complete restriction of 3DM
to such instances where no element occurs in more than 3 triples in 7.

Theorem 2 FULL-TAP is NP-complete even when |S(a)| < 3 and
(i) |P| = 3 and no partial capacity of a school exceeds 2; or
(i)  |P] = 4 and no partial capacity of a school exceeds 1.

Proof. For case (i), given an instance /] = (U,V,W,T) of 3DM, we construct an instance J'of
TAP with 3 subjects (say M, F and 1) and ¢y, (s) = 2, cr(s) = ¢;(s) = 1 for each school.

For each triple t € T we create a school s;. Foreach z € U XV x W let T, be the set
of triples in T containing z and ¢, =|7,|. For each u€ U we create applicants
al,a?, ...,af;“_l, each of type IF; their set will be denoted by A,,. For each v € VV we create
an applicant a, of type MI and for each w € W an applicant a,, of type MF. For each
applicant corresponding to an element z € U X V X W, acceptable schools are those that
correspond to triples in 7.

Suppose that the 3DM instance J has a perfect matching ' € 7. We assign each
applicant in J"to an acceptable school so that the capacity of no school in no subject will be
exceeded.

For each t = (u,v,w) € V' we assign to school s; applicants a, and a,,. For each
u € U there are £, — 1 triples t € 7\ V' containing u, so to the corresponding schools we
assign applicants al, aﬁ,...,aﬁ”"l. It is easy to see that each applicant is assigned to an
acceptable school and that the defined assignment obeys all capacities.

Conversely suppose that there exists a full feasible assignment M. Let S, be the set of
schools to which two applicants are assigned in M and let ¥ €T be the set of
corresponding triples. By the construction, if s; € S)r and t = (u,v,w) then the assigned
applicants are a,, and a,,. Clearly, for two different schools in S, these two applicants are
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different and so also any two different triples in V" differ in their elements from V and W. It
remains to show that if ¢t,t" € V" are different then their corresponding elements from U are
also different.

To get a contradiction, suppose that some element u € U belongs to at least two
different triples t,t" € V. Notice that the only acceptable schools for the £,, — 1 applicants
of the set A,, are the £, schools s, for t € T;,. If two different schools s;,s;’ belong to Sy
then the number of schools that have enough capacity for £, — 1 applicants in A, and are
acceptable for them is at most £,, — 2. This is a contradiction with the assumption that M is a
full assignment.

The proof for case (i) can easily be modified for (ii) by making the following changes:
e The set of subjects is M,F,1,B;
each school s has ¢y, (s) = cp(s) = ¢;(s) = cg(s) = 1;
for each v € V the type of applicant a,, is MF;
for each w € W the type of applicant a,, is IB;
for each u € U contained in ¢, triples in 7 there are £, — 1 applicants of
type Ml and ¢,, — 1 applicants of type FB.

The acceptability is defined in the same way according to the structure of T and the rest of the
proof is analogous. m

5 CONCLUSIONS AND OPEN QUESTIONS

In the quest for a possible centralized matching scheme the presented intractability results are
pessimistic. Still, some other computational techniques could be employed, e.g. integer
programming formulations. One should also see whether the complexity status of the problem
changes if the students are not allowed to express acceptability, i.e. if each student were
required to go to any school that provides both subjects of his/her specialization and has a
free place for each.

The existing extensive literature on matchings and many existing schemes call for
exploring other possible approaches. One can imagine that students, in addition to
expressing acceptability, could be allowed to list the acceptable schools in order of their
preference and/or the schools might also be given the right to order students. Then some other
criteria for the obtained matching might be considered: Pareto optimality (from the viewpoint
of students, see [4]) or stability (introduced by Gale and Shapley [6]).
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Abstract : This paper develops a model of noncooperative network formation. Link formation
is two-sided. Information flow is two-way and imperfect. The paper is built upon Bala and
Goyal [1]. A unique assumption is that the value of information decays as it flows through
each agent, and the decay is increasing and concave in the number of his links. Thus, an agent
may choose to avoid accessing an agent who possesses many links since he is aware of the in-
creasing decay incurred at this agent. This avoidance leads to two particular results in the
analysis of Nash networks: (1) Nash networks are not always connected; (2) Nash networks
do not exist under some parameters. Since disconnectedness is reminiscent of a common fea-
ture of real-world network, the model may explain why real-world networks may exhibit this
feature even when there is no heterogeneity among agents. Discussion on this insight is pro-
vided.

Keywords : Social Networks, Network Formation, Nash Network, Game Theory

I Introduction

This paper presents a model of network formation game that is built upon the two-way flow
model of Bala and Goyal [1], henceforth BG. A unique assumption is that an increase in link
establishment damages the quality of information that flows in a network. Each agent knows
that whenever he establishes a link with another agent both of them transmit information
less efficiently than before, causing a decline in the value of information that flow through
them. This decline is, therefore, a disbenefit not only to the themselves but also other agents
in the network. Put differently, on top of link formation cost, there are additional disbenefits
associated with link formation. This paper aims to understand how this assumption may
affect link-formation decision of agents and hence the shape of equilibrium networks. To this
end I characterize the shapes of equilibrium networks and analyze why they differ from those
of other models in the literature. Finally, using the analyses the paper discusses how the
model may explain some features of real-world networks.

I argue that my assumption is realistic and hence worth studying, particularly in the
context of information network. Consider a firm in which employees’ task is to communicate
with each other. In this network, there may be a center-like agent whose role is to collect
and distribute information of other agents. Such agent is important because how much the
information is loss depends on his communicating performance that is likely to decline as
there are more contacts between him and other agents. Consequently, if the information loss
is too high, an agent may avoid contacting the center by contacting another agent or staying
completely disconnected from this network. The fact that the center finds more difficulties
in transmitting information as he has more links is a form of network congestion and the
fact that other agents may avoid contacting the center can be considered a form of congestion
avoidance. However, how this realism affects agents’ strategic linking decision has not been
investigated in the literature in strategic network formation to my knowledge. My attempt to
address this uninvestigated issue is thus the central contribution of this paper.

With this situation in mind, I address this network congestion issue by making the fol-
lowing modification to the two-way flow model of BG. First, in a network ¢ I let the decay
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factor be nodewise: as information is transmitted through agent i, a fraction of information
equal to 1 — o(i;¢) is loss. Second, o(i;g) is decreasing and strictly concave on the amount
of 7’s links. The strict concavity is assumed to reflect the realism that i faces increasing dif-
ficulties at an increasing rate in transmitting information as more agents contact him. This
assumption entails a particular link-formation behavior, in that an agent may face a tradeoff
between forming a link with an agent who has many links yet more difficulties to transmit
the information and forming a link with an agent who has less links and less difficulties to do
S0.

Besides these two assumptions I retain all assumptions of two-way flow of BG, which are
briefly described here for unfamiliar readers. Specifically, the original setting of BG is as fol-
lows. Each agent possesses a unique private piece of information that is nonrival. He can
choose to sponsor costly links to any agents without their agreements. All links together form
the network. If there is a link or a series of links between two agents (called chain), they
are obliged to share their private informations. Thus, the decision of agent to form a link
represents his decision to make his private information available to other agents in exchange
of receiving their informations, and concurrently his willingness to be an information trans-
mitting device. The decay factor is assumed to be geometric and linkwise: each link causes a
fraction of information loss equal to 1 — o, where o is constant.

Based on the observation from the main results, two insights on the structure of real-world
networks can be learnt. First, when network congestion is present, an equilibrium network
may be fragmented, consisting of subnetworks disconnected from each other. Second, with
network congestion, moving from a smaller network to a larger one (a network with more
agents) does not imply that the moving agent will improve his payoffs. The intuition is that
agents in a larger network may be more congested (having more links), causing information
to flow better in a smaller network. This may explain why real-world networks often consist
of fragmented communities of notably different sizes. For example, in a friendship network,
some students may prefer to keep their friendship within a small group rather than join-
ing the crowd because they enjoy a stronger friendship that provides a higher benefit flow.
These insights can be observed in my first proposition, which finds that no Nash network is
connected under some restriction on the decay parameter. This disconnectedness is a sharp
contrast to the result in the original model of BG that all Nash networks are connected.

My paper contributes to the literature in network formation. This literature is pioneered
by the work of Jackson. and Wolinsky [9]. Their model assumes that two agents must share
a mutual consent in order that a link is established. A seminal work that contrasts to this
model is that of BG, in which one-sided link formation is assumed. These seminal works
raise a question as to how certain realisms, when incorporated as assumptions, influence
the shape of equilibrium networks. Most literature in this strand questions the role of agent’s
heterogeneity and/or link as a major cause of inefficiency in benefit flow or both !. Among such
vast literature, the model of [3] has in mind a situation similar to mine, in that managing too
many links simultaneously leads to information congestion. It assumes that the cost of link
maintenance increases in relation to the quantity of informations received. Hence, accessing
an agent does not damage the quality of information flow at the accessed agent. My model
differs in that network congestion is reflected directly in the increasing information loss in
both the agent being accessed and the accessing agent. This allows us to better observe the
effects of congestion avoidance. Besides this difference, [3] assumes that information sharing
is not two-way, in that the agent who forms a link does not share his information with his
partner.
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II The Model

Let N ={1,...,n} be a set of agents and let i and j be typical members of this set. Each agent
possesses a nonrival unique private piece of information that is valuable both to himself and
anyone who has an entry to it. There are two ways in which a pair of agents can have an entry
to each other’s information: there is a pairwise link between 7 and 7, or a chain such that the
two ends are i and ;.

Link establishment and individual’s strategy. Link establishment is costly and
one-sided. A strategy of i is g; = {g;j: j € N,j # i}, where g;; = 1 if i forms a link with j and
gij = 0 otherwise. If g;; = 1, I say that i accesses j. Since all links form the network, I write
g ={g; : i € N} to represent both a strategy profile and a network. Naturally I define G as the
set of all g to represent both strategy space and the set of all possible networks.

Network representation. In this paper a node depicts an agent, and an arrow from
node i to node j represents that i forms a link with j. If all arrows are removed, the modifica-
tion merely represents who has a link with who. Such modification is called network closure
and is denoted by g = {g;; : i,j € N,i # j}, where g;; = 1if g;; = 1 or g;; = 1 or both, and
gij = 0 otherwise. A network closure also illustrates how information flows among agents.

Information flow. Information of j flows to i directly through a link between i and j,
regardless to who sponsors it. Alternatively, information of j can also flow to ¢ through a
series of link called chain. Formally, an ij—chain is a sequence of distinct agents jo, ..., jm
such that g;, ;,,, = 1for{ =0,....,m — 1 and jo = 7 and j,, = j, and is denoted by P;;. In this
case, I say that 7 observes j.

Value of information. Information decay is node-wise. That is, whenever information
arrives or is sent to an agent ¢, a decay of information is incurred. The percentage rate of
information that remains is o(i;g). Let the value of a piece of information when there is no
decay be 1. Naturally if information of j flows through a chain between i and j, the value of
information of ;j that i receives is V(P;;) = [[;cp, o(is9), where k € P;; represents that an

agent k is a part of the chain P;;.

Costs and benefits If i accesses j, then i pays ¢; ;. If i observes j through multiple
1j—chains, naturally i chooses to obtain j’s information through an optimal chain. Formally,
an optimal 7j—chain is P;; such that V(P};) > V(F};) for every existing Fj; in the network.
If an ij—chain exists, the value of ;’s information that i receives from an optimal ij—chain
is Vij(g) = V(P};). If an ij—chain does not exist, I set Vj;(g) = 0. For i’s own information,
naturally I set V;;(g) = 1 if he has no link at all. If he has a link I set V;;(g) = o(i; g), reflecting
the fact that he incurs some loss in his own information.

Payoffs. the payoff of player i from the strategy profile g is:
Mi(g) = Y Vis(9) — calg)

JEN
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where 1;(g) is the amount of links that i establishes. I remark that the first term on the
right-hand side is the total value of information that i receives in g or the total benefit of i in

g and is denoted by Bi(g) = >y Vii(9)-

Network-related Notations. Recall from the above that a chain between i and j is a
sequence of distinct players jo, ..., jm such that g; ;, , = 1for [ = 0,...,m — 1 and j, = 7 and
Jm = Jj, a path is defined similarly except that g;, ;,, = 1 instead of g;, ;, ., = 1. A cycle is
defined in the same fashion as a chain, except that j, = i and j,,, = 7 and all other players in
the sequence are distinct. I use these notations to define the following terms. A network is
connected if there is a chain for every distinct 7, j € N. A subnetwork of g is a network ¢’ such
that ¢ C g. A component of g is a maximal connected subgraph of g. A component is said to
be minimal if it contains no circle. A component is a line if it is minimal, and contains exactly
two agents that have only one link and every other agent has exactly two links.

Nash Network. Let g_; denote a strategy profile of all agents except i, ie., ¢; U g_; = g.
A best response of an agent i is g; such that II;(g; U g—;) > IL;(¢; U g—;) for every g} that is a
strategy of i. A strategy profile or a network ¢ is Nash if every agent plays his best response.

II.1 Assumptions on decay

My key assumption is that the decay factor o(i; g) depends solely on the number of 7’s links.
Let fi(i;9) = |j € N : gij = 1| be the amount of ¢’s links.

Assumption (Concave Decreasing Decay). Let s : N — [0, 1] be a function such that:
1. ¢, beavalueat r € N
2. S 1

3. there exists K > 1 such that o, = 0 for all x > K. Moreover, for v < K ¢ is decreasing
and strictly concave.

Throughout this paper I assume that o(i; g) = <i.q) for all i € N and ji(i; g) > 0.

I now elaborate on these assumptions. First, o (4;9) = ;(;;y) implies that an agent’s decay
factor depends solely on the number of his links. Moreover, two agents have the same decay
factor if they have the same amount of links. That is, agent homogeneity is assumed. Second,
¢1 = 1 implies that perfect information transmission between two agents occur only if both of
them have links with no other agents but themselves. Third, that ¢ is strictly concave and
decreasing implies that the decline in decay factor increases at an increasing rate. Put in-
formally, I assume that agents find that the difficulties in transmitting information increases
at an increasing rate as they have more links. While there is no theoretical support, I be-
lieve that this assumption can be justified by the following scenarios. Suppose that an agent
stores all pieces of information in one place, then due to the limitedness of space the chance
that multiple pieces of information get mixed up, causing more difficulties in communicating
accurately is likely to increase at an increasing rate. Another example is when each piece
of information is very similar to one another, then the chance that an agent does not know
which is which is also likely to increase at an increasing rate. Finally, the existence of K in
the last part implies that the decay factor reaches zero at a certain point and remain there,
rather than becoming negative.
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Figure 1: A Nash network with five agents for ¢ = 2¢, < 1

IIT Main Result

For ¢ < %, I find the following result 2.

Proposition 1. If ¢, < %, every non-empty component in Nash network is a two-agent line or
three-agent line such that the center agent receives two links.

Figure [1I] demonstrates a Nash network as described in Proposition 1. Contrary to the
above result, if ¢, > %, Nash network does not always exists. Readers are recommended to
refer to Example 2 in my working paper [4] for the illustration of nonexistence and Proposition
2, 3 and 4 for partial characterization of Nash network for ¢, > %

IV Discussions

This section points out two particular features of equilibrium networks in my model. I provide
intuitions that explain why they arise. Finally I discuss how these intuitions may explain
some features of real-world networks.

IV.1 Network congestion may lead equilibrium networks to be
disconnected

The first observation is the fact that all Nash networks for ¢ < % are disconnected (Proposi-
tion 1). The intuition can be summarized as follows. While establishing a link to an agent is a
way to access a component, it also increases the congestion at the agent being accessed. This
congestion may cause much loss in the information transmitted via the agent. When such
congestion, or inefficiency in information transmission, is sufficiently high, an agent may be
better off avoiding the congestion altogether and remain disconnected from the component.

How does this observation help understand real-world phenomena? My model may serve
as a hypothesis that explains why empirical evidences find that real-world networks are of-
ten disconnected 3. For example, if a society is considered as a network in which information
is exchanged among agents, it is likely that the society is fragmented into small communi-
ties if agents find that avoiding connection to each other is a way to reduce inefficiency in
information flow.

IV.2 Connecting to a larger component does not imply a higher
gain

My second observation is that a smaller component may provide a higher gain to their mem-
bers than a larger one. It comes from the fact that many Nash networks in Proposition 1
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consist of components whose sizes (measured by the number of agents) are not equal. Con-
sider, for example, the equilibrium network in Figure[Il Observe that i chooses to access an
isolated agent j rather than someone in the larger component. If i accesses j, o(j;9) = 1. If
i accesses someone in the larger component, o(j;¢g) is at most ;. Hence, if ¢, is sufficiently
lower than ¢, then entering a larger component gives 7 a lower gain.

This observation may explain why there are agents who prefer to reside in a smaller com-
munity rather than a larger one in a real-world social network. When a link is a source of
inefficiency, a smaller community that has less connections may provide a higher benefit to
the participating members such that they do not want to join a crowded community. In other
words, agents may face a tradeoff between quantity of information and quality of information
when network congestion is present. While a larger community may have more information,
the quality of information may be deterred if agents possess too many connections. A friend-
ship network among students may serve as an example of this hypothesis. Some students
may choose to maintain their friendships within a smaller group and avoid contacting the
crowd because they enjoy a stronger tie of friendship 4.

V Conclusion

This paper provides a stylized model with two key assumptions. First, link can be formed
without a mutual consent between agents. Second, link addition increases the congestion, or
more information loss, at the accessed agent and the agent who accesses. The model allows us
to see how an agent may avoid accessing other agents due to increasing congestion. The two
key assumptions lead to equilibrium networks that are disconnected. Moreover, nonexistence
of equilibrium network in pure strategies arises under some parameters. These two features
are different from the results in the original setting of [1] from which this model is developed.

Finally, I remark that while it is hard to make generalization from my simplified model,
the link-formation behavior of agents in equilibrium neworks may provide some insights to
common features of real-world networks. First, the disconnectedness found in equilibrium
networks root in that adding a link to bridge two components results in the increasing con-
gestion at the accessed agent and the agent who accesses. As such the payoff of an accessing
agent may not improve even though the link gives an entry to more information. This result
may explain why real-world networks are often disconnected. Second, for the same reason ac-
cessing a big component that has more agents (and more information) also does not guarantee
a payoff improvement. This may explain why some agents choose to be disconnected from the
major component in real-world networks.

1See, for instance, [7], and [8] for agent heterogeneity. For link inefficiency see [5] [2]

2Indeed, if ¢; < %, Nash network always exists and can be fully characterized according to different
levels of c. Readers are recommended to refer to the proposition 1 and its proof in my working paper
[4].

3For instance, sociologists have long observe that a common feature of friendship networks is that
there are agents who are social isolates, disconnecting themselves from the principal component. Also
[10] gives a surprising remark that several online social networks contain isolated communities and
singletons - agents who completely have no links.

4Indeed, there is a vast literature on the behavior of ‘social isolates’ especially in adolescent social
networks. For an introduction see, for instance, [6].
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Abstract: Three similar graph invariants will be presentigddre precisely, minimum vertelpath
cover of G, denoted by ¥, (G), dissociation number o, denoted bydiss(G), and maximum
induced matching o6, denoted by, (G). This paper concentraces on maximum induced nrajchi
problem in special subset of planar graphs, céiégedgonal graphs. Tight lower bound on maximum
induced matching in hexagonal graphs is given.

Keywords: Matching, maximum induced matching, hexagonal graph
1 INTRODUCTION

Let G be a graph anklbe a positive integer. Theh< V(G) is thevertex k-path cover of G

if every path ork vertices inG contains a vertex fror Let denote by, (G) the cardinality
of a minimum vertex-path cover inG. This graph invariant was recently introducedlh [
where the motivation for this problem arises inuwgmg) data integrity communication in
wireless sensor networks using #ageneralized Canvas Scheme [11]. Determinfipgk for
k=2 was shown to be NP-hard problem in general anghpahial only for some special sets
of graphs (for details we refer to [1, 6] and refezes there).

A special case of kpath vertex cover problem is finding a graph imaatry,(G), which
corresponds to the conceptdssociation number of a graph, defined as follows. A subset
of vertices in a graples is calleddissociation set if it induces a subgraph with maximum
degree 1, i.e. edges and isolated vertices. Thebaupof vertices in a maximum cardinality
dissociation set i6 is called the dissociation number®fand is denotediss(G). It is not
diffucult to see thaty3(G) = |V (G)| — diss(G). The problem of computindiss(G) has
been introduced by Yannakakis [18], who also proutetb be NP-hard in the class of
bipartite graphs. For the survey on results regardihe dissociation number problem we
refer to [12] and references there.

The third graph invariant, which will be discussidthis paper, arises from the
matching concept and is very similar to dissocratrmumber. LetG=(V,E) be a simple
connected graph. A set of edgdsc E(G) is amatching or an independent edge set if no
two edges oM share a common vertex. Matchings have been rdsmhrextensively for
many years. In this paper we will consideduced matching, which is a matching in which
no two edges in the matching have a third edghergtaph connecting them. A well known
problem is a problem of finding a maximum induceatching of a given grap® or shortly
MIM. The size of a maximum induced matching®fs denoted by

v(G) = max{|M| | M= E(G) is an induced matching of G}.

Stockmeyer and Vazirani [13] introduced MIM as aiamat of the maximum matching

problem and motivated MIM as the "risk-free” mag@aproblem. Induced matchings have
stimulated a great deal of interest in the discneé¢hematics community, since finding large
induced matchings is a subtask of finding a stredge colouring (i.e. a proper colouring of
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the edges such that no edge is adjacent to twosedigéhe same colour) using a small
number of colours. For a brief survey of applicasi®f this type of colouring and some open
guestions, we refer the reader to [8, 17]. Stoclaneynd Vazirani [13] and Cameron in [2]
showed that MIM is NP-hard in general and it reradiP-hard even when the input graph is
bipartite. On the other hand, MIM has been showtédosolvable in polynomial time for
several graph classes [3, 4, 5, 7, 9, 10, 19].

We will discuss MIM for special subset of planaajpgins, callechexagonal graphs,
which are induced subgraphs of triangular lattise take a combinatorial approach to the
problem, establishing tight lower bound on the ssfanaximum induced matching in an
arbitrary hexagonal graph.

2 PRELIMINARIES

A simplegraph is determined b = (V,E), whereV = V (G) is thevertex set andE=E(G) is

the set of (unordered) pairs of vertices, cakbddes. For edge §,v} we will use a short
notationuv and call verticess and v endpoints of edgeuv. A path on n vertices will be
denoted byP,. We say that a graph monnected if there is a path between each pair of
vertices, and islisconnected otherwise. As we already mentioned, we will disctie MIM
problem in hexagonal graphs. Gra@his called ahexagonal graph if it is induced on the
subset of vertices of the triangular lattice. Hexza) graphs arises within the problem of
frequency assignment in cellular networks. For aerdetailed explanation of the problem
and a survey of existing results on the topic, eferrthe reader to [14, 16] and references
there. An example of a hexagonal graph is presentBdyure 1.

Figure 1. An example of a hexagonal graph.

More precisely, we will derive tight lower boundrfthe size of maximum induced
matching of a connected hexagonal gr&phith respect to the number of verticesof
In the continuation of this section some notatiahefjnitions and some partial results are
given. For an arbitrary edge= uv € E(G) the following notations will be used;(e) and
N¢[e] for the open and closed neighborhood of edgee € E(G) in graph G, respectively.
Edge degree of edgec E(G) will be denoted byi; (e) = |Ng;(uv)| = |N;(u) U Ng (v)]-2.
Further, G(e) denotes a subgraph @& induced on vertice¥ (G)\N;[e], while isolated
vertices inG(e) will be denoted by (e) = {w € V(G (e))|dg)(w) = 0}.

Let G be a connected hexagonal graph. We want to findduced matchind/ of G.
Note that an induced matching of a gr&phactually divides the set of vertic#éG) into two
subsets, such that endpoints of edges fMnare in the first set, let s& all the other
vertices are in the second set, let Bay/(G)\S, called the set gbrotectors. Therefore, the
induced matching can be also discussed as speénidbining c:V(G)—{white,black}, which
assigns white colour to vertices of S and blackwotoprotectors, i.e. vertices oP.

Let suppose that edge= uv € E(G) belongs to the induced matchikgof G, which
means that vertices u and v belong to S and argnasswhite colour. Note that in this case
all vertices in the open neighborhood of the edgaust be protectors and therefore coloured
black. Moreover, all isolated vertices in G(e) (dbgraph ofG induced on verticeB (G)\

N [e], denoted by (e), must be assigned black colours too. Therefoeejrtblusion of an
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edge e to the induced matchikigof G, contributesi;(e) + |I;(e)| black vertices to the set
of protectorsP.

It turned out that only three connected hexagoreblys, denoted bi,, H, andH; in
Figure 2, have different property regarding theimad possible number af;(e) + |I;(e)|
for an arbitrary edge < E(G). Namely, only for these three hexagonal graphsah@wing
equation holds:

min {dy,(e) + Iy, (e)|| e € EGH)} =5,i =123,
While for all other hexagonal graphs the resuthesfollowing (the proof is given in

[15]).
H,
H,

H,

Figure 2: GraphsH,, H, andH;.

Lemma 1Let G be a connected hexagonal graph with 2 vertices which is not
isomorphic to graph#;, H, or H; from Figure 2. Then for a grafghit holds

min{dG(e) + |IG(e)|| e EE(G)} <A4.
3 THE MAIN RESULT

Let G be an arbitrary connected hexagonal graph Witl#)| > 2. The following procedure
presents a bicolouring V(G)—{white,black}, which assigns white colours to veds ofS
and black colours to vertices Bf called protectors, such thda{G) = S U P, whereSis the
endpoints set of edges of an induced matchir@. in

Procedure 2 Let G be a connected hexagonal graph such that |V(G)|>2 and let Hy, H, and
H; be graphs depicted in Figure Napaka! Vira sklicevanja ni bilo mogate naiti..
Sep 1 If graph G isisomorphic to graph H, or to grap H,, then colour two adjacent
vertices white and other five vertices black.
Sep 2 If graph G isisomorphic to graph Hs, then colour six vertices white and seven
vertices black such that each white vertex is a neighbor of exactly one white vertex.
Sep 3 If graph G isnot isomorphic to any of the graphs H;, H, andHs, then do what
follows.

Sep 3a If there exist one, choose an edge ecE(G) with minimal possible number
de(e) + |I;(e)]| < 4 sothat the subgraph G(e)\I;(e) iseither a connected or
an empty graph.

Sep 3b Otherwise, choose an edge ecE(G) with minimal possible number
di(e) + |I;(e)| < 4 sothat the subgraph G (e)\I;(e) isnot a connected
graph.

Colour the endpoints of the edge e white and vertices of N;(e) U I;(e) black.
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For every connected uncoloured component G; of the subgraph G (e)\I;(e) go to the Step 1
(G—G;). Repeat with white-black colouring of the remaining uncol oured components after
Sep 3 until such components do not exist.

Note that Step 3 of the procedure is divided indosseps (3a) and (3b). At first it looks
like that every connected hexagonal gr&lrsuch thatz # H,, H,, H;, belongs to Step 3a,
but actually this is not the case. Namely, Figuree@resents an example of a hexagonal
graph G, that belongs to Step 3b. More precisely, for evedge e, such that; (e) +
|I¢, ()| < 4, the subgrapl&, (e)\I;, (e) is disconnected.

It turned out that the following results hold (pf®are given in [15]).

Proposition 3Let G be a connected hexagonal graph colored by Procedure 2. Then vertices
that were assigned white colour correspond to endpoints of edges of an induced matching of
Gandu(G) 2 2.
Lemma 4 For each connected hexagonal graph, which is not isomorphic to any of graphs
Hy, H, andH; from Figure 2, at most one connected component, obtained during the
realization of Procedure 2, can be isomorphic either to H; or to H,.

Figure 3: GraphG;: |V(G,)| = 10,v(G,) = 3.

Lemma 5Let G be a connected hexagonal graph and M an induced matching of G. Further,
let Sbe the set of endpoints of edges of M. For the set of protectors P = V (G)\Sit holds
|P| < 2|S| + 1.

The bound of inequality in Lemma 5 is tight. Namelye example of the connected
hexagonal grapléd, with |V (G,)| = 25, depicted on Figure 4, attains the maximal possibl
number of protectors depending on the number ofenddgesH| = 17 = 2-8+1 = §+1.

Figure 4: GraphG,: v(G,)=4.

Using Proposition 3 and Lemma 5 it can be proved tor an arbitrary hexagonal
graph the following theorem holds.

Theorem 6Let G be a connected hexagonal graph withn > 2 vertices. Then

v(G) = [n _ 1].

6
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Bound of Theorem 6 is tight. Namely, for eack» 2 there exists a hexagonal graph
G, obtained by connecting several components oflgfap with v(G) equal to the lower
bound of Theorem 6. For example, figure 4 represgnaphG,, which is obtained by

connecting four components of grah, such that n = 25 andG) > [nT_l =4,

4 CONCLUSIONS

If we are interested in the number of verticeshia setP, i.e. the number of protectors, the
problem is very similar to the problem of findingyeaph invariant 3, where we are looking
for the minimal cardinality set of protectdPs needed to destroy every path of order 3. This
means that vertices of the &t V (G)\P, called a dissociation set induces a subgraph with
maximum degree 1, i.e. edges and isolated vertiziede in our problem set S consists only
of isolated edges. Since determiniipg, for k > 2 was shown to be NP-hard problem in
general and polynomial only for some special sétgraphs, it would be interesting to
examine 3 or evelk of hexagonal graphs.
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Abstract: The mixed fault diameter of a grafh D p(G), is the maximal diameter among all
subgraphs o6 obtained by deleting any of itsvertices and edges. Special cases are the (vertex)
fault diameteD",(G) = D(10(G) and the edge fault diamet®F,(G) = D, (G). LetG be a Cartesian
graph bundle with fibré& over the base grag and let 0 <a < x(F), and 0 <b < x(B). We recall
some results on fault diameters and in particuktiesvithout proof the new result thaY,,,.1(G) <
DV4(F) + DY(B) if Da1.1y(F) < Da(F) andD,11y(B) < D"(B) hold.

Keywords: vertex fault diameter, mixed connectivity, mixedlfadiameter, Cartesian graph bundle,
Cartesian graph product, interconnection netwailt ftolerance.

1 INTRODUCTION

In the design of large interconnection networksesalfactors have to be taken into account.
A usual constraint is that each processor can lomesied to a limited number of other
processors and that the delays in communicatiort matsbe too long. Extensively studied
network topologies in this context include grapbducts and bundles. For example meshes,
tori, hypercubes and some of their generalizatemesCartesian products. It is less known
that some other well-known interconnection netwiogpologies are Cartesian graph bundles,
for example twisted hypercubes [9, 12] and multgdiive circulant graphs [21].

Furthermore, an interconnection network should &4t ftolerant, because practical
communication networks are exposed to failuresaiftvork components. Both failures of
nodes and failures of connections between themdrmappd it is desirable that a network is
robust in the sense that a limited number of faBuloes not break down the whole system.
A lot of work has been done on various aspectsetivork fault tolerance, see for example
the survey [8] and the more recent papers [1628R,In particular the fault diameter with
faulty vertices, which was first studied in [17]pdathe edge fault diameter have been
determined for many important networks recently4[130, 11, 18, 23]. Usually either only
edge faults or only vertex faults are considereui]arhe case when both edges and vertices
may be faulty is studied rarely.

In recent work on fault diameter of Cartesian grgpbducts and bundles [1-4],
analogous results were found for both fault diamatel edge fault diameter. However, the
proofs for vertex and edge faults are independamd, our effort to see how results in one
case may imply the others was not successful. Arabtuestion is whether it is possible to
design a uniform theory that covers simultaneoudtdeof vertices and edges. Some basic
results on edge, vertex and mixed fault diametersgéneral graphs appear in [5]. Mixed
connectivity which generalizes both vertex and edgmnectivity, and some basic
observations for any connected graph are givet3h We are not aware of any earlier work
on mixed connectivity. A closely related notiontli® connectivity pairs of a graph [7] but
the claimed proof of generalized Menger’s theoremat valid as showed in [19].

The concept of fault diameter of Cartesian prodyephs was first described in [17],
but the upper bound was wrong, as shown by Xu, iutou who provided a small counter
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example and corrected the mistake [23]. More pebgisienote byp',(G) the fault diameter
of a graphG, a maximum diameter among all subgraph& abtained by deleting any of its

a vertices, an@0OH the Cartesian product of grapBsandH. Xu, Xu and Hou proved [23]
DVasb+1(GOH) < D'4(G) + DYy(H) + 1,

while the claimed bound in [17] wd3'x(G) + D,(H). (Our notation here slightly differs
from notation used in [17, 23].) The result wagtajeneralized to graph bundles in [1] and
generalized graph products (as defined by [8]2#.

In most cases of Cartesian graph bundles the bocaméhdeed be improved to the one
claimed in [17]. Methods used involve the theorymaked connectivity and recent results on
mixed fault diameters of Cartesian graph bundle43515].

2 MIXED CONNECTIVITY AND MIXED FAULT DIAMETER

A graph isconnectedf there is a path between each pair of vertices, ia disconnected
otherwise. Theonnectivity(or vertex connectiviyx(G) of a connected grap8, other than
a complete graph, is the smallest number of vextiwbose removal disconned& For
complete graph ig(K,) = n — 1. We say thaG is k-connectedor k-vertex connectgdor
anyk < «(G). Theedge connectivity(G) of a connected grap8, is the smallest number of
edges whose removal disconneGtsA graphG is said to be&-edge connectefbr anyk <
A(G). It is well-known thatc(G) < A(G) < dg, Wheredg is the smallest vertex degree &f
Thus if a graptG is k-connected, then it is aldeedge connected. The reverse does not hold
in general.

The mixed connectivityeneralizes both vertex and edge connectivity |13, Note
that the definition used in [14] and here slightiifers from the definition used in a previous
work [13].

Definition 1 Let G be any connected graph. A graph Gpg)+connectedif G remains
connected after removal of any p vertices and aagiggs.

Any connected grapls is (0,0} connected, g,0)+connected for anp < x(G) and
(0,0)+connected for anyg < A(G). In our notation i(0)+connected is the same as X)-
connected, i.e. the graph remains connected a#t@oval of anyi vertices. Similarly,
(0,)+connected meangt(1l)-edge connected, i.e. the graph remains connaftedremoval
of anyj edges. Clearly, iG is a {,0)+connected graph, thea is (p',q)+connected for any
p' <pand anyq' < g. Furthermore, for any connected graphvith k < x(G) faulty vertices,
at leastk edges are not working. Roughly speaking, a gr@ptemains connected if any
faulty vertex inG is replaced with a faulty edge. It is known [13] that if a graphG is
(p,9+connected angb > 0O, thenG is (p—1,9+1)+connected. Hence fqr > O we have a
chain of implications: {,g+connected — (p—-1,q+1l)+connected —» ... —
(1,p+g—-1)+connected— (0,p+q)+connected, which generalizes the well-known prdpmsi
that any k-connected graph is als&-edge connected. Therefore, a gragh is
(p,9+connected if and only 1 < x(G) andp+q < A(G). If for a graphG x(G) = A(G) = K,
thenG is (i,j)+connected exactly whant j < k. However, if 2< x(G) < A(G), the question
whetherG is (i,j)+connected for Xi < x(G) <i + j < A(G) is not trivial. It is interesting to
note that in general the knowledgex§G) andA(G) is not enough to decide wheth@ris
(i,j)+connected [14].
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Thedistancebetween vertices andy, is the length of a shortest path betwgemdy
in G. Thediameterof a connected grapgB, D(G), is the maximum distance between any two
vertices inG. Thea-fault diameter(or a-vertex fault diamet@f a graphG, DVa(G), is the
maximum diameter among all subgraph$sobbtained by deleting any of igsvertices. The
a-edge fault diameteof G, D5(G), is the maximum diameter among all subgraphsGof
obtained by deleting any of itsedges. In particulaD%(G) = DYy(G) = D(G), the diameter
of G. It is known [5] that for any connected gra@tihe inequalities below hold.

D(G) = D5(G) < D%(G) < D5(G) < ...< D 4gu(G) < .
D(G) = DYo(G) < D"1(G) < DY5(G) < ...< DY yeyu(G) < .

Definition 2 Let G be a (p,q)+connected graph. Tpay)-mixed fault diameteof G is
D(p.a(G) = max{D(G \ X) | X =% U Xy, Xe O E(G), X, O V(G), [X] =p, [Xe| = q}.

The mixed fault diameteD, (G) is the largest diameter among the diameters of all
subgraphs obtained fro@ by deleting anyp vertices andany q edges, henc®o(G) =
D(G), Dyay(G) = D5%(G) andDag)(G) = DY4(G). In previous work [5] on vertex, edge and
mixed fault diameters of connected graphs the falg theorem has been proved.

Theorem 3[5] Let G be (p,q)+connected graph anc .
If @ > 0O, then
D%+4(G) = Do,p+f(G) < D p+q1)(G) < ... < Dip,ofG)-
If g = 0,then
DF,(G) = Diop(G) < Dap-1)(G) < ... < Dpa1)(G) < DYy(G) + 1.

Note that for p+1)-connected grap®, andp > 0, we have eithdDp_11)(G) < DVp(G)
or Dp-1,1)(G) = DVp(G) + 1. For example, complete graphs, complete hipagtaphs, and
cycles are graphs witDg41)(G) = DVp(G) + 1 for all meaningful of values gqi. More
examples of both types of graphs can be found]in [5

3 FAULT DIAMETERS OF CARTESIAN GRAPH BUNDLES

Cartesian graph bundles are a generalization ofe€lan graph products, first studied in

[20]. Let G; andG; be graphs. Th€artesian producof graphsG; andG,, G = GiO0G,, is

defined on the vertex se{G;)xV(Gy). Vertices (1,v1) and (,,v2) are adjacent if eithanu,
Ll E(Gy) andvy = v, 0r viv, L E(Gp) anduy = u.

Let B andF be graphs. A grap@ is theCartesian graph bundleith fibre F over the
base graph Bf there is a graph map: G — B, such that for each vertex] V(B), p~({V})

is isomorphic td=, and for each edge= uv Ll E(B), p*({€}) is isomorphic toFOKo.

In recent work on fault diameter of Cartesian grgpbducts and bundles [1-4],
analogous results were found for both fault diamatel edge fault diameter.

Theorem 4[1] Let F and B be gkconnected andgkconnected graphs respectively< a <
ke, 0 <b < kg, and G a Cartesian bundle with fibre F over thadgraph B. Then

DVarb+1(G) < DY4(F) + DVp(B) + 1.
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Theorem 5 [4] Let F and B be kedge connected andg-kdge connected graphs
respectively0 <a < ks, 0 < b < kg, and G a Cartesian bundle with fibre F over thesda
graph B. Then

DEa+b+1(G) < DEa(F) + DEb(B) +1.

Before writing theorems on bounds for the mixedtfdiameter we recall a theorem
on mixed connectivity.

Theorem 6 [13] Let G be a Cartesian graph bundle with fibore F otlee base graph B,
graph F be (p,gr)+connected and graph B beg(gs)+connected. Then Cartesian graph
bundle G is (ptps+1,g-+Qg)+connected.

In recent work [14, 15], an upper bound for the ediXault diameter of Cartesian
graph bundlesD+1,4)(G), in terms of mixed fault diameter of the fibre aidmeter of the
base graph and in terms of diameter of the fibiek rarxed fault diameter of the base graph,
respectively, is given.

Theorem 7[14] Let G be a Cartesian graph bundle with fibre F otlee base graph B,
where graph F is (p,g)+connected, p +>q0, and B is a connected graph with diameter
D(B) > 1. Then we have:
if g >0, then
D(p+10)(G) < Dpg)(F) + D(B),
if g =0, then
D"5+1(G) < max{D"(F), Dp1.5(F)} + D(B).

Theorem 8[15] Let G be a Cartesian graph bundle with fibre F otlee base graph B,
graph F be a connected graph with diameter D(FL>and graph B be (p,q)+connected,
p + g> 0. Then we have:
if g > 0, then
D(p+19(G) < D(F) +Dpq)(B),
if g =0, then
D"5+1(G) < D(F) + max{D"y(B), Dpp-1,1(B)}-

Theorems 7 and 8 improve results 4 and 5&or 0,b = 0, anda = 0, b > 0O,
respectively. However, results in [14] address otilg number of faults given by the
connectivity of the fibre (plus one vertex), whilee connectivity of the graph bundle can be
much higher when the connectivity of the base grapkubstantial, and results in [15]
address only the number of faults given by the eactivity of the base graph (plus one
vertex), while the connectivity of the graph bundian be much higher when the
connectivity of the fibre is substantial. An upgeund for the mixed fault diameter that
would take into account both types of faults remmaio be an interesting open research
problem.

In the case whea = b = 0 the fault diameter is determined exactly [143t graphs~
andB be connected graphs with diametB(§) > 1 andD(B) > 1, and letG be a Cartesian
graph bundle with fibr& over the base gragh Then

DY1(G) = D5(G) = D(G) = D(F) + D(B).

In other words, the diameter of a nontrivial Cagesgraph bundle does not change
when one element is faulty.
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4 IMPROVED UPPER BOUND FOR VERTEX FAULT DIAMETER OF
CARTESIAN GRAPH BUNDLES

Theorem 9Let G be a Cartesian graph bundle with fibre F othex base graph B, graphs F
and B be k-connected andgkconnected respectively, and &k a < kg, 0 <b < kg. If for
fault diameters of graphs F and B0 .1y(F) < DVs(F) and Dp_11)(B) < D"(B) hold then

DVasp+1(G) < DVa(F) + D'y(B).
The proof is omitted due to space limitations anlll appear elsewhere. Theorem 9
improves Theorem 4 on the class of Cartesian gbaptiles for which both, the fiber and
the base graph, are at least 2-connected. Theoraimo9improves result of [23] on the

Cartesian graph products with at least 2-connefetetdrs. The next example shows that the
bound of Theorem 9 is tight.

Example 10Let F = B = K, \ {e}. Then graph F i®-connected and B(F) = D"4(F) = 2.
The vertex fault diameter of Cartesian graph prddemF on Fig. 1is

DV3(FOF) = DY4(F) + DY4(F) = 4.

Figure 1: Cartesian graph product of two factéis\ {e}.

Example 11Cycle G is 2-connected graph andTXCs) = DV1(Cs) + 1 = 3. The vertex fault
diameter of Cartesian graph bundle G with fibredver base graph £on Fig. 2 is

D"3(G) = DY4(C4) + DY1(Cs) + 1= 5.

Figure 2: Twisted torus: Cartesian graph bundle with fiByever baseC,.

It is interesting to note that graph bundles alspear as computer topologies. A well
known example is the twisted torus on Fig. 2. Gaate graph bundle with fibr€, over base
C,4 is the ILLIAC IV architecture [6], a famous supensputer that inspired some modern
multicomputer architectures. It may be interestingnote that the original design was a
graph bundle with fibr&Cg over baseCg, but due to high cost a smaller version was build
[26].
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THE RELIABILITY HOSOYA-WIENER POLYNOMIAL
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Abstract: Assuming that, in a communication network, the weights of the edges quantify the volume

or the quality of the information transmitted by the nodes, the strength of a path, called the reliability of
the path can be calculated as the product of the weights of the edges belonging to the paths. Considering
only the most reliable path between each pair of nodes, it is shown that some of the well-known relations
of the Hosoya-Wiener polynomial to the Wiener number generalize to weighted graphs.

Keywords: reliability Wiener number, reliability Hosoya-Wiener polynomial

1 Introduction

In the design of large interconnection networks several factors have to be taken into account.
Optimal design is important both to achieve good performance and to reduce the cost of con-
struction and maintenance. Practical communication networks are exposed to failures of net-
work components. Both failures of nodes and failures of connections between them happen and
it is desirable that a network is robust in the sense that a limited number of failures does not
break down the whole system.

Communication networks are generally modeled by weighted digraphs. The weight associ-
ated with each edge is taken to be the probability of that edge being operatiordialdity
measure on such a network is then the expected value (in probabilistic sense) of the connectivity
of the graph.

Many topological indices have been defined and several of them have found applications as
a means for modeling chemical and physical properties of molecules and also in communication
networks [3, 4, 8, 9, 2].

The Wiener number of a graph is defined as the sum of distances between all pairs of ver-
tices. In more than 60 years after H. Wiener discovered remarkable correlation between the
valueW (G) of the molecular grapl and some chemical properties of the molecule [10], the
Wiener number and related graph invariants have been very extensively studied. In the last
20 years, a remarkably large number of modifications and extensions of Wiener number was
put forward [11, 3, 4]. The Hosoya-Wiener polynomial has the property that its first derivative
evaluated at = 1 equals the Wiener number.

In this paper we give some new definitions for weighted graphs: the reliability Wiener num-
ber, considering the most reliable path between each pair of nodes, and the reliability Hosoya-
Wiener polynomial. We show some properties and relations between them.
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2 Definitions

A weighted graph G = (V, E,p, \) is a combinatorial object consisting of an arbitrary set
V = V/(G) of vertices, a setkl = E(G) of ordered pair§u, v} = uv = e of distinct vertices of
G callededges, and twoweighting functions, p andA. The weight functiorp : E(G) — [0, 1]
is interpreted as the probability of edges being operational. (Thatig(e) is the probability
that edge € E(G) has failed.) The distance function: E(G) — IR™ assigns positive real
numbers (lengths) to edges. We assume that the vertices are completely reliable and that all
edge failures are statistically independent.

Note: Alternatively, we can consider the complete graph and model non existing vertices by
settingp(e) = 0.

The order and size @F aren = |V(G)| andm = |E(G)|, respectively.

A path P betweernu andv is a sequence of distinct vertices= v;, v;11, ..., Vk_1, Vp =V
such that each pairv;,; is connected by an edge. Thength of the pathP is the sum of the
lengths of its edges,

K(P) = Z)\(Ul,vl+1).

Thedistance dg (u, v), or simplerd(u, v), between vertices andv in graphG is the length of
a shortest path betweenandwv. If there is no such path, we writu, v) = co. Thediameter
of a graphG is the maximal distance i€, D(G) = max, yev () da(u, v).

We can also define theliability of path P with

p(P) = ﬁp(vlavl+1)-
I=i

In the special case when all edges have distanégF)),is the number of edges . Of course,
several routes from one vertex to another can exist. The maximum reliability between two
vertices is reached using the path with maximum reliability. In [7], the notiaeltdbility of a
graph was introduced by a version of Wiener number where they considered the most reliable
path between each pair of vertices. Following this idea, we define:

For two vertices;, v € V(G) denote withP; the set of all directed paths fromto v. The
weight of the most reliable path fromto v can be called thedliability of (u, v):

Py = max {p(P) }.

uv
We setl; = O forallu € V(G).
Define
Rt(u) = Z Fo the weighted out-reliability of vertex,
veV(G)
R (u) = > Fg  theweighted in-reliability of vertex,
veV(G)
Wr+(G) = Z R*(u) the out-reliability Wiener number aF,

ueV(G)
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Wr-(G) = Z R (u) the in-reliability Wiener number aof;.

Obviously, in the case of a gragh R~ (u) = R (u) =: R(u) andWx-(G) = Wg+(G), so we
can define theeliability Wiener number by

WGAP =3 Y Ru=3 ¥ 2 Far ®

uEV (@) ueV(G ) veV (G

The reliability Wiener number of7 is a measure of the capamty of the verticesCobf
transmitting information in a reliable form, where the information is transmitted through the
most reliable path. As suggested in [7], the problem of findig can be solved by using
Dijkstra’s algorithm on a weighted digraghi = (V, E, —Inp, \).

3 Properties of reliability Wiener number

We can show some properties of reliability Wiener number, defined by (1):

(a) If all weightsp are equal td (i.e. all edges are working without possibility to fail) and
the graph is complete, thé#iz(G) is equal toln(n — 1) = (3) and this is obviously the
upper bound on the reliability Wiener number:

(b) Wr(G) < (3) < W(G), the original Wiener number, defined as the sum of all distances
in graph.

(c) If G = P, is a path withn verticesv, vy, ...v, andp; = p(v;, vi11), i = 1,...n — 1, then

= Zpi + Zpipi+1 + Zpipi+1pi+2 SR o A 2 Ry S
= ' i=1

(d) If G = P, is a path withn vertices and all link probabilities are equal, 3dy) = p, for
alle € E(G), where0 < py < 1is a constant, then

Wi(B) = (= 1) 72 (1 fopo)Q (1 -p).

Proof:

Wg(P,) = ZP0+ZP0+ZPO A pp

= n—l)p0+(n—2)p(2]+( 3)p8+ +p81

n—1 -1 n—l n—1 1— pn_l
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4 The reliability Hosoya-Wiener polynomial

A notion closely related to Wiener number is the Hosoya-Wiener polynomial of a graph
which is defined as
H(\z)=H(G Nz)= > o).

This definition slightly differs from the definition used by Hosoya [6]:

H(\z) = H(G, \ ) = Z ), (2)
u,veV (G);u#v

Obviously,H(\;z) = H(\; z) + [V(G)].

We define the reliability Hosoya-Wiener polynomial for connected graphs as follows:

- 1
Hp(G, A\ p;x) = B Z UL gd(ey), (3)
u,weV (G);u#tv

Note: ﬁR(G, A, p;x) may not be a polynomial if edge lengths are allowed to be arbi-
trary real numbers. Obviously, if natural numbers are used for edge lengths, the function
ﬁR(G, A, p;x) is a polynomial. Hence, with appropriate scaling factor, we can always con-
sider (G, \, p; =) to be a polynomial, for any model using rational edge lengths.

The Hosoya-Wiener polynomial has many interesting properties [6, 3, 9], perhaps the most
interesting of them is that its derivative at 1 equals the Wiener number. In this work we gener-
alize some of this results to reliability Hosoya-Wiener polynomial, summarized below.

Theorem 1

(a) HR(Gu )‘7p70) = 01

. 1
(b) Hr(G,\,p;1) = 5

=
Sl
= IS

u,veV (G);u#tv
(©) Hy(G.\p31) = Wr(G).

Proof: SinceﬁR(G, A, p; x) has been defined for connected graphs; d(u,v) < oo, u # v,
(a) and (b) are obvious. Clearly

- 1
Hy(G A pse) =5 ), Fga™™,
u,veV(G);u#v

which is equal tdVg(G) if evaluated atr = 1.
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ON THE STRUCTURE OF LUCAS CUBES
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Abstract: Lucas cubes are induced subgraphs of hypercubes obtained by excluding from the hypercube’s vertex
set all binary strings with two consecutive ones, as well as with one in the first and the last position. They are
closely related to Fibonacci cubes. It is well known, that a Lucas cube of order n consists of two Fibonacci cubes
of order n — 1 and n — 3 with additional edges between them. We characterize Lucas cubes based on peripheral
expansions of a unique convex subgraph of an appropriate Fibonacci cube. This serves as the foundation for a
recognition algorithm of Lucas cubes that runs in linear time.

Keywords. Lucas cubes, characterization, recognition algorithm.

1 INTRODUCTION

This is a shortened version of the paper [12]. The results here are stated without proofs, for the full
version which includes the proof we refer the reader to [12].

Graphs based on binary strings are used as models for interconnection networks. Hypercube,
being a popular interconnection scheme for multicomputers, has often been replaced by other models
with similar properties comparable to those of hypercubes, where the number of vertices and edges in
these alternative models does not increase as rapidly.

As such a model Fibonacci cubes have been defined in [3, 4], followed by extended Fibonacci cubes
[16] and Lucas cubes [1]. Various studies have been made on the structure and different properties of
Fibonacci cubes, Lucas cubes as well as Fibonacci-like cubes, see [6, 8, 9, 11, 13], to name a few. We
also refer to the extensive survey on Fibonacci cubes by Klavzar [7]. Both, Fibonacci and Lucas cubes,
also appear in connection with resonance graphs in chemistry [13, 17].

A Fibonacci string of length n is a binary string bgb; ...b,—1 such that b; - b;41 = 0, for i =
0,1,...n — 2. Equivalently, it is a binary string of length n without two consecutive ones.

The Fibonacci cube T'), of order n has the Fibonacci strings as vertices, with two vertices being
adjacent whenever they differ in exactly one coordinate. We also set I'g = K. See Fig. 1 for Fibonacci
cubes of order n, for n =0,1,...,5, with appropriate Fibonacci strings assigned to the vertices (these
are omitted for I's for the clarity of the figure).

100 101
[ ] *—O [ L L ] ®
0 1 10 00 01 010 000 001
o r, Ty T,
0100 0101
1010 1000 1001
F4 I—‘5

Figure 1: Fibonacci cubes 'y, for n =0,1,...,5.
A Lucas string of length n is a binary string bgby . . . b,—1 such that b;-b;11 =0, fori =0,1,...,n—

1, where indices are computed modulo n. In other words, Lucas string is a binary string without two
consecutive ones and without one both in the first and last position.
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The Lucas cube A,, of order n is the graph with Lucas strings as vertices, again, with two vertices
being adjacent whenever they differ in exactly one coordinate. We set Ag = K. See Fig. 2 for Lucas
cubes of order n, for n = 0,1,...,5, with appropriate Lucas strings assigned to the vertices (again, these
are omitted for As for the clarity of the figure). Note, that vertices of A, can be obtained from the
vertices of Fibonacci cubes I',,_q and I',,_3 as follows: V(A,) =0V (T',,—1) U 10V (T,,_3)0 [11].

100
° o— o ° P ° ° °
0 1 10 00 0l 010 000 001
Ao Ay Ao As
0100 0101
000 0001
1010 1000
A4 A5

Figure 2: Lucas cubes A,,, forn =0,1,...,5.

It is known that Fibonacci cubes and Lucas cubes are median graphs [6]. For median graphs
several efficient recognition algorithms are known. To mention the first polynomial algorithm with
complexity O(nm) presented in [5] and the much more advanced O((mlogn)!4!) algorithm stated in
[2]. This raises the natural question whether a faster recognition algorithm for special families of median
graphs exists. For Fibonacci cubes this question was partially answered by presenting a recognition
algorithm with the complexity O(mlogn) [13]. Even more, Vesel recently answered the problem of
existence of a linear recognition algorithm for Fibonacci cubes, presented in [7]. For Lucas cubes no
recognition algorithm exists to our knowledge and is presented in this paper.

The paper is structured as follows. The next section contains some basic definitions and results
concerning median graphs and Lucas cubes. In Section 3 several structural properties and a character-
ization of Lucas cubes are given. Using these results in the final Section 4 a recognition algorithm for
Lucas cubes is presented. The presented algorithm correctly recognizes a Lucas cube in linear time.

2 PRELIMINARIES

The hypercube @, of order n is the graph with the vertex set containing all binary strings of length
n, where two vertices are adjacent whenever the two strings differ in exactly one position. Isometric
graphs of hypercubes are called partial cubes.

The Fibonacci numbers form a sequence of positive integers F,,, where Fy = 0, F; = 1 and for
n > 2 satisfy the recurrence F,, = F,,_1 + Fj,_o.

Since a Lucas string is a binary string without two consecutive ones and without one both in the
first and last position, we can say that a Lucas string contains no two consecutive ones in a circular
manner. Moreover, in the rest of the paper, when dealing with Lucas strings, we will always compute
indices modulo n, even when not explicitly stated.

For a triple of vertices u, v and w of a given graph G, a vertex x of G is a median of u, v and
w if x lies simultaneously on shortest paths joining v and v, v and w, and v and w, respectively. If G
is connected and every triple of vertices admits a unique median, then G is a median graph. It is well
known that median graphs are partial cubes (cf. [2]).

Let G be a connected graph with e = xy and f = uv two edges in G. We say that e is in relation
O to f if d(z,u) + d(y,v) # d(z,v) + d(y,u). O is reflexive and symmetric, but need not be transitive.
We denote its transitive closure by ©*. It was proved in [15] that G is a partial cube if and only if G is
bipartite and © = ©*.

For X C V(G) we denote the subgraph of G induced by the set X with G[X].
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A subgraph H of a graph G is called convez, if it is connected and if any shortest path of G
between two vertices of H is completely in H.

Let H be a fixed subgraph of a graph G, H C G. The peripheral ezpansion pe(G; H) of G with
respect to H is the graph obtained from the disjoint union of G and an isomorphic copy of H, in which
every vertex of the copy of H is joined by an edge with the corresponding vertex of H.

For an edge ab of graph G we define:

o Wy, ={w e V(GQ) | dla,w) < d(b,w)}
Wia = {w € V(G) | d(b,w) < d(a,w)}
Fup={2y € E(G) |z € Wy, and y € Wi, }

Uap = {w € Wy | w is the end vertex of an edge in Fyp}

Upo = {w € Wy, | w is the end vertex of an edge in F,p}

Let ab be an edge of a median graph G for which Uy, = We,. Then G[Wy,] is called a peripheral
subgraph of G. A ©-class F of a median graph G is called peripheral, if at least one of G[W,;] and
G[Whie] is peripheral for ab € E. F is internal if it is not peripheral.

We will need the following well known lemma, cf. [2].

Lemma 2.1. Let e = ab be an edge of a connected bipartite graph G. Then
(i) Fu = {f1f € E(G),c0f},
(i) G\Fup has exactly two components.
The next theorem characterizes median graphs.

Theorem 2.2. [10] Let ab be an edge of a connected, bipartite graph G. Then G is a median graph if
and only if the following three conditions are satisfied:

(i) G|Ugb) is convex in G[Wyp] and G[Upy] in G[Wha].
(i1) Fgp is a matching defining an isomorphism between G[Uqp] and G[Upq).
(i1i) G[Wap] and G[Wh,] are median graphs.

3 CHARACTERIZATION

Before we present the theorem that characterizes Lucas cubes, we will state some properties concerning
this family of graphs.

Proposition 3.1. [9] Let E be a O-class of the Lucas cube A,,. Then |E| = F,_1.

Let 0P denote a binary string of length p > 0 with all bits equal to zero, similarly 17 is a binary
string of length p with all bits equal to 1. Let x and y be two arbitrary binary strings, we write zy for
the concatenation of x and y.

Obviously the vertex 0™, has exactly n neighbours in A,,, moreover it is the only vertex of degree
n in A, [8].

Proposition 3.2. [12] All neighbours of the vertez 0™ in the Lucas cube A, of order n > 3 are of degree
n—2.

While it is known [11] that a Lucas cubes of order n is composed from two Fibonacci cubes of
order n — 1 and n — 3 with some additional edges between the two, the next proposition characterizes,
how these two Fibonacci cubes are induced.

Proposition 3.3. [12] Let a = 0" € V(A,) and ab € E(Ay,). Then the following hold:
(i) An[Wap] is isomorphic to T'p—1.
(11) Ap[Wha) is isomorphic to T'y_3.

Proposition 3.4. [12] Let E be a O-class of the Lucas cube A,,. Then E is peripheral.
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From Theorem 2.2 and Propositions 3.3 and 3.4 we immediately obtain the following corollary.

Corollary 3.5. [12] Let a = 0" € V(A,) and ab € E(Ay,). Then the graph A,[Uqs) is isomorphic to
T, s.

Let H be a subgraph of a graph G. Then 0H is the set of all edges zy of G with x € H and

Theorem 3.6. [12] There exist exactly one convex subgraph H C T',, isomorphic to T'y_a, such that the
peripheral expansion pe(I'y; H) is isomorphic the Lucas cube Ay y1.

The next theorem characterizes Lucas cubes.

Theorem 3.7. [12] Let G be a connected bipartite graph, a € V(G) of degree n and ab € E(G). G is
isomorphic to A, if and only if the following conditions are upheld:

(1) All the neighbours of a are of degree n — 2.

(2) GUgp] is convex in G[Wep].

(8) Fup defines an isomorphism between G[Uqp] and GUpq).
(4) G[Wap] (G[Wha]) is isomorphic to T'y—1 (Fp—3).

(5) Wya = Upg.-

Note that condition (1) of Theorem 3.7 is necessary, since b has been arbitrarily chosen. There
exists a graph G = pe(T',,; H) such that H is a convex subgraph of T, isomorphic to I';,_o where G is
not isomorphic to A, +1. See Fig. 3 for an example.

Iy

Figure 3: A peripheral expansion pe(I's; H) where H is a convex subgraph isomorphic to I'y

4 RECOGNITION ALGORITHM

Theorem 3.7 is also good from algorithmic point of view since it serves as the basis for the algorithm
presented with procedure LUCAS for recognition of Lucas cubes. Procedure Fibonacci(G, n, uv)
used in procedure LUCAS is from Vesel [14] and returns ACCEPT if a given graph G is isomorphic to
a Fibonacci cube of order n, and REJECT otherwise. The input parameter uv represents an edge of
the input graph G with one end-vertex of degree n. Moreover, it runs in O(|E(T',)|) time.

Before calling the procedure LUCAS some preprocessing of the input graph is required. It is well
known that |V(T'y)| = Fry2. A given graph G, with n = |V(G)| and m = |E(G)|, is examined only if
n = Fp41 + Fp—1 for some h > 1 and it is bipartite, otherwise graph is rejected. The computed value
of h is also an input parameter of the procedure LUCAS. The input graph fulfilling these conditions is
declared isomorphic to a Lucas cube of order h if procedure LUCAS terminates without encountering
REJECT statement.
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Procedure LUCAS(G, h)

Result: ACCEPT if G is isomorphic to Ay, REJECT otherwise
begin
if G is K1 or G is K9 then ACCEPT

1

2

3

4 Find e = uv € E(G) such that d(u) = h and d(v) = h — 2
5 if e does not exist then REJECT
6

7

8

9

Compute sets Wiy, Wou, Unw, Uy and Fy,
if F,, is not a matching defining an isomorphism between G[Uy,| and G[U,,] then REJECT

10 if G[Uyy) is not convez in G[Wy,] then REJECT

11
12 if Uy # Wy, then REJECT
13

14 u’ € Nw,, (u)

15 v' € Ny, (v)
16 if Fibonacci(G[Wy], h — 1, wu') returns REJECT then REJECT

17

18 if Fibonacci(G[Wyy], h — 3, vv') returns REJECT then REJECT
19

20 Return ACCEPT

21 end

In the presented procedure we denote by Ng(v) the set of all neighbours of a vertex v, where
neighbours are from the set S .

Since the procedure LUCAS returns ACCEPT if and only if the conditions from Theorem 3.7 are
satisfied, the following theorem follows immediately.

Theorem 4.1. [12] Algorithm LUCAS correctly recognizes a Lucas cube.

Theorem 4.2. [12] Algorithm LUCAS runs in O(|m|) time to successfully recognize a Lucas cube Ap,.
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EFFICIENT RECOGNITION OF FIBONACCI CUBES
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Abstract: Fibonacci strings are binary strings that contairiwio consecutive 1s. The Fibonacci cube
I, is the subgraph of the hypercube of dimendianduced by the Fibonacci strings. These graphs
are applicable as interconnection networks anch@oretical chemistry and lead to the Fibonacci
dimension of a graph. We discuss efficient recagmialgorithms for Fibonacci cubes.

Keywords: Fibonacci cube, partial cube, recognition algorithm

1 INTRODUCTION

Hypercube is a popular interconnection scheme fatioomputers. Routing in a hypercube
is a simple function of the Hamming distance betwego nodes. That is, the message is
successively sent along the connection correspgntinthe bit position in both binary
representations of the nodes with different valddse Fibonacci cube is a communication
network that possesses many suitable propertieshwdre important in network design and
application. Its major advantage is that it usegefelinks than the comparable hypercube,
while its size does not increase as fast as therbype's. In other words, they allow more
alternatives to build networks of various sizestéNaiso that the Fibonacci cube can emulate
many hypercube algorithms. Moreover, they emuldkerotopologies, such as trees, rings
and meshes very efficiently and can therefore apglications in fault-tolerant computing
[6].

Fibonacci cubes with their extensive range of pripe have appealed much attention
in recent years and have been extensively invdetigal heir structural and enumerative
properties were studied in [1]. Very intriguing aspis given by the fact that Fibonacci cubes
are precisely the resonance graphs of fibonacd@peBeside the obvious consequence that
Fibonacci cubes are median graphs, this propesy mduces a simple algorithm which
recognizes ir0(m n) time whether a given graph envertices andn edges is a Fibonacci
cube [4].

2 PRELIMINARIES

The hypercube of orderd, denoted byQ,, is the graptG = (V, E) where the vertex s#i(G)
is the set of all binary string®,,_4...b1b,. Two verticesx, yeV(G) are adjacent il , if
and only if their Hamming distance equals one. HgpleesQ,, Q, and Q3 are depicted in
Fig. 1.

A subgraphH of a graphG is isometric ifdy ) = dgav) for any pair of verticest andv
from H. Isometric subgraphs of hypercubes are cadéetial cubes.

Let G be a connected graph aad= xy, f = uv be two edges af. We saye is in relation®
to fif d(x,u) + d(y,v) #d(x,v) + d(y,u). 0 is reflexive and symmetric, but need not
be transitive. We denote its transitive closuredy It well known that G is a partial cube if
and only if G is bipartite an®* = 0.
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10 10:

000 001
00 01

Q.

010 011

10 11

110 111
Q.

Qs
Figure 1: Hypercubes.

The Fibonacci numbers sequence of positive integeFs, whereF, =0, F; =1 and for

n > 0 satisfy the recurrenc®,,, = F,.1 + F,. It is known that any natural number can be
uniquely represented as a sum of Fibonacci numerskendorf's Theorem). Assume tliat
is a positive integer such that < F,,,, — 1. Let F(i):= b,,_; ...by denote the ordem-
Fibonacci string of, wherei = Z}‘;Ol b]_ Fj., and b;j is either O or 1,8 j < n — 1 with the

Cond|t|onb]b]+1 == 0

The Fibonacci cube I'y, is for h > 0 defined as follows. The vertex set Bf is the set
V={01,.. Fp,—1}. Two vertices x,yeV are adjacent inl', if and only if
H(F(x),F(y)) = 1. In other words, the vertices Bf, can be labeled with all binary strings
b,_1...b1b, containing no two consecutive ones; two vertices adjacent if and only if
their labels differ in precisely one bit. Fibonacabesl'y, I', andrl'; are depicted in Fig. 1.

10C¢ 101

000 001

00 01

010

10
r

Figure 2: Fibonacci cubes.
For an edgab in E(G) we write:

Wa ={wevV()| d(a,w) < d(b,w) },

Wy ={wevV(@)| db,w) < d(a,w) },

F,, ={xy | xy edge inE(G) with x € W, and € W},
Us, ={w e Wy, | wis the end vertex of an edgehp,},
Upo = {w € Wy, | wis the end vertex of an edgekp, }.

The above sets are illustrated in Fig. 3.
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Figure 3: Important sets.

3 CHARACTERIZATION

Let G be a graph. FaX € V(G), let G[X] denote the subgraph Gfinduced by the séX.
The following theorem is presented in [3].

Theorem 1. Let ab be an edge of a connected, bipartite graph G such that d(a) = h and
d(b) =h—1, h> 3. Then G is isomorphic to I'y, if and only if the following conditions
hold:
* G[Ug,] isconvexin G[W ,].
» F,p, isamatching inducing an isomorphism between G[U,;,] and G[Up,]
¢ G[Wba]: Uba-
* G[W,p]isisomorphictoI'y_4.
G[Wp,] isisomorphicto I'y,_,.

FWI=T [WI=T[U]=F,.

d(b)=h-1
d(a)=h
d(c)=h-2

Figure 4: Recursive structure and important elements of Faboincubes.

The theorem reflects a recursive structure I'gf which consists of two fundamentals
subgraphs:I',_4 andI',_,. This subgraphs are joined with edges that casem®-class in
I'y,. This recursive structure is depicted in Fig. sisTcharacterization of Fibonacci cubes
leads to the recognition algorithm presented in T8l algorithm finds in a given grajghan
edgeab with endvertices of degrek and h — 1. The set F,, decompose$s into two
subgraphs induced B¢ ,;, and W,,, respectively. The algorithm then checks the cios
of Theorem 1. The most consuming part of the algoriis to assure wheth&{W ;] and
G[Wp,] are isomorphic I',_q and TI'y_,, which is done by two recursive calls of the
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algorithm. Fig. 5 illustrate the action of the aigjom for the graph isomorphic ;. We can
see that the recursive calls By and I'; are first performed. But when the algorithm is
applied for I, the recursive call for'; is executed again. The example shows that the
recursive algorithm revisits the same graph ovet aver again. The result is suboptimal
O(mlogn) running time of the algorithm.

0101( 0001(

1010 0010 10010 r5
01000 00000 00100
Ma
1000 0000 0100 10°°$ 10100
‘ / 01001 J 00001 00101 010
J‘}001 0001 0101 A 10101 3
000 100
10 ‘
001 101

|
T / \
o1 o © Of
‘00 / r ‘f F2 rl‘
r | |
|

)

o1

Figure 5: Decomposition of[ 5.

In order to find a recognition algorithm with a teet time bound, the following
characterization has been found in [5] which refersonly one of both fundamentals
subgraphs.

Theorem 2. Let ab be an edge of a connected, bipartite graph G such that d(a) = h and
d(b)=h—1, h > 3. Then G is isomorphic to I', if and only if the following conditions
hold:

* G[U,] isconvexin G[W ,].

* F,, isamatching inducing an isomorphism between G[U,,] and G[Up,]

* G[Wba]= Uba-

* G[W,p] isisomorphicto I'y_4.

* G admitsexactly onevertexc € N(a) \ (U U Up,) suchthat d(c) = h —

2.
* |Wel = Fp-1.
* |Uap| = Fp.

4 ALGORITHM

Theorem 2 is the basis for the following algoritfh
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Procedure FIBONACCI(G, h, ab);
begin
1.if [V(G)| # Fpy2 then REJECT.
2.ifh=1 andGis K, or h=2 and G is a path of length 2hen ACCEPT.
3. Find an edgeab, such thatl(a) = h andd(b) = h — 1.
4.if ab is not foundhen REJECT.
5. Find the set® 4, Wya, Uap, Upqe andF .
6. Findc € N(a) \ (Ugp U Up,) such thatd(c) = h — 2.
7.if ¢ is foundthen find the seW ., else REJECT.
8. Verify that
8.1.F,, is a matching defining an isomorphism betwé&¢l ;] andG|[U,,]
8.2.G[U,p] is convex inG[W ;] .
8'3'Uba = Wba'
8.4 Weol = Fp_q.
85|Uab| = Fh'
8.6. FIBONACCIG[W 4], h — 1,ac) returns ACCEPT.
9.if the foregoing conditions are fulfillatien ACCEPTelse REJECT.
end.

We can prove [5] the following

Theorem 3. FIBONACCI(G, h, ab) correctly recognizes a Fibonacci cubein O(m) time.
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Abstract

Several classes of graphs based on Fibonacci strings were introduced in the last 10
years as models for interconnection networks, among them Fibonacci and Lucas cubes.
The vertex set of a Fibonacci cube is the set of all binary strings of length n without
consecutive 1’s and in the case of a Lucas cubes we also forbid 1 in the first and the
last bit. T'wo vertices of the Fibonacci or Lucas cube are adjacent if their strings differ
in exactly one bit.

Benzenoid hydrocarbons are a graph model for aromatic hydrocarbons composed of
benzen rings. Tubulene type structures are known as carbon nanotubes and were dis-
covered around 20 years ago. They attend a lot of interest recently due to their unique
structure which explains their unusual properties such as conductivity and strength.
The aromaticity of such molecules is described by a Kekulé structure (t.i. perfect
matching) and the interaction between them is depicted by a resonance graph.

It turns out that the resonance graphs of a certain type of benzenoid graphs are
isomorphic to the Fibonacci cubes and the resonance graphs of some carbon nanotubes
are closely connected to the Lucas cubes.
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Abstract
This paper deals with a concrete problem of flourchase by a company that manufactures bakery
products in a multiproduct situation where supglieffer the discounts of the money volume of
business in a particular period of time. The s&eacprocess is driven by the price, reliability and
quality of particular vendors and subject to thlegipacity constraints. This problem has been solved
using an integration of multi-objective methods amiked integer programming to define the
optimum quantities among the selected suppliers.

Keywor ds: vendor selection, volume discounts, multiprodé¢tP, fuzzy programming
1 INTRODUCTION

Identifying vendors with the lowest item price igi@en industry becomes a major challenge
for purchasing managers, especially when venddes ofultiple products and volume-based
discount pricing schedules. In traditional quantiigcount pricing schedules, price breaks
that are function of the order quantity existed &ach product, irrespective of the total
magnitude of business the buyer contracts withvémelor over a given period of time. When
every vendor offers the variety of products, vesdare finding it more meaningful to give
discounts on the total value of multiproduct ordgtaced by a given buyer. In this
environment, the supplier induces the buyer intokinta large purchases by offering
discounts on the total value of sales volume, nottlee quantity or variety of products
purchased over a given period of time.

In this paper the authors present the integratedeinwhich will have all of the
possible issues of vendor selection problem in loyterid model. The paper will show the
construction of the model for volume discount casemultiproduct situation and the
proposed methodology will be tested on the concestample of vendor selection by a
bakery. The final optimal solution has been found the use of fuzzy multi-criteria
programming approach.

The model combines number of methods used in apeedtresearches. The first of
them, analytic hierarchy process (AHP) is used ¢temnine the coefficient weights of
complex criteria functions (quality and reliabilityCoefficients determined in this way will
further be aggregated by Simple Additive Weightmgthod (SAW) or as it is recently
called Weighted Sum Model (WSM) in order to prestm@ coefficients of the objective
functions in the fuzzy multi-criteria programmingpdel providing the final selection and the
guantity supplied from a particular vendor. The stomints in the multiple objective
programming model are the total demand and thedtrons of supplier capacities.

2 VENDOR SELECTION IN A BAKERY
Supplier selection and determination of quantisepplied by the selected suppliers is a

multi-criteria problem. One of the most importasgues in vendor selection is the choice of
criteria for their evaluation. Which criteria whle chosen by the decision maker depends on
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the kind of problem to be solved. Criteria whichllvide chosen for evaluation of flour
vendors in this paper are: flour purchasing co§&$), flour quality (C2), and supplier
reliability (C3).

This supplier selection problem with the first atjee function (flour purchasing
costs) have been solved in the paper [1], so f@ time we will introduce two more
objective functions and we will concentrate on raatliteria problem and solve it using the
fuzzy programming approach.

Flour quality criterion important for bread prodioct is expressed by the set of sub-
criteria and the data for these criteria are priesem Table 1. The potential vendors supply
the data on flour quality that they have to mamt&iroughout the contract period (Criterion
C2). It is to be noted that the quality of flourp@@ds on the wheat sort and quality and on
technology used in flour production. In Table 1 lgyandicators for the first type of flour
(Type 550) are presente@f course for the remaining three types of flowgréhexists the

similar data.
Table 1:Quality indicators for flour Type 550

T Criteria Vendor
Quality indicators C2 type 1 ‘ 5 ’ 3 ‘ 4
General characteristics of flour (A1)
Moisture in % (B1) min 13.53| 13.27| 13.49 13.33
Ash in % (B2) min 0.57 | 0.549| 0.53] 0.48p
Acidity level in ml/100 grams (B3) min 1.5 15 16| 1.8
Wet gluten in % (B4) max 26.7 25.8 25.1] 24.
Farinograph (A2)
Water absorption in % (B5) max 60.8 59.8 585 61.1
Degree of mellowness in FU (B6) min 70 65 85 60
Extensigraph (A3)
Energy u crh(B7) max 81 104 | 87.2 107
Elasticity in mm (B8) max<190| 137 162 180 1645
Resistance in EU (B9) max 395 280 235 350
Amylograph (A4)
Peak viscosity in AU (B10) max 1054 | 860 | 1279 132b
Table 2:Vendor reliability indicators
Reliability indicators C3 criteria Vendor
type 1 | 2 | 3 | 4

Financial stability, indebtedness

and liquidity (A5)

Coverage of fixed assets and stocks by
capital and long term resources, (B11)
Share of capital in source of funds in %, (B1

max 1.12 0.88 0.87 0.92
2) max 49.36 23.6 48.92| 49.6¢1

I

Indebtedness factor, number of years (B13) min [ 19 13 19
Total assets turnover coefficient (B14) max 0.65 19 0.52 0.35
General liquidity coefficient (B15) max 7.17 1.19 D7 0.75

Short term receivables collection period,
in days (B16)
Performanceindicators (A6)

Coefficient of total revenue and
expenditure ratio (B17) max 1.06 1.03 1.03 1.02
Share of profit in total income in % (B18) max 481 1.85 2.66 1.02
Share of profit in assets in % (B19) max 3.14 091 | 1.39 1.01
Profit per employee in m.u. (B20) max 60538| 21189 2B70 | 15446

min 86 101 102 58
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When contracting flour supply, it is important iad reliable vendors, i.e. those that
are assumed with a high degree of certainty thitnet get into financial difficulties which
could result in supply discontinuation. To evatuakendor reliability the criteria of their
solvency, financial stability, indebtedness, ligtydand financial performance can be used
and they are presented in Table 2. The vendorssaisold supply data on their reliabilisy
- (Criterion C3). We have to note thef are the same for all types of flour and depeng onl
on selected vendor. They are presented in Table 2.

A large number of vendor reliability sub-criterindaquality indicators for all types of
flour (for each vendor) will make the decision mrakidifficult. It would be hard to
adequately evaluate vendors through these twofsatteria without support of experts and
application of quantitative methods. That is thasmn why in this paper authors made an
aggregating model for this problem using analyterdrchy process (AHP) [3], and simple
additive weighting method (SAW) [5, page 6].

The data for the first objective function and dlkle constraints are the same as in the
previously mentioned paper so we will concentratéy ®n the two remaining objective
functions - quality and reliability.

3 APPLICATION OF AHP AND WSM METHOD

The AHP method requires formation of hierarchicélucture of goals and criteria.
Considering the data from the Tables 1, 2, a hobieal structure of goals and criteria for
vendor selection is formed. The hierarchical stritet(from Expert Choice software) is
shown in the Figure 1.

The hierarchical structure of goals and criteri#his example consists of four levels as
shown in the Figure 1. Level 1 represents the ngoal - vendor selection. Level 2
represents three main criteria for vendor selectiddosts, Quality and Reliability, Level 3
represents sub-criteria for quality and reliabilityteria, and Level 4 represents ten quality
sub-criteria (B1-B10) and ten reliability sub-crite(B11-B20).

After decomposition of the problem and formationtbé hierarchical structure of
goals and criteria, criteria and sub-criteria acenpared pair-wise on their levels. This
determines the relative priority of each elementhi@ hierarchy. Pair-wise comparisons are
carried out from the Level 2 to the Level 4 usihg Baaty’'s scale.

All the comparisons were done by the owner of takeby (DM), who is an expert in
the area of management and flour technology. TheHal! chosen three main criteria with
several sub-criteria for flour quality and vendetiability. After deciding on the selected
criteria, the DM prioritized these criteria by ugiAHP method.

Moisture (B1) I
Ash (82) |
Flour characteristics (A1) I
Acidity level (BEl)I
wet gluten (B4)|
Water absorption (BS I
MI Farinograph {(A2) I{ L (B85)

Quality (CQ)I Degree of mellowness (Eﬁ)l
Energy (B7) I

Exstensigraph (A3)| Elasticity (BB)I

- Coverage of fixed assets (Bll)l
- Resistance (B9) I -
vendor SE|‘3'3“D“I Share of capital (BlZ)I

Amylograph {A4) |— Peak viscosity (B10
vlograph ( )I ¥ ( )I Indebteness factor (Bl3)|
Financial stability, indebtedness and liquidity {A5] |

Total assets turnover coefficient (B14) |

General liquidity coefficient (B15) |

Reliability (C3) | Short term receivables period (816 |

Total revenue and expenditure ratio (Bl?)l

Share of profit in total income (BlB)I
Performance indicators (A6) I
Share of profit in assets (EIIQ)I

Profit per employee (BQEI)l

Figure 1: Hierarchical structure of the vendor selectioolbem
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These priorities are used for obtaining the cogfits for secondF;) and third §)
objective functions in multi-criteria programmingodel. Using the data from Table 1 (for
all types of flour) and Table 2, WSM method was duse determine the quality and
reliability coefficients for each vendor. The déitam Table 1 are first normalized by linear
scale transformation. At the left side of the Tablihere are original indicators from Table 1
(fi)), and at the right side of that table the nornealizoefficients are presented. In that way
all normalised performance values are dimensionlasd we treat all criteria as benefit
criteria - more is better. In the middle of theléafre the weights of the sub-criteria obtained

kq
by AHP. In this notation WSM formula looks lik&j = > wy fi'(R), i =1,..., m;]
k=1
n, wherek; is the number of quality sub-criteria angy are their ponders obtained by
AHP method. In that way the coefficierftg are obtained and again normalized so that they
also sum up to one. That is presented in thewastows of Table 3.

1,...,

Table 3:WSM method for quality indicators (flour Type 550)
o vi [ v2 | v3 | v4 w Vi | v2 | v3 | V4
fig (P1) * fii’ (P)

B1 | min| 13.53] 13.27 | 13.49| 13.33] 0.03275| 0.9808 1| 0.9837| 0.9955

B2 | min 0.57| 0.549| 0.53] 0.486 | 0.01475] 0.8526| 0.8852| 0.9170 1

B3 | min 15 15 1.6 1.8 | 0.00688 1 1] 0.9375| 0.8333

B4 | max| 26.7| 25.8| 25.1| 24.0| 0.07063 1] 0.9663| 0.9401| 0.8989

B5 | max| 60.8| 59.8| 58.5| 61.1| 0.09375| 0.9951| 0.9787| 0.9574 1

B6 | min 70 65 85 60 | 0.28125] 0.8571| 0.9231| 0.7059 1

B7 | max 81| 104| 87.2| 107.3 0.225] 0.7549| 0.9692| 0.8127 1

B8 | max 137| 162| 180 | 165 0.075] 0.7611 0.9 1| 0.9167

B9 | max|] 395| 280| 235| 350 0.075 1] 0.7089| 0.5949| 0.8861

B10| max| 1054| 860| 1275| 1325 0.125| 0.7955| 0.6491| 0.9623 1
Fi; 0.8579| 0.8922 0.8296 0.9768

F4 - normalized 0.2412 | 0.2509 | 0.2333 | 0.2746

Table 4:Quality (K) and reliability (9 indicators for objective functions
Vendor i P2 F3j Fai S
flour Type 550| flour Type 850 | flour Typel100| flour Type 1150

V, 0.2412 0.2513 0.2134 0.1835 0.410
V, 0.2509 0.2487 0.3105 / 0.186
V3 0.2333 0.2335 0.2198 0.3014 0.201
\2 0.2746 0.2689 0.2768 0.2503 0.201

In the same way the coefficients for the remainihgee types of flours and the
reliability coefficients§ are obtained. All the coefficients for the qualénd reliability
objective functions are presented in Table 4.

4 FUZZY MULTI-CRITERIA PROGRAMMING MODEL

With all these data multi-criteria model for detéming the vendors and supply quotas for
each vendor in the multiproduct case with volumsedunts can be formulated. This model
can be solved by the use of mixed integer and fumejti-criteria programming in the
similar way as it can be seen in [1] and [2]. Thigedence is that now the authors present
multiproduct situation and volume and not quandiigcounts. Three objective functions are:
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min Zl = Z Z(l— djr )D/]r , max22 = Z Z Fij D(” , max23 = Z ZS] D(”
j0J rOR; i0l jod; o jog;

whered; are the percent of discount associated with btackkvendor's cost function, v
are the volume of businessgney amouftawarded to venddy; in discount bracket, and
X;j are the units of iterR; to purchase from venddf

All the constraints for this case study are the esa®s in the paper [1], and finally
model has 39 variables and 32 constraints. To ghigemulti-criteria model in this paper the
fuzzy linear programming approach has been userkt Rvith mixed integer linear
programming software (Excel Solver) marginal sané and the values of objective
functions were obtained and they are shown in tdaers.

Table 5:Payoff table for marginal solutions

Z1 Z2 Z3
X1* 1511329.035 1711.275 1884.780
X2* 1566040.400Q 1881.150 1477,100
X3* 1540552.741] 1670.513 2224.741

The next step is to formulate fuzzy programmingl gaaction. According to the paper
[5] membership functions for the three objectivediions are:

15660404 — f;(X) _ f2(X) 1670513 _ f3(X)-14771
54711.36% 210.637: 747641
With the weights obtained with AHP method fuzzy tnabjective linear
programming model is:
Max f = W D11 +Wo D12 +Ws D13= 0429]1 + 0429]2 + 0143]3
Mg (X), Ay sur,(X), A< pe(X), 40[01], XOS
Solving this model with mixed integer programmiraft&are (Excel Premium Solver)
the following result presented in Table 6 is obtain

M (X) = » Hiy (X) » o Hig(X)

Table 6:Final optimal solution

Variables| Values Variables Values Variables Valuep
X11 1633.45 Xa1 500 V32 0
X12 2000 Xa3 0 Va1 0
X123 0 Xa4 500 Va2 0
X14 366.55 A% 300000
X21 740.01 V11 0
Xoo 759.99 Vio 0 A 0.950875
Xo3 0 Vi3 717796.37 A, 0.346823
Xog 0 Vo1 0 /]3 0.646829
X31 0 Va2 0
X3z 500 Vo3 650000 z* 0.64856
X33 0 V31 0
X34 0 V32 0

From this Table it can be seen that first venddiveis first, second and fourth type of
flour in quantity of x;; = 1633.45 t,x; = 740.01 t andx4; = 500 t. Because the unit price
for this vendor and those types of floucis = 220.1,c,; = 200.2 and,; = 420.25 that mean
that the buyer's cost for that purchase;is= 717796.37 Euros, and this amount of money
falls in the third price level with the discount ®8% so it means that the buyer will pay
646016,69%uros. Of course;; =vi2 = 0.
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For the second vendor we haxg = 2000,x2 = 759.99, x32 = 500,%42 = 0 (second
vendor doesn't have fourth type of flour) and beeathe total amount of money for these
guantities isvp3 = 650000 ( > 400000) falls in the third price dket, the buyer has the
maximum discount of 8% and will pay 598000 Eumshie second vendor.

Vendor 3 is not certificated well along the evaiomtprocedure, and should then
receive no orders from the buyer, and of courseethee no purchasing costs.

Fourth vendor delivers 366.55 t of the first tygdlour (x;4 = 366.55), and 500 t of the
fourth type k4 = 500). Value for these shipmentwg = 300 000 Euros and the buyer is
again in the third price bracket for this vendod d&ras the discount of 10%, which means he
would pay 270000 Euros.

Optimal value of the first objective function, ttwal purchase cost (with these discounts), is
1514016.6%uros. In Table 7 the distribution of the purchgsiosts in this optimal solution
are presented. It can be seen that the buyer s&%8d@79.63 Euros (1667796.32 -
1514016.69) due to discounts offered by the vendors

Table 7:Distribution of purchasing costs in optimal sobuti

V1 V2 v3 | V4 Total
purchasing Costs | 21299 331 g50000 0| 3000001667796.33
(without discount)
Discount 10% 8% 0% 10%

Purchasing costs

(with discount) 646016.69| 598000 0 2700001514016.69

5 CONCLUSION

Solving the concrete example by application of pheposed methodology we can make a
number of conclusions presenting the advantagessioly the proposed methodology in
solving the problem of vendor selection and deteation of order quotas with volume
discounts. AHP and SAW method allow efficient redgoof complex criteria functions into
simple criteria functions.

When solving the multi-criteria model the use ofZy technique proves to be very
efficient. The developed model, verified in thigppaon the real case study, has a general
value because it can be successfully used in gpbimilar practical problems dependent on
numerous qualitative and quantitative criteria.
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Abstract

A proposal of an abstract model for objects evaluation is given and explained in more
detail on the example where the users’ comments of some service are considered.

1 Introduction

Sofware as a service (SaaS) and cloud computing, which is a more general infrastructure tech-
nology that facilitates this type of software delivery and pricing, are becoming new platforms
for enterprise and personal computing [2]. Cloud computing is a paradigm to deliver ondemand
resources (e.g., infrastructure, platform, software, etc.) to customers similar to other utilities
like water, electricity and gas [3].

Traditionally, small and medium enterprises (SMEs) had to make high capital investment
for IT infrastructure, skilled developers and system administrators, which results in a high cost
of ownership. Cloud computing aims to deliver a network of virtual services so that users can
access them from anywhere in the world on subscription at competitive costs depending on
their Quality of Service (QoS) requirements. Therefore, SMEs have no longer to invest large
capital outlays in hardware to deploy their service or human expense to operate it. However,
with the growth of public Cloud offerings, for customers it has become increasingly difficult
to decide which provider can fulfill their QoS requirements. Similar services are offered at
different prices and performance levels with different sets of features. While one provider
might be cheap for storage services, they may be expensive for computation. Therefore, given
the diversity of Cloud service offerings, an important challenge for customers is to discover who
are the optimal Cloud providers that can satisfy their requirements. In this context, the Cloud
Service Measurement Index Consortium (CSMIC)|[7] has identified metrics that are combined
in the form of the Service Measurement Index (SMI), offering comparative evaluation of Cloud
services. These measurement indices can be used by customers to compare different Cloud
services. The features of interest include performance and cost, but also usability, security and
privacy, assurance, agility, accountability, etc. that can in turn be defined more precisely when
a particular type offering is regarded.

A challenge is how to rank the Cloud services based on (some of) these attributes. Deciding
which service matches best with all functional and nonfunctional requirements of a user is a
decision problem[5], more precisely a problem of Multi-Criteria Decision-Making (MCDM), a
classical topic in operational research [1].

The quality of features that contribute to the evaluation used for ranking of the services
is often not easy to measure. In this work we are interested in measuring services based on
users’ evaluation. User experience (UX) evaluation means investigating how a person feels
about using a system (product, service, non-commercial item, or a combination of them). It
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is non-trivial to evaluate user experience and come up with solid results, since user experience
is subjective, context-dependent and dynamic over time [4]. In this work, it is assumed that
we are collecting a sequence of evaluations given by users of the services. Clearly, simple
aggregation, for example taking the average score, can be severely misleading due to various
reasons, including attacks by service providers who might artificially trigger a population of
very friendly users. Therefore, some mechanisms are needed which would minimize such effects.
In the model discussed here, services are evaluated based on the users comments, but at the
same time users and their particular comments/evaluations are evaluated aiming to exclude
unuseful or clearly biased comments, and at the same time giving higher weight to evaluations
of services given by provably experienced and objective users.

In this short paper we outline a proposal of an abstract model for objects evaluation that
has been applied to cloud service ranking. The model is explained in more detail on the example
where the users’ comments of some (abstract) service are considered. This can be a part of a
larger model where similar approach would be used also for evaluation of the users, and based
on these, the objects commented may be evaluated. More details will be given in in the full
paper (see also [6] for a preliminary version).

2 Evaluation model

Here we are interested in the following task. Assume we are given a series of evaluations,
grades, assesments, or any other series from which user’s opinion about the quality or ranking
can be derived. The sequence may dynamically extend over time. The model is intended to be
independent of particular application. From motivation above it follows that possible objects
include services of cloud computing providers, that can be basic, i.e. performing computation,
lending storage, running application, but also complex combining several basic services. Even
the evaluations themselves can be evaluated regarding truthfulness, usefulness, etc. A trivial
example is that there may be elements in the sequence that are result of an errorneus use
of the system. These can in most cases be filtered easily, but also among syntactically sound
comments there are comments that seem to be very useful and comments that provide very little
information. Sometimes user’s reputation as an experienced user of certain service or his/her
previous record of useful comments may increase confidence that the current comment has to
be taken seriously. Last but not least, when the evaluation/ranking is published, there may
be interest by the sellers/providers to bias the results by attacking the system with numerous
artifical comments.

A formal description of our model follows below. We start with introducing some general
notions of the abstract model for evaluation of abstract objects. The general model may be
used in various ways, in particular we are motivated by a possible application that would
collect users’ comments about certain services, and would provide (dynamicaly changing as
more comments arrive) various evaluations and/or rankings of comments, users, basic services,
complex services, service providers.
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Notation

Attribute Symbol
Set of evalution categories K
Possible marks oc{,-1,...,5}CZ
Set of evaluated objects @)
Evaluated object 0€ O, 0=1(0,,2,w,)
Particular mark for object a € O, | (aV, ..., a®) € OK
All marks for object 0 € O O, € (OF)N
Aggregated mark for object o € O | Q, € R¥
Final mark for object o € O wo € R
Aggregation operator f: (0N — RK
Summarizing operator g: R = R
Remarks:
e The set of possible marks is assumed to be an ordinal set, in most cases {1,...,5}, or
{—1,0,1}. In addition we allow mark ”-”, meaning there was no mark given.
e Evaluation categories are assumed to be related to specific components of the grade or

evaluation submitted.

Evaluated object is represented by an ordered triple, where the first element in the triple is
a series of submitted marks, the second element are the aggregated marks for components,
and the third element is the summarized mark of the object.

We have two operators, f and g: f gives the aggregated mark based on the sequence of
marks, and ¢ provides the summarized mark based on aggregated marks of the compo-
nents.

3 First example: evaluation of users’ comments

In this example, we can precise the meaning of the abstract sets of the general model.

1.

2.

3.

K = {(vr), (up), (kr)}. Trustworthiness (Verodostojnost), (vr), is used to label comments
that should be ignored due to identified (or very likely) false information they give: value 0
indicates false and value 1 indicates trustworthy comments. Applicability (Uporabnost),
(up), with values —1, 1 measures applicability or usefulness of comments. Credibility
(Kredibilnost), (kr), of the user is assumed to be available from a similar model for
evaluation of users can have values from the set {1,2,3,4,5}.

0 ={-1,0,1,2,3,4,5} similarly as above.
Aggregation operator f:

e For category (vr)

. vr . kr
Qb { 0 3 I{i|af™ =0 e > e} > €1,

1 ; otherwise.

Here az(-vr) stands for the users mark of the comment, and agkr) for credibility of

the user. Comment if not trustworthy (has value 0) if there is enough (c; () well
evaluated users (i.e. having mark at least cy (1)) who marked the comment as not
trustworthy.
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e For category (up):

1O,
1
[0o] 2.i€0, @

1 > ico, aguP) ; comment has less than ¢ () marks,
(
i

; comment is ranked according to

") within the first €2, (up)

ﬁ 2ico, az(
Qg“p) = most applicable comments of the
service with at least ¢ (,p) marks.
—1 ; comment is not ranked within first ¢y ()
most applicable comments of the

service with at least ¢y (yp) marks.

First, until at least ¢y (,p) marks are available, a comment is evaluated by simply
taking the average mark. Then, after at least ¢y () marks are available, very low
marks of a comment are deleted thus enabling newer comments to emerge. In other
words, comments that are not very useful are forgotten.

e Summarizing operator g: A comment is of interest, if it is both trustworthy and
applicable (useful). Hence, here we simply multiply the two aggregated marks.

(9, 0) = 0l 0l )
As Q((,w) for a comment that is not trustworthy, this excludes all such comments.

Parameters of the mode - evaluation of comments

Parameter Notation
Minimal number of marks for a stable comment | ¢ () € N
Number of comments regarded as applicable Co,up) € N
Number of credible users that evaluated the

comment as not trustworthy 1) EN
Lower bound for credibility of a user Co.kr) €N

When evaluating the comments, a comment can be in two stages. The first stage is when
the comment is fresh and the applicability of the comment is not yet clear. Later, in the
second phase, the number of marks is sufficient to have a relatively stable evaluation of the
applicability.

Parameter ¢ (,;) € N is the minimal number of marks needed to consider the evaluation
of the comment as stable. For example, if the comments appear as the response of users of a
website, we would expect to reach this number in a week or two. On the other hand, for the
results to be statisticaly sound, the value should not be much less than 100.

Parameter ¢y (,p) € N is the number of comments that are believed to be useful for the
users (applicable). The comments that are within the most C2,(up) € N applicable are evaluated
based on the proportion of marks indicating they are applicable, all other comments are labeled
as not useful (their applicability is 0).

When presenting the evaluations, in particular in a dynamic environment, it seems to be
advantageous to also provide the results in the same way. Namely, the fresh comments (still
in stage 1) and the comments with stable evaluation should be ranked in two separated lists.
The most interesting most probably are the first (winning) comments from both lists.

Parameter ¢y ;) € N gives a lower bound on the number of users needed to label a com-
ment as not trustworthy. Here the total number of users that evaluated the comment is not
important.
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Finaly, parameter ¢ (1) € N is a lower bound for credibility of a user.

A similar model can be used for evaluating the credibility of users. As it is used in th
previous example, we give a short outline. In the example, we assume that the users comment
certain service.

Second example: credibility of users

1. K = {(up), (km), (oc)}. (up) is the frequency of usage of the service, values from
{1,2,3,4,5} are computed as follows. Five time windows are defined in advance. For each
service, there is a predefined number of events n("P) given. According to this predefined
table, the user is given his/her value based on the history of usage of the service. (km)
with values from {1,2,3,4,5} is based on the marks that other users have given to the
previous comments of the user. (oc) measures how synchronized are the users marks with

other users’ evaluations.

(km)

The aggregated evaluations are of the form (agum, a; ’,-)if it is a users comment, and

(al(up) . CLZ(»OC)

2. 0=1{,1,2,3,4,5}, as above.

), when a user evaluates a comment.

3. Aggregation operator f:

e For frequency of usage, (up) is the average of windows sizes, attached to the com-
ment: QP = ﬁ > ico, t[agup)].

e For (km) it is the average:

km km
Q0™ = |olo| 22ic0, az( g

e For (oc), the difference to the average mark. Let aioc) =a

(oc) ._ 1 (oc)
Then QO =5 m Zieoo CLZ-
e Summarizing operator g: If the user is a frequent user, then his marks are (likely to
be) important. Otherwise, it may be better to use the average.
g(QL(,up), ngm), ngc)) = aQf™ 4 (1-— a)QE,OC), where o = %, r rang according to

Q(()up) and N the number of all users.

(1) gup) _ ) ).

i

Parameters of the model - evaluation of users

Parameter Notation
Number of usages of a service n(P) ¢ N
Time window, in which the number

of usages of a service occured t[i] e N

Clearly, the users that use a service very rarely will likely not provide very useful informa-
tion. As some services are naturally used more frequently than others, therefore a constant is
defined for each service.

Prameter n("?) e N provides a bound for usages of the service to regards the user as
experienced user.

Parameter t[i] € N gives time within a user filed n("P) usages of a service.
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4 Conclusion

A model for evaluation of abstract objects based on a sequence of evaluations is proposed.
The model is illustrated by elaborating an example, where a sequence of comments is given in
which users both comment some (abstract) service(s) and give comments about other users’
comments. The motivation for this study is a possible application providing support for users
of services within the cloud computing paradigm.

The very same model was applied also to basic and complex cloud services, as well as to
service providers. For instance, we used evaluation categories measuring user satisfaction with
service responsiveness, quality, reliability, GUI usability, functionality, and security for basic
services. For operators, we used weighted averaging of the grades asigned by users, where the
weights corresponded to user’s own credibility. For complex services, we averaged evaluations
of basic services, together with their supportive services, such as migration, integration and
backup reliability. Similarly, we used list of services and of user support as basic evaluation
categories of the service provider, together with the list of all (complex) services the provider
is offering, and used weighted average as grade aggregation operators, again the weights being
the credibility of users giving the grades.

The aim of this generic model is to provide an unifying, widely applicable model and
methodology that will allow for development of common evaluation tools, study of interesting
phenomena within its diverse applications, and develop mechanisms using aggregation oper-
ators that would allow for comparison of rankings even if obtained from different evaluation
data sources. Achieving this goal, it will become possible to develop a multi criteria decision
support system that will combine data from diverse sources and help users choose the optimal
service and provider for their needs.
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Abstract

Algorithms and metrics that enable the convergericutomated and autonomous group consensus
seeking procedures are defined in this paper. Bheapplied to both most relevant decision-making
problematics: (1.) ranking of alternatives and &aiting of alternatives into arbitrary many ordakre
categories. Introduced metrics assess the majapityion, determine the direction of the group and
identify the most discordant decision-maker. Prepoalgorithms adjust preferential parameters of
the most opposing group member with the purpodetatively unify opinions.

Keywords: Multi-criteria decision analysis, Decision suppsystems, Negotiations, Group decision-
making, Consensus seeking, Ranking, Sorting, Rmeferaggregation and disaggregation

1 INTRODUCTION

Group decision-making methods and procedures mayige various levels of support to
decision-makers. Several simple approaches aggr@geterential parameters of individual
group members into a fictive compromise solutioat tls compensatory in nature and does
not necessarily correspond to any opinion. Sucthatst include the original PROMETHEE
for groups [2] and group AHP [14]. More efficiemdidacommonly used approaches utilize
robustness analysis and visualization techniqued4p or incorporate the role of a human
moderator [9, 10] to identify conflicts and faalie the group in reaching an agreed upon
solution. The most advanced methods, however, ldeeta autonomously asses divergence
in judgements and suggest necessary actions #iivelly approach consensus by applying
appropriate metrics and algorithms [7, 11, 13]. 8@re supplemented with mechanisms to
automatically adjust evaluations of decision-makarerder to overcome discrepancies in
the problem solving team while assuring that tHeective decision remains robust and does
not violate personal constraints of individual ggouembers [5].

It is essential for any method of the latter typémiplement (1.) metrics that determine
the levels of (dis)agreement of individual decisioakers with the direction to which the
group as an integral entity is heading, (2.) robess measures that ensure a reliable decision
and prevent group members with firm judgementotdfam to opinions of other colleagues
or intelligent agents, and (3.) an algorithm teoaterely and autonomously adjust preferences
of the most discordant group member in order tdyumim with the majority opinion of the
group. These mechanisms have already been intrddacelation with a dichotomic sorting
aggregation-disaggregation procedure for consesseking [5], which has been shown by
simulation and case based studies to perform effilyi [3, 4]. However, dichotomic sorting
is only a special localized case of more genendirgpinto an arbitrary number of categories
[15, 16]. Furthermore, out of three basic decisiwaking problematics — ranking, sorting,
and choice — the most widely used is ranking. Tbed gf the paper is thus to define original
algorithms and metrics for convergent autonomowsigrconsensus seeking based on the
general problematics of sorting and ranking.

The rest of the paper is organized as follows. i8ec2 presents the general
autonomous consensus seeking procedure, whiclséxilmn the aggregation-disaggregation
paradigm, and to which the introduced methodoldgscdutions apply. Section 3 defines
metrics and algorithms for the unification of démmsmakers' preferences with regard to the
problematic of sorting alternatives into an arlsitraumber of ordered categories. In Section

189



4, the case of ranking is analogously addressettioBe5 finally concludes the paper with a
resume and some directions for further work.

2 GENARAL AUTONOMOUS GROUP CONSENSUS SEEKING PROCEDURE

The general group decision-making procedure isgmtesl on Figure 1. It is based on the
aggregation-disaggregation analysis [5], so it @atomatically and autonomously converge
towards a consensual solution. The depicted praeedundependent of both the decision-
making problematic and the preference model. It tteamefore be applied to ranking and
sorting on one hand, as well as to different typesnethods, such as the multi-attribute
utility function, outranking or Analytic Hierarchrocess (AHP).

. Initial manual/automatic specification of preferences N
\ / P
( Exact values of Constraints on ( Holistic
preferential ‘ preferential assessments of
parameters parametrs alternatives
-
\\ Initial dlsaggregatlon analysis )
S {} /
i i e . . . ™~
E/ Preference aggregation \f<:: Disaggregation analysis |

an - IR
Adjustment of the most contradictive decision- |
maker’s decison in accordance with the

L

Identification of (dis)agreements in the decision-making group

common opinion of the decision-making group

Ve ™
e N
‘ Analysis of the progression J ( Sensitivity/robustness ‘ {}
\ p is of j :

the decision-making grou analysis of judgements e ~
Adjustment of the most contradictive decision- |
maker’s preferential parameters in accordance
with the unified decision

/Identification of the most discordant nonrobust decision-makeD

| I |

\\ //'
\ >\ Consensual or compromise decision < //

/ I
Figure 1. Aggregation-disaggregation based group consemslsrg procedure

A prerequisite for the operability of this procedware appropriate metrics that determine the
state of the decision-making group, and algorithiheg iteratively and reasonably adjust
preferences of all contradictive group members iwithe space of specified constraints. In
this way, a mechanism for the unification of vagadiscordant opinions can be provided.
Several original metrics and algorithms are defimetthe following two sections.

3 SORTING

Sorting refers to the assignment of a set of ativasA = {a,, ..., a,,} into q categories or
classes, which are ordered from the least prefemed’® to the most preferred or2? [16].
This means that alternativg is treated better than alternatiug if a; € C*, a; € €' and
Cc*k > C!. There are no limitations to how many alternativesy be assigned to the same
category. Two adjacent categori€s and C!*! are delimited with a referential profile,
which can be either a scalar or a vecton ofiteria-wise values.

For the purpose of generalization, all formulag #ra defined in Sections 3 and 4 are
independent of the preferential model. Hence, ttegybe applied to all fundamental types of
models, such as the multi-attribute utility functior pseudo-criterion based outranking. The
evaluation of an alternativg is denoted withy; = u(a;).
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3.1  Concordance of the decision-maker and the decision-making group

Let CPM denote the category into which the decision-m&Xdrsorts the alternative;. Let
C} denote the lowest (worst) add the highest (best) category to which the alteveat; is
assigned by any decision-makéf¢®4" is hence the median of tfié*, c] interval, such
that 50 percent of group members sertinto C¢%%" or higher, and the other half into
cmedian=1 gr lower. Thus:
vDM:CcPM € [cf, cf],
cretien e [¢f, ¢,

The degree of agreement of a single decision-m2akéwith the opinion of the whole
decision-making group with regard to the categorwhich the alternative; is assigned is
obtained with the weighted distance metric. It édexs the deviation ofP™ from cmedian,
and the distribution of membershipsagfin different categories:

oM abs (ord(CiDM) - ord(cl_median)) | card(CPM +{C5})
abs (ord(CiH) — ord(CiL)) card{DM}

L

The ord function returns the ordinal rank of a categoryithAtard, sizes of two
different sets are represented: (1.) the numbeleofsion-makers that sout into a certain
category or a category subset, respectively, anditig2 size of the set of decision-makers
{DM3}, i.e. the number of all group members. Fingll;} is the subset of categories that are
more distant from the median categ6§3*#*™ thancP™.

The agreement degree can now be calculateDNbwith respect ta; as

gt =1-d",

and the overall agreement of the decision-madker with the opinion of the whole group
about the assignments of all alternatives fromsttd = {a,, ..., a,,} is

m
GDM — Z &

. m'

i=1

3.2  Adjustment of the decision for the most contradictive group member

Let the set of all alternatives be divided withaedjto the most contradictive decision-maker
DM into two disjunctive subsetd = A" U A", A’ N A" = @, so thatd' c A is a subset of
alternatives that have to be reassignedby into different categories, whild”’ c A is a
subset of alternatives that preserve their assegsmalternatives belong to these subsets
according to the following rules:

¢ a, €A o gP" <0.5: (partial) disagreement &M with the decision-making group
about the assignment of the alternatygi.e. less than half of group members sQrt
into the same categoi’™ asDM does;
+ aq, €A’ & gP" >0.5: (partial) agreement ddM with the decision-making group
about the assignment of the alternatyei.e. more than half of group members sort
a; into the same categoiP™ asDM does.
Alternatives are evaluated from the perspectivihefdecision-makddM according to
the set of preferential parametd¥@", which is, for the purpose of generality of thep@a
defined independently of the preference model,hst it is valid for various approaches,

191



such as the utility function, AHP or pseudo-criveribased outranking. Similarly, a general
aggregation operat@ is introduced to synthesize preferences into agsests:
0: PPM — yPM(a)),va,; € A.

A prerequisite to ensure the convergence of ind@iepinions into a rational uniform
decision is that lower and upper limits of paramgtdues are provided. Then, the algorithm
for the automatic adjustment of preferential para@msecan search in the constrained space:

Vp € PPM: pPM < p < phM,

The autonomous algorithm for the conformance of mthest contradictive group
member to collective judgements is specified belmwaddition to aligning opinions it also
aims at achieving robustness by maximizing distarmetween alternatives and lower and
upper category limits*~* andb¥.

conformation « false

sortVa; € A': CM®W « (median

while (Va; € A": C[**Y # CPM) A (conformation = false)
try to derive new values of PP = {p} by

maxi(uDM(ai) — b ) + (blk — uDM(ai))

subject to
™ <p <pp" vp e pM
0: PPM - yPM(g.),Va; € A
uPM(a) = b¥ ', va; € A
uPM(a;) < b¥,Va; € A
_ (ord(cj*™) ,a; €A
B {ord(Cl-DM) ,a; € A"
if it is possible to derive new values of PPM

conformation « true

else
re-sort one alternative a; € A’ by
max GPM
crew=1  ord(CPM) < ord(cmedian
subjctto cpev {00
C} ,ord(CPM) > ord(C] )
end if
end while
4 RANKING

In ranking, alternatives are ordered from the b@$he worst one(s) [15]. Three basic types
of orders exist in multi-criteria decision analysise the complete order, all pairs of
alternatives are in the relation of preference,cvhis denoted witl; > a; and states that;

is preferred taz;. In the weak order, the decision-maker can alsmbiferent between;
anda;. The indifference relation is denoted with~ q;. Finally, the partial order introduces
the incomparability relation;? a;. Two alternatives are incomparable, if their clteastics
are so opposing that it is impossible and unredsderta determine which of them is better.
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4.1  Concordance of the decison-maker and the decision-making group

There exist two possibilities to identify the madstcordant decision-maker. Firstly, the rank
order of each observed decision-maker can be cadparthe rank orders of all other group
members. And secondly, the »average« rank ordetbeatterived from all rank orders by
applying an optimization algorithm. It is in bothses necessary to measure the distances
between rank orders with appropriate metrics, whiate been defined in the past [1, 8].

The first approach is chosen for the purpose afdsearch. Let the relation between a
pair of alternatives; € A anda; € A be denoted witlR;; = R(al-, aj) € {>,<,%,?7}, where
> and< represent preference, indifference, and ? incomparability. The distabeéween
relations of two decision-makeM,, andDM; is thend(Rf, R};). Standard distances can
be used [1]:

5 4
d(>,<)=2-¢,d(>,?) = 3 e, d(=,?)= 3 e,d(=,<) = e, where e is a constant.

For each member of the decision-making group, Weeagye normalized distance of his
rank order to rank orders of other 1 decision-makers is calculated:

le:iiéo Yiet.m Dj=i+r.m d(RE, RY) - Z;

d(DM) = dy = eem-(m—1)-0-(o—1)

The most discordant decision-maker is the one with largest distance to others.
Hence, the agreement degreeDdf;, is G, = 1 — d;. In this formula,m ando denote the
numbers of alternatives and decision-makers, réispdc Only m - (m — 1)/2 relations
above the diagonal of the upper triangular matrex@nsidered, because all distances on the
diagonal equal to 0, while all elements below tlagdnal are the same as above it. The total
distance is normalized with regard to the highesssible distance -e of a pair of
alternatives. It is also weighted with a normaliimiquencyzilj/o of the relation in which
alternativesa; anda; are for each compared decision-makef;. In this way, the distance
between rank orders ddM, and DM, depends on binary relations of the Iattéf]- IS
obtained by counting types of relations for eacin plalternatives above the diagonal of the
matrix, i.e. by determining the number of decisioakers for which alternativeg anda;
are in a certain relation:

ATES card{DM:R;; = >} = card{DM: a; > a;},
Z35 = card{DM:R;; = <} = card{DM: a; < a;},
75 = card{DM: R;j = ’~V} = card{DM: a; = aj},

Zl?j = card{DM: R;j = ?} = card{DM: a;? aj}.

4.2  Adjustment of the decision for the most contradictive group member

1. Frequenciei}j are computed for each pair of alternatives andeision-makers.

The decision-makedM;, with the lowest agreement degi@gis selected.
The rank order oDM, is modified by maximizing the concordance of prefee and
indifference relations, and by minimizing the numbgtincomparability relations:

Va,aq € A:1<i<m,i<j:
R{‘j =R["™ = Rf‘j is preserved, R;}"* =?= Rf‘j is preserved.
« Initially, the relation for each pair of alternati conforms to the collective opinion
maximally as is possible according to the tabl@Wwethat is up to two levels.

wn
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« If the adjustment of preferential parameters is pagsible by obeying the decision-
maker's constraints, then the adjustment is reléxedne level in each iteration, yet
at most till the initial relation is reached.

lej < < ~ ~ >~ -~
er;lax - N < <
Change of Rf; | >or= ~ > < ~ <or=

4. Preferential parametei® = {p} of DM, are modified according to provided individual
constraints on parameter values, and accordinguwdyrproposed relations.

5. If the adjustment is not possible, the algorithrtumes to step 3 and relaxes the required
relation change for one pair of alternatives, whglechosen in such a way to maximize
the agreement degrég.

5 CONCLUSION

In this paper, mechanisms for the automated coewves of group consensus seeking
procedures were defined. They were applied to twetmmommon problematics of decision-
making — ranking and sorting. Within the scopeuttife research work, the efficiency of the
proposed general approaches will have to be evaluaecause a special case of dichotomic
sorting was only systematically studied in the pAsiditionally, robustness metrics for the
general cases of ranking and sorting will be derifrem the existent metrics for localized
two-categorical sorting.
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Abstract: This paper develops the multiple-criteria model for the assessment of human resource
management (HRM) in organizations considering the exploratory factor analysis results in problem
structuring and the experts’ judgments in measuring criteria’s importance. The innovative aspect of
this paper is that it gives solutions for group decision making with missing judgments about the
criteria’s importance. Application possibilities of the results of the multiple-criteria assessment of
HRM are illustrated and discussed via a real-life case of organizations in Slovenia.

Keywords: exploratory factor analysis, group decision-making, human resource management,
multiple-criteria model, weighting method.

1 INTRODUCTION

This paper uses an exploratory factor analysis (EFA) to structure the multiple-criteria model
for the assessment of human resource management (HRM). It also brings solutions for
measuring the local alternatives’ values with respect to indicators and for criteria weighting
in group processes.

A way to support group processes is the use of the group model by the web-based
software called Web-HIPRE [9], where the value of the i alternative v(X;) is expressed as
the weighted arithmetic mean of the aggregate alternatives’ values obtained by decision
makers [9]:

d
v(Xi)= Jupvy (X;), foreachi=1,2,....n, (1)
k=1

where uy is the weight of the k™ decision maker, vi(X;) is the value of the i" alternative
obtained by the k™ decision maker, and d is the number of decision makers. In multiple-
criteria decision making based on preference elicitation is assumed that decision makers are
able to express their judgments about all criteria sets that are structured in the hierarchy to
obtain the aggregate alternatives’ values. The innovative aspect of this paper is that it is not
necessary that all participants express their judgments about the importance of all criteria.
When in the respondents’ answers are missing judgments about the importance of one or
more criteria or even sets of them, the means of the individuals’ points assigned to criteria’s
importance by the rest of participants are included in the model instead of (1) to obtain the
aggregate value of the HRM measure.

The organization of this paper is as follows. The second section presents the selected
methodological particularities used to develop the multiple-criteria model for the assessment
of HRM. The development of the multiple-criteria model based on the EFA — objective
statistical approach, completed by subjective group criteria weighting and measuring local
alternatives’ values, as well as the assessment of HRM is presented and illustrated via a
practical application in organizations in Slovenia in the third section. The last section
discusses the application possibilities of the presented solutions.
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2 METHODOLOGICAL SOLUTIONS FOR THE DEVELOPMENT OF THE
MULTIPLE-CRITERIA MODEL

2.1 Problem structuring by exploratory factor analysis

Factor analysis based on principal component analysis extraction method has already been
used to reduce a large number of variables to a smaller number of factors for modelling
purposes and to determine which sets of items should be grouped together in the multiple-
criteria model [1]. Differently from this, EFA [3, 5, 6] was primarily used in our survey about
HRM to explore the multiple-criteria model, to determine the number of constructs (i.e.,
factors, the first-level criteria) influencing the set of measures (i.e., indicators, the second-
level criteria or attributes) of HRM, and to determine the strength of the relationship between
each factor and each observed indicator. It was therefore used to select the “best” indicators
of each factor.

2.2 Group criteria weighting

When assessing the HRM with respect to multiple criteria, the importance of criteria should
be determined. In practical applications, decision makers often have difficulty defining the
relative importance of criteria directly; thus, the criteria’s importance can be expressed using
several methods [2]. In this paper, special attention is given to the use of the SWING method
[11] based on the interval scale, because experts in the field of HRM promote the use of this
method. In SWING, a decision maker is first asked to assign 100 points to the most important
criterion change from the worst criterion level to the best level and then to assign points (<
100, but > 10) to reflect the importance of the criterion change from the worst criterion level
to the best level relative to the most important criterion change [11].

Preference elicitation has traditionally been carried out in public meetings, exhibitions
and workshops, as well as with questionnaires and interviews [9]. Let the individual
judgments be expressed by using questionnaires. Further, let us allow missing judgments on
the importance of one or more criteria.

Differently from obtaining the individual’s weight of the j™ criterion, based on the
judgments made on the interval scale, by normalization [2, 4, 11], we expressed the group
weight of the j™ criterion, gj, by the means of the individuals’ judgments about the criteria’s

importance:
St | ry
I:1J J
m rj
2| 2t |/
=1l 1=1

where tj corresponds to the points given to the j™ criterion, m is the number of criteria and I
is the number of the respondents that expressed the judgments about the j" criterion
importance. When the criteria are structured in two levels (which is the case in the practical
example examined in this paper), the weight of the s™ attribute of the j" criterion, Ojs, IS
expressed as:

gj= 1 (2)
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where tJS corresponds to the points given to the s™ attribute of the j* criterion, p; is the number
of the j™ criterion sub-criteria and Fis |s the number of the respondents that expressed their
judgments about the importance of the s™ attribute of the j™ criterion.

When eliciting weights for the highest level criteria, it is important that the respondent is
fully aware of the meaning of the criteria [8]. Therefore, a bottom-up approach is appropriate
for use in which the weights are first elicited to the attributes on the lowest level.

2.3 Measuring local and global alternatives’ values

Let the data about each attribute be obtained by a questionnaire and let the measurement
scale used in the survey be the interval or the ratio one. When alternatives are organizations
or even groups of them, data about HRM in each group can be obtained as the mean of the
respondents’ data for each attribute. When greater agreement with the statements means that
the HRM is better, the local alternatives’ values with respect to the attributes can be obtained
by increasing value functions. The lower and upper bounds of value functions should be
determined for each attribute: the lower bound is less than or equal to the lowest datum at the
considered attribute whereas the upper bound is greater than or equal to the highest datum at
the considered attribute.

The additive model (see, e.g., [2]) was used to obtain the level of HRM — namely, the
aggregate value of the HRM measure in several groups of organizations. As the criteria in our
model are structured in two levels, the alternatives’ values with respect to the first level
criteria were obtained by:

p.
vj(xi)=z’gjsvjs(xi),foreachi=1,2,...n, @)

where vj(X;) is the value of the i™ alternative with respect to the j* criterion and Vjs(X;) is the
local value of the i alternative with respect to the s™ attribute of the j™ criterion. The
aggregate alternatives’ values were obtained by:

v(Xj)=X gJ(ZgJSvJS(X )] foreachi=1,2,...,n. (5)
j=1 s=1

3 THE DEVELOPMENT OF THE HRM MODEL

Considering the theoretical foundations of HRM compiled by Sarotar Zizek [10] and the
answers obtained via the in-depth interviews with five academics in and senior managers in
15 organizations, the original questionnaire about HRM in organizations was built. It consists
of 22 Likert-type statements (from 1 — absolutely not agree to 7 — completely agree) designed
for managers to express their opinions about HRM. During April 2011 until June 2011, 320
fulfilled questionnaires were gathered from the managers in 2409 randomly selected
organizations in Slovenia, of which 260 respondents were classified by industry [10].
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Table 1: The results of the EFA for HRM in organizations in Slovenia.

Statement Cronbach's | Communality Factor loadings
alpha

With employees, we established a dialogue 0.709 0.802

inside the regular communication.

Employees are included in the strategic 0.599 0.732

management process with their suggestions.

In the organization we have a system to 0.848 0.744 0.814

motivate employees.

The organization established rewards 0.585 0.703

associates.

We appreciate and practice team work. 0.471 0.624

We know the characteristics of the supply of 0.623 0.762

jobs in our industry.

We know the characteristics of the supply of 0.629 0.775

jobs in our region.

We know the dangers of "emigration™ of our 0.788 0.645 0.743
employees in other organizations.

We are familiar with the working conditions 0.576 0.722

offered by our competitors to their

employees.

The organization regularly uses tutoring - 0.712 0.788
mentoring.

The organization regularly uses coaching. 0.769 0.771 0.851
In the organization we have the diversity 0.565 0.703
management for employees.

Kaiser-Meyer-Olkin measure: 0.851
Cumulative percentage of explained variance: 63.578%

By the EFA we tested the dimensionality of the constructs of HRM. The value of Kaiser-
Meyer-Olkin (KMO) measure of sampling adequacy presented in Table 1 indicates that
factor analysis is appropriate, since KMO > 0.5 (KMO = 0.851). Table 1 shows that the three
constructs explain the most variance for all variables, namely 63.578 %. All communalities
that express the variance in observed indicators accounted for by common factors are greater
than 0.4. The indicators are accordingly weighted on individual factors. This is also proved
by factor loadings, which are all greater than 0.6. Table 1 illustrates a very clean factor
structure in which convergent and discriminant validity are evident by the high loadings
within factors, and no cross-loadings between factors. The Cronbach’s alpha coefficients
show adequate reliability for all three constructs — they are all greater than 0.6 (see, e.g., [3,
6, 7]). In this solution from the initial 22, we kept 12 indicators that are thus best influenced
by the factors (Tables 1 and 2). Within the EFA we got three constructs, namely: basic
approaches, new approaches, and employee orientated approaches (Table 2). Constructs are
considered as factors, and statements are considered as indicators (attributes). Table 2
presents the sets of indicators that are influenced by the factors, and thus presents the
structure of the multiple-criteria model for the assessment of HRM in organizations.

Following the criteria structure in Table 2 and the basics for the weights elicitation by the
SWING method, we constructed a questionnaire to obtain the criteria’s importance
judgments. It was sent to 20 organizations in Slovenia with well-developed HRM. From
March 2013 until May 2013, 11 fulfilled questionnaires were gathered from managers. The
number of respondents that fulfilled the questionnaires about the criteria’s importance IS as
follows: r; = 10, ris = 11, rps = 9, r3s = 3. Table 2 presents also the factor weights obtained by
(2), and the indicator weights obtained by (3).
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Table 2: The weights based on professional experience.

Factor Indicator

Name Weight Name Weight
With employees, we established a dialogue inside the gu = 0.234
regular communication. ==
Employees are included in the strategic management g1 = 0.191

Basic process with their suggestions. 12 =%

approaches g: = 0.315 In the organization we have a system to motivate g1s = 0.191
employees. 3=
The organization established rewards associates. 014 =0.172
We appreciate and practice team work. 015 = 0.213
We know the characteristics of the supply of jobs in our Uor = 0.285
industry. A=
We know the characteristics of the supply of jobs in our U2 = 0.256

New — 0358 region. 2=

approaches 92 =0 We know the dangers of "emigration" of our employees ~ 0.235
in other organizations. 923 = U.
We are familiar with the working conditions offered by U2s = 0.224
our competitors to their employees. 24~

Employee The organization regularly uses tutoring - mentoring. ga1 = 0.405

orientated gs = 0.327 'Il'hfhorganlz:_:ltlc? regule:}rly uts;zs :j:f)achl_r;g. . ga2 = 0.300
n the organization we have the diversity management for

approaches employegs. / ) 9as = 0.295

The hierarchy structure completed with weights that is presented in Table 2 was applied
for the assessment of HRM in groups of organizations. An organization was classified in the
proper group with respect to its industry. Thus we obtained seven alternatives (Table 3).
Considering the means of the respondents’ answers about the statements regarding HRM, the
local values of alternatives — different groups of organizations in Slovenia — were measured
by using increasing value functions. The lower and upper bounds of value functions were
determined for each attribute: to differentiate between the values of alternatives, the lower
bound is equal to the lowest mean at the considered attribute, and the upper bound is equal to
the highest mean at the considered attribute. Table 3 presents the alternatives’ values with
respect to each factor obtained by (4) and the aggregate alternatives’ values obtained by (5).

Table 3: The alternatives’ values — the HRM measures for groups of organizations in Slovenia.

xl XZ X3 X4 X5 Xe X7
v1(Xi) 0.397 1.000 0.486 0.660 0.511 0.030 0.622
Va(Xi) 0.141 0.689 0.468 0.343 0.242 0.441 1.000
v3(Xi) 0.141 0.595 0.160 0.102 0.255 0.371 0.414
v(Xi) 0.222 0.756 0.373 0.364 0.331 0.288 0.689
Rank 7. 1. 3. 4. S. 6. 2.

Symbols: v;(X;) —the i" alternative’s value with respect to ‘basic approaches’; Vy(X;) — the i alternative’s value with respect
to ‘new approaches’; Va(X;) — the i™ alternative’s value with respect to ‘employee orientated approaches; V(X;) — the i
alternative’s aggregate value — the human resource management measure; X; — the manufacturing organizations; X, —
the real estate, renting and business activities organization,; X3 — the construction organizations, X, — the other
community, social and personal service activities organizations; Xs — the wholesale and retail trade organizations; X¢ —
the hotels and restaurants organizations; X; — the transport, storage and communication organizations.

In the presented application of assessing HRM in organizations it can be concluded that
alternative X, — the real estate, renting and business activities organizations — has the highest
aggregate value (Table 3). X, has also the highest value with respect to basic approaches and
employee orientated approaches. It is followed by X; — the transport, storage and
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communications organizations (Table 3), which has also the highest value with respect to
new approaches. The lowest aggregate value is achieved by X; — the manufacturing
organizations. Its main key failure factor is new approaches, and — although its values with
respect to basic approaches vi(X;) and employee orientated approaches v3;(X;) are the second
worst ones, these two factors can be considered as the key failure ones, as well. Studying the
local values of X; with respect to each factor and comparing them with the ones of X, for
basic approaches and employee oriented approaches, and of X7 for new approaches (Table 3),
we can plan possible actions to improve HRM in X;.

4 CONCLUSIONS

The approach presented in this paper is appropriate when we want to assess a
multidimensional concept with respect to multiple criteria; when the data are obtained from
respondents with questionnaires and measured on an interval and ratio scales; when the
weights are determined by preference elicitation from several stakeholders. Because the
presented solutions for criteria weighting allow missing judgments, they enable respondents
to express their judgments about the criteria’s importance for the sets of criteria for which
they are experts. The advantages of this approach come into forefront when the criteria
structure includes conflict criteria, decomposed into several attributes, as well; in such cases
it is appropriate that respondents judge about their field of expertize.
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Abstract: The paper discusses group analytic hierarchy process (AHP), a well known multiple criteria
method with several decision makers involved in a decision process. In cases, when the decision
makers are exposed to the subjectivity and/or the lack of information, the individual comparison
matrices are aggregated into a joint interval comparison matrix. Four aggregation methods: MIN-MAX,
MEDINT, ADEXTREME and GEOSTDINT are considered, compared and applied to the problem of
management of the Pohorje area, with six scenarios and five decision makers.

Key words: multiple criteria decision making; group decision making; analytic hierarchy process;
interval judgments; management of natural resources.

1 INTRODUCTION

Analytic hierarchy process (AHP) [11], is a well-known approach for handling multi-criteria
decision making problems. AHP enables combining empirical data and subjective judgments
and also intangible and immeasurable criteria. It is based on pairwise comparisons of criteria
and alternatives which are hierarchically structured. The 1-9 ratio scale is used. All
comparisons are gathered in a pairwise comparison matrix A. When several decision makers
are involved, group AHP [12] replaces AHP which deals with only one decision maker.

In group AHP, the main problems are how to aggregate the individual comparison

matrices into a group comparison matrix and how to calculate weights from such matrix [5].

The complexity and uncertainty of the decision problems, the subjectivity and the lack of
information of decision makers can be hardly expressed with the exact values. Interval
judgments can be more suitable in such cases. When dealing with interval comparison matrices
in group AHP two main methodological problems emerge:

a) how to aggregate the individual point-valued judgments into the interval group comparison
matrix,

b) how to determine (calculate) the weights from interval group comparison matrix.

In the paper, we focus on the first problem. Four methods for aggregation of individual
comparison matrices into group interval judgment are presented. These approaches are:

1. MIN-MAX approach, which was already studied and applied by several authors, see for
example [13]; intervals are constructed using minimum and maximum individual
judgments,

2. MEDINT approach, which uses the median and thus pays considerable regard on
intermediate individual judgments [4], which is not the case with MIN-MAX approach,

3. ADEXTREME approach, where all individual judgments have the impact on the bounds of
the group interval, but not all have equal power [7],

4. GEOSTDINT approach, which uses weighted geometric mean and standard deviation of
individual judgments [6].

Further, for deriving interval weights from interval group comparison matrix A%*"  we

propose the approach of separating AY** into two point-valued comparison matrices [13].

Finally, a numerical example to illustrate the presented methods for aggregating the
individual comparison matrices into group interval judgment, and deriving the weights from

interval comparison matrices, is presented. The application is based on NATREG project [10]
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which deals with selecting the optimal strategy for management of Pohorje, the mountain area
in NE part of Slovenia, which is under Natura 2000 protection. There are six scenarios and five
decision makers considered. At the end, in conclusion, a brief comparison of the results
obtained by discussed methods/approaches and some open methodological questions are
tackled.

2 INTERVAL COMPARISON MATRICES IN AHP

Let A= ([Ii Ui ]) be nxn interval comparison matrix, which is a reciprocal matrix, i.e.,
nxn
l;; =1/u;; and u;; =1/1;; for all i,j=1,...,n. For deriving interval weights from A, we can

separate A into two point-valued reciprocal matrices A = (a; ) and A, = (ahJ ) [9]:

. 1<] Uy, 1<]j

L P u =

ay=11 i=j, a =<1 i=j. (1)
Uj, 1>] L, i>]

ij
Then, geometric mean method [2] should be used for deriving weights from A and A;.
Further, the point-valued weights are combined to gain the interval weights of A:

w = w W“]z[min{w.’*L wh },max{w.’AL wh }} Q)

Ranking of the interval weights is not always easy if interval weights overlap. If we assume
that the interval weights are uniformly distributed, the probability - degree formula [3], [13],
[14], [15] can be used for obtaining the probabilities in the matrix P, presenting the degrees of
preference:

max{O,a)iU —a)F}—max{O,a)iL —a)r’}

by =Pl o) <A EEOO i 4) G)
L

p=| P T Pl @)
b P, e -

The preference ranking order is then provided using row-column elimination method [13].
3 APPROACHES FOR DERIVING INTERVAL GROUP MATRICES
Let aA® = (a{j“) , k=1,...,m be point-valued individual comparison matrices of m decision

makers. Aggregated interval group matrix Ao =([|5”°”P, :

uf-?m“p]) can be obtained in several
nxn

ways.
3.1 MIN-MAX approach

Group interval judgments can be constructed using minimum and maximum individual
judgments for the bounds of the intervals [13], [1]:

.= min a and u, = max a. 5
U efimp Y okeflmy Y )
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3.2  MEDINT approach

MEDINT approach [4] presumes that the degree of influence on the lower bound should be
greater for smaller values, smaller for the values that are close to the median and zero for
values that are greater than median. Similar, the upper bound of the interval should be
influenced by all values that are greater or equal to the median.

Ly =TT(")" and =TT ()" ©

where C"is the ith largest value from the set {afk),...,a;k)} and the weighting vector

U= (ul,..., um) depends on m (m could be even or odd):

odd 1 2 m74 mTH odd mTH mT_l 2 1
U™ =|0,.,0,—, .2 =2 |andU=| 22 = L o 0| 7
T2 8wy Sai | Sw Sw Sw Sus S S Toi
2 2
where ™ is the median of numbers 1,2,...,m and s,, = ™2™ g the sum of numbers from
2
1to 2 or
1 2 =m2o wo | T2 21
Us = 0,04, 2, 2 |and U™ =| 2 2 = 1 o 0 )

m
2 2 2 2 2 2 2 2 2 2

where if m is an even number, then median of numbers 1,2,...,m is not an integer and

m(m+2)

S, = is the sum of numbers from 1 to 2, which are smaller than median.
2

3.3 ADEXTREME approach

ADEXTREME approach [7] presumes that the smallest value has an influence one half and all
other values together have an influence one half on the lower bound of the interval. The
highest value has influence one half and all other values together have an influence one half on
the upper bound:

| . @ (12) _t 0\t " 2 t 0\t
i =( min_ & [1(a®) and U, =|  max g, | BIEN )

..... Pl kel
k=m k=m

3.4  GEOSTDINT approach

Weighted geometric mean method [12] is the main approach for aggregation of individual
judgments into point-valued group judgments. The main statistic for measuring the dispersion
of values around the geometric mean is the geometric standard deviation, which can help by
making interval group judgments. Let

[(GMM) /Hau 0L j=1. (10)

be geometric mean of individual judgments. Then, In ai(j M) is the arithmetic mean of the set

{ln a;’,...,In a } whose standard deviation is equal to
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i(ln ai(jk) —In ai(jGMM) )2

In s =< , (1)

m-—1

which reduces to the geometric standard deviation

(12)
The group interval weights are then defined as [6]:
ai(_GMM)
l;; = W and u; =a/*"™sl™) (13)

ij
4 CASE STUDY

The NATREG project [10] has defined six strategic goals (scenarios), which can contribute to
the realization of the vision Pohorje 2030 [8]. These six goals are:

1. High quality life of locals, 2. Preservation of nature and landscape, 3. Sustainable tourism
and limited visit, 4. Environmental and consumer friendly usage of natural resources, 5.
Environmental and consumer friendly mobility and good infrastructure, 6. Preserved cultural
heritage and local tradition. We selected five experts who took part in the NATREG project.
They pairwise compared the six strategic goals. Their comparison matrices, their weights,
calculated by geometric mean method [2], and the consistency ratios are:

Expert 1 Preferences Expert 2 Preferences Expert 3 Preferences
(1 13 2 13 12 V3] [0.094] T 3511101627 (113 22 1] [o234]
31121 1 120152 31 1 111/10.135 1 122 3 1] (0232
V2 2 1 1312 12]0.115 511 111]/0.249 V3121 1 1120102
31 3 1 1 12/]0.196 1 11111]]0.151 /21721 1 21/2] (0124
21 2 1 1 12|]0.164 1 11111]]0.151 /2 /31 /21 /2] |0.092
132 2 22 1][0278] 111 111)]0.151] 11222 1] [0217]

CR=0.084 CR=0.098 CR=0.012

Expert 4 Preferences Expert 5 Preferences
M1212112 17 [0.118] (15 3 1.1 1] [o2s8]

21 112 1| [0202 Vs 1 1212212 |0095
21 112 1} |0.202 V3 2 1 V22 2 o161
11 111 1| |0162 1 2 2 122 0230
202021 1 12| |0.133 1 121212112 |0103
11 112 1| [0.183] 1 2112122 1] [0152]

CR=0.031 CR=0.094

The individual judgments have been aggregated using four interval group approaches.
The results are presented in Table 1. The comparison of results is in Figure 1.
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Results show that all approaches place one strategic goal on the first place — Preservation
of cultural heritage and local tradition. After the first goal, the following goals are pursued -
Environmental and consumer friendly usage of natural resources, High quality life of locals
and Preserved nature and landscape. The ranking of these three goals is different and depends
on the selected approach. With any selected approach, Sustainable tourism and limited visit,
and Environmental and consumer friendly mobility and good infrastructure are ranked on the
last two places.

Table 1: The ranks of six strategic goals of NATREG project using four interval group approaches

approach ranking
58.4% 50.9% 59.8% 65.6% 70.0%
MIN,MAX W, = W, > W, > W, > W, > W,
70.5% 51.8% 58.8% 70.2% 79.9%
MEDINT W, = W, = W > W, = W, > W
71.9% 100.0% 50.3% 56.4% 100%
ADEXTREME W, > W, = W, - W, - W, - W
55.2% 56.4% 72.8% 65.8% 73.2%
GEOSTDINT W, > W= W, = W, = W, - W
S1,MIN,MAX | . : : :
$1, MEDINT P T s e P A T T

S1, ADEXTREME
S1, GEOSTDINT

1 1

52, MIN,MAX | [
S2, MEDINT |
S2, ADEXTREME |

S2,GEOSTDINT

S3, MIN,MAX
S3, MEDINT ]

S3, ADEXTREME
S3, GEOSTDINT

S4, MIN,MAX | I
S4, MEDINT |
S4, ADEXTREME | .
S4,GEOSTDINT |
S5, MIN,MAX | ]
S5, MEDINT WO Sk B

S5, ADEXTREME
S5, GEOSTDINT

$6, MIN,MAX I

6, MEDINT | N b B A S T
6, ADEXTREME :

56, GEOSTDINT

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35

Figure 1: The comparison of the results of NATREG project with six strategic goals using four interval group
approaches

5 CONCLUSION

Comparison of listed approaches shows that in our numerical example ADEXTREME
performs the shortest intervals. In praxis, it is important, that the intervals of the resulting
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aggregating group matrices are not “very” long. MIN-MAX approach uses only minimum and
maximum value for creating intervals. When a value is outstanding the method could present
very long intervals and the results would be questionable and of no practical use. In MEDINT
approach degrees of influence differ between the individual judgments; practical examples can
show the optimal rates between the degrees of influence. The intervals of GEOSTDINT
approach are in our case of similar length as MIN-MAX intervals. Because GEOSTDINT
approach uses geometric standard deviation, we assume, that it could be more convenient for
the application in the cases where more than five decision makers are involved, but this
statement still needs to be proved.

Note: the research was partly performed in the frame of project COOL, EU Iniciative WoodWisdom-Net 2, No 3211-11-000450.
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Abstract: In the paper capacity planning problem is considiefedynamic model of the problem is
presented and the procedure combining Monte Carfwulation, dynamic programming and
interactive approach is proposed. The method mékpsessible to take into account various risk
factors that should be taken into account whenaigpatrategy is formulated. The results obtained
during the whole process and also in each periadbeaanalyzed. A numerical example is presented
to show the applicability of our procedure.

Keywords: capacity planning, multiobjective stochastic dynamiogramming, interactive approach,
stochastic dominance.

1 INTRODUCTION

Capacity planning is fundamental for any organaatilnsufficient production capacity
means that the company is unable to meet the demrahdoses potential revenues. On the
other hand, excess capacity adds cost and resultsver productivity. Thus, determining
facility size, with an objective of achieving hidévels of utilization and a high return on
investment, is crucial.

Capacity planning can be analyzed in various timézbns: long-range (greater than 1
year), intermediate-rage (3 to 18 month), and stamge (usually up to 3 months) [4]. In this
paper strategic capacity decisions are consid&edwill try to answer the question how to
support the decision maker in making decisionsctifig the long-term production capacity.

Forecast of demand is the starting point to anyaciy decisions. In the real world,
however, predictions, even professionally preparate always uncertain. Moreover,
organizations usually try to define long-term sgas, as capacity decisions cannot be
implemented quickly. Such strategies should defivee sequence of actions in subsequent
periods. As a result, capacity planning can be fdated as a dynamic decision making
problem under risk.

A prerequisite for good decision-making is to defthe objective. The overall goal for
any organization is to improve it's productivityag@acity decisions should contribute to it.
However, it's not easy, or even possible, to carcsta single criterion expressing how much
a particular solution adds to the productivity ¢lage. As a result, when making capacity
decisions, managers take into account multipleeigaf including market share, debt ratio,
NPV, etc.

Various multiple criteria methods are proposedcpacity planning. In [3] a review of
techniques dedicated for semiconductor manufagundustry is presented. Most of these
techniques can be adopted for other sectors. Mitdtia models for capacity planning are
also proposed in [1, 2].

In this paper capacity planning is formulated asw@tiobjective stochastic dynamic
decision-making problem and an interactive procedar solving it is proposed. The method
combines Monte Carlo simulation, dynamic prograngrand interactive procedure.
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2 CAPACITY PLANNING PROBLEM

Capacity is defined as a maximum level of valueealdactivity over a period of time that the
operation can achieve under normal conditions Fé}. top management capacity decisions
are of primarily importance, as they determine \waethe organization will be able to meet
the demand, and how effectively will it use it'soarces. Such decisions cannot be made as
isolated expenditures, but must be a part of adinated plan that will place the firm in an
advantageous position. This means, that investmemi®asing organization’s capacity
should contribute in winning new customers and waprg process flexibility, speed of
delivery, quality, and so on.

Two characteristics of capacity: lead-time and eooies of scale, must be taken into
account when planning changes in capacity. As asing capacity takes time, the decisions
need to be made before demand levels can be estimpegcisely. On the other hand, there is
pressure to make a change in capacity big enougiptmit economies of scale. Thus, two
guestions must be answered: when to make a chardydn@v large capacity increments
should be.

Three generic strategies for timing capacity chatagebe considered. According to the
first, capacity should lead demand. This meansttieat is always sufficient capacity to meet
forecast demand. The second strategy assumesapatity lags demand — the capacity is
increased only if it can be fully utilized. In suchse overtime or subcontracting can be used
to accommodate excess demand. The last strateggnisture of these two: sometimes there
is excess capacity and sometimes a shortage. bnesitare accumulated when the capacity
exceeds demand, and used when demand is higher.

In addition to the decision on timing, the magnéudf capacity change must be
determined. Larger increments provide economiessadle. However, there are also
disadvantages, as organization will have substaatiaunts of over-capacity for much of the
period when demand is increasing, which resultisigher unit costs. Thus, to make a good
decision, a detailed analysis of investment ca@stsyell as production costs is needed.

In order to present a dynamic model of a capadapmng problem, let us assume that

we consider a process, which consist$ pkriods (years). Far0J1,T we define:

Y — the set of all feasible states at the beginnirte period,

Y1+1— the set of all feasible states at the end optbeess,

Xi(y:) — the set of all feasible decisions for the pettiand the statg,
Di(y;) — the set of all period realizations in the pétiodefined as follows:

D.(v:) ={d (v, % ): % O Yo, % OX (v )} L)

Q,:D, - Y,,, is agiven transformation.
By D we denote the set of all process realizationsneéfas follows:

D={d=(d,,....dr): 07 Youu = 2 (¥, )} )
Letd(y;) be a partial realization for a given realizatdyrwhich begins ay;.. We have:
d(y) = (% %0+ Yo %) ®3)

In our problemy; is the level of capacity in peridgdandx; — the increment in capacity
made in period, which results in higher capacity in peribd+ 1. Thus fortd1T the
transformation function is defined as follows:

Yor = QY %) =Y, +%  for tOLT (4)
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Let K be the number of criteria used to evaluate capatititegies. Here we assume,
that the results obtained whanvolumes are added to the existing capagitgre uncertain.
Thus, the evaluation of each period realizatiormwéspect to each criterion is represented by
a random variable. Therefore, the evaluation ohiig realizationd(y,) = (V,, X.,---» Y5, %)

is a random variable&€™ (d(y,)), which is a mixture of random variables representi

evaluations of period realizations in peridgs.., T. In our approach we assume that Monte
Carlo simulation is used for generating distribngoof random variables representing
evaluations of alternatives with respect to créeri

3 METHODOLOGY

The procedure we propose for solving the problensists of two main steps. First, dynamic
programming approach is used for identifying nomduaated solutions. Next, the problem is
solved using interactive procedure INSDECM. Becaof¢he lack of space we omit the
general, formal description of the procedure, wiiah be found in [6].

31 Stochastic dominancerules

As the evaluations of process realizations areaando a question arises how to compare
the results obtained under various realizationsuinprocedure we use stochastic dominance
rules. Let us consider two partial period reali@asid; (y, ) and d;(y,) , both beginning a&:.

G (2) andG{(z) denote cumulative distribution functions repreenthe evaluations of
d;(y;) andd,(y,) with respect tk-th criterion. We use FSOF{rst Stochastic Dominance)
and SSD $econd Stochastic Dominance) for comparing probability distributions. The
definitions are as follows:

GY(2FSDGM(2) = G¥(2)#GY(2) and H,(2) =G"(2)-G"(z)< 0 forallzOR

G¥(2SSDG¥(2) ~ G¥(2)2GM(z) and H,(x) = '[ H,(g)dg< 0 forallzOR

3.2 | dentifying the non-dominated process realizations

We will say that partial process realizatiah(y, dpminates partial process realization
d;(y,) if the following condition is fulfilled:

a G (2) FSDGM(2) O G (2)SSDG(2) (5)

kLK
Thus, we will assume thal, (y, dominatesd,(y,), if stochastic dominance relation

can be identified for each criterion. In order tientify the set of non-dominated process
realizations, we will use Bellman’s principle oftopality.
Taking into account theorems presented in [8, 9, ¥& can use the following
procedure for identifying non-dominated proces$izatons:
1. Start from the last periodk = T, for each feasible statgr identify non-dominated
realizationgdr(yr, X1).
2. Go to the previous perioti=t— 1.
3. For each feasible statg, identify the set of non-dominated partial redi@as, which
begin aty:.
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4. If t>1-goto 2, otherwise: stop the procedure.
3.3  Dynamic INSDECM procedure

INSDECM [5] is devoted for problems with a finiteumber of feasible solutions and
evaluations represented by random variables witlowkn distributions. The detailed
description of dynamic version of INSDECM is progelin [6]. Here we present just general
description.

Each iteration consists of three phases: (1) ptasen of the results to the decision
maker, (2) collection of the preference informatid8) identification of the solutions
satisfying the requirements specified by the denishaker in the second phase. The results
are presented to the decision maker in a potendsixntt consists of two rows grouping the
best (optimistic) and the worst (pessimistic) valaé distribution parameters chosen by the
decision maker (expected value, median, quantifesndard deviation, etc.). The decision
maker is asked whether the pessimistic values @npaters are good enough. If the answer
is yes, he or she is asked to select the final solutrmmfthe set of alternatives currently
considered. Otherwise, the decision maker is askedormulate a constraint that a
satisfactiry alternative should satisfy. In thedhphase, the set of alternatives satisfying this
constraint are identified and next iteration staftse process is continued until all pessimistic
are accepted by the decision maker.

Due to the complexity of the problem (multiple erit,, multi-period process, random
outcomes), dynamic version of INSDECM assumes, ttiatecision maker is able to define
a hierarchy of the criteria. The results obtainedar different process realizations are
analyzed according to this hierarchy.

4 NUMERICAL EXAMPLE

In order to illustrate applicability of the proceduet us consider a company working on the
capacity planning problem. The planning horizoffive years. The current capacity is 100
batches per week. Taking into account demand fetgcthe company concluded that at the
end of the fifth year it's capacity should reachOlBatches per week. Due to technical
reasons the capacity can be increased either byr250 units at one time. Thus, the
company can either change capacity once by 50 ésitadn twice by 25 units each time. The
graph of the process is presented in Figure 1.ndues in the graph represent states of the
process at the beginning of each period and atrideof the process. Nodes 1, 4, 7, 10 and 13
represent states with the capacity is equal to H&iBhes. Nodes 3, 6, 9, and 12 represent
states with the capacity equal to 125 batchesllinades 2, 5, 8, 11, and 14 represent states
with capacity equal to 150 batches.

In state 1 representing the situation at the beggof the first year, three decisions
can be made: the company can increase the capadhg first year by 50 units, increase it
by 25 units, or resign of changing the capacitthmfirst year. The successive decisions lead
to states 2, 3 and 4 respectively. If the capasitghanged by 50 units in the first year, it
reaches the final capacity of 150 batches in tkers®year, and does not changes till the end
of the process. If it is increased by 25 unitsnitst change the capacity once more in any of
successive years. Finally if it does not changectpacity in the first year, it must change it
later either once by 50 units, or in two phases.

We constructed a simulation model to analyze tlsalltg that could be obtained for
each period realization. In our model we considetesl following risk factors: demand,
product market price, investment cost, productiost {fix and variable). Expert opinions
were used to assess the probability distributiorefch factor. The main assumption of the
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model is that the demand should be fully satisfiédhe current capacity is not enough to
meet it, overtime and subcontracting is used. Hanehey are employed only if the variable
cost is not higher than the market price.

Year 1 Year 2 Year 3 Year 4 Year 5

Figure 1. Graphof the process.

Three criteria are considered: profit margin (crde f;), customer service level
(criterionf,), and capacity utilization (criterioig). In our example the decision made in any
state does not affect the results generated irpmed, but only determines in what state the
process will be in the next period. Table 1 sumeeaithe results of Monte Carlo simulation.

Table 1: Expected values of criteria functions for eactest

State Profit Csueslrt\(/)irc?eeIr Capacity | g0 Profit Csuesrt\(/)i;:meer Capacity
margin level utilization margin level utilization
1 12997.50| 97.73% | 100.00% 8 15592.14| 100.00% | 100.00%
2 8944.37| 100.00% | 91.67% 9 10661.71| 84.25% | 100.00%
3 11074.66| 97.73% | 100.00% 10 13028.83| 67.40% | 100.00%
4 13019.73| 78.18% | 100.00% 11 16011.61| 97.73% | 100.00%
5 12197.04| 100.00% | 99.00% 12 10418.36| 81.44% | 100.00%
6 10880.03| 90.49% | 100.00% 13 13014.12| 65.15% | 100.00%
7 13030.42| 72.39% | 100.00%

In the second step non-dominated process realimtwe identified. The following
process realizations are non-dominated:
1-2-5-8-11-14, 1-3-5-8-11-14, 1-3-6-8-11-14,
1-4-5-8-11-14, 1-4-6-8-11-14, 1-4-7-8-11-14.
Thus, in the last phase only solutions assumingttigacapacity is changed in the first,
second of third period are analyzed. The final sotuis identified using INSDECM
procedure. First, the decision maker is asked tioedierarchy of criteria. According to him
the most important is criteridi, next ard, andfs.
In the first iteration the dialog with the decisisnconducted according to the following
scenario:

1. The first criterion is considered. The decision eragpecifies the data that he would like
to analyze: probability, that the profit margin fibve whole process will not be the less
than 65000, and the probability that in any petiog profit margin will not be less than
10000.

211



2. The potency matrix is presented to the decisionanéhb. 2)

Table 2: The potency matrix presented to the decision makigeration 1.

Probability that the profitf Probability that for none
for the whole process will period the profit will be
be not be less than 65000 less than 10000
Optimistic value 0.93 0.55
Pessimistic valug 0.65 0.25

Distribution
characteristic

3. The decision maker specifies additional requiremtin@ probability that for none period
the profit will be less than 10000 should be nesléhan 0.50.
4. The set of process realizations satisfying the tamt defined by the decision maker is
identified and the procedure goes to the nexttitara
In next iterations criteridf, and f3 are analyzed. At the end the set of process
realizations satisfying decision maker’s requiretaas identified.

5 CONCLUSIONS

In this paper a procedure for capacity planning pragposed. Our method combines Monte
Carlo simulation, dynamic programming and interacthpproach. It assumes that the criteria
are analyzed according to their importance. Howeiters also possible to analyze the
process period by period. The procedure can alsappdied for other dynamic decision
making problems under risk, such like project plagn project portfolio selection, or
production planning.
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Abstract

Bipolar is one of the Multiple Criteria Decision algsis (MCDA) methods, based on the concept of
bipolar reference objectives, proposed by Ewa Kmmaska-Gubata. In Bipolar method decision
alternatives are not compared directly to eachrpthet they are confronted to the two sets of
reference objects: desirable and non-acceptaldeti®al application of the method showed some its
shortcomings. It may happen that a decision alteen@an be evaluated as better than a desirable
reference object and simultaneously as worse thaoraacceptable object. Also a case where
reference sets are numerous needs some modifisalitie aim of the paper is to formulate unified
Bipolar procedure which contains classical Bipolathod as well as some modifications which help
to overcome difficulties mentioned above.

Keywords: MCDA, BIPOLAR, reference sets, unified procedure
1 INTRODUCTION

One of the MCDA methods[3, 19] is Bipolar, proposedKonarzewska-Gubata [7, 8, 9].
The essence of the analysis in Bipolar method stg81 a fact that the decision alternatives
are not compared directly to each other, but thheycanfronted to the two sets of reference
objects: desirable (called “good”) and non-accetétalled “bad”). These two separate sets
constitute bipolar reference system. It is assurtiet, the decision maker applying Bipolar
method in practice, on the base of her or his egpee, gathered opinions and undertaken
studies is able to create such a system. Many tsmécBipolar approach have been
described by the author of the method [9, 10]). 8amprovements have been proposed
(Dominiak [1, 2], Trzaskalik and Sitarz [17, 18])he method has been used in applications
(Jakubowicz [5], Jakubowicz and Konarzewska-GupgfaDominiak [1,2], Konarzewska-
Gubata [11]). Moreover, the method has also beepliexp to model multi-stage multi-
criteria decision processes (Trzaskalik [16]). TBipolar method belongs to a group of
methods that involve reference objects while comiernatives. Bipolar method belongs
to a group of methods that involve reference objethile compare alternatives. Other
examples of this approach include for example thehtowski and Szapiro’s bi-reference
method [13] and the method developed by Skulimowdk]. More recently learning
methods, for instance DRSA, based on rough setaodetbgy to derive classification rules
has been developed (Greco, Matarazzo, Siskii4]).

When performing the procedure, some alternatives lza evaluated as better than
“good” objects from the reference system. Suchréiitves are named “overgood”. Other
alternatives can be evaluated as worse than “bbpcts from the reference system. Such
alternatives are named “underbad”. It may happeat Home decision alternatives are
overgood and underbad simultaneously. Trzaskalik &itarz [17, 18] described how to
deal with underbad and overgood alternatives. Agrotbroblem arose when the set of
reference objects was numerous. Some propositioa green by Dominiak [1,2].
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The aim of the present paper is to describe unigmblar procedure, which contains
classical Bipolar method as well as its modificatip described in previously published
works.

The paper consists of six chapters. In Chaptea&satal Bipolar procedure has been
briefly described. In Chapter 3 modifications oference sets and categories are presented.
In Chapter 4 methods of supporting a decision makeen determining criterion weights
and veto threshold values in the case the refersysim is numerous are mentioned. In
Chapter 5 a unified procedure of BIPOLAR methodrtghknto account all the modifications
is presented. The concluding remarks in Chapterdglee paper.

2 CLASSICAL BIPOLAR METHOD

It is assumed, that there are given: the set oisiecalternatives? = {a’, a2,..., a"}
and the set of criteria functions= {f,...,}}, wherefi. 4 - K for k=1, ..., n andkx is a
cardinal, ordinal or binary scale. Criteria areidled in such a way that higher values are
preferred to lower values. Description of remagnitypes of criteria is given by
Konarzewska-Gubata [9]. For each criterion the sleai maker establishes weighk of

relative importance (it is assumed, tfﬁtwk =1 andw = 0 for eachk=1, ...,r), equivalence
k=1

thresholdgx and veto thresholdy. The decision maker also establishes minimal reaite
values concordance levehs the outranking threshold. It is assumed,dbatition 0.55 s
<1 holds.

The decision maker establishes a bipolar referegseemg, = ® /7 z, which consists
of the set of ,good” object® ={d*,..., d® }and the set of “bad” objects = {z,...,73,
whered andz denote the number of “good” and “bad” objectspeesively. It is assumed,
thato n z =/J. The number of elements of the getis equal tad+z. Elements of the se&t
are denoted ag', h=1,...r. Valuesfi(r" for k=1,...,n anch=1,...; are known. We assume,
that holds condition

Ok=t,...n Haoo D0z fi(d) = u(2) (1)

The Bipolar method consists of three phases. Iritbtephase decision alternatives are
compared to reference objects and as a resultndirtigaindicators and preference structure
in the reference system are established. In thensephase position of each decision
alterative with regard to bipolar reference sysiemstablished. In the third phase, on the
basis of two mono-sortings of alternatives intoc#jped categories and two partial preorders
(mono-orders) introduced independently into theo$etlternatives, the intersection of these
two preorders, creating the bipolar partial preorie obtained. In the phase | we can
recognize the ideas of concordance and veto thigshantroduced in Roy's Electre
methodology [14], in the phase Il - the idea of Mkr[12] algorithms of confrontation. The
detailed description of the method (helpful in wedfprocedure description) can be found in
[17].

3 MODIFICATIONS OF REFERENCE SETSAND CATEGORIES

M 1. Modification of the reference set of “good” obje[18].

O

Let f* denote the ideal vector in the reference set afl’,lwbjects, hence
0O

f7 = max {f(2): z0z}
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We replace the sat by the seto = {"d*,..., d%, changing these evaluations, which are too
low according to ideal solutions in the setthat is

£, if f,(d)<f?

M 2. Modification of the reference set of ,bad” objefi8]

O
Let f” denote nadir vector in the reference set of ,,gamigjects, hence
O

£ = min { fi(d): dOD}

We replace the setby the set z={"7'....,; 73, changing these evaluations, which are too
high according to nadir solution in the sgtthat is

O
- | f(2). if f (z)<f?
f, (z) =1 4 .
£, if fk(z)> f.
M 3. Modification of categories [18]
In the source Bipolar method three categories wr@htives: B1, B2 and B3 are defined.
Now an additional category B2’ including all oveagband underbad alternatives is created.

4 MODIFICATIONS FOR NUMEROUS REFERENCE SETS

M4. Local preference function [1,2]
All the criteria are given on cardinal scales. dtassumed that the weight of considered
criterion depends on the values of the “bad” rafeesobjects. Functions of local preference
describe that kind of dependence.

M5. Modification of position definition for an altertige in relation to the reference system
[1, 2]

That modification refers to position the descriptifor alternatives in relation to the
reference system. We assume that the considemthative outranks a reference set, if the
number of objects outranked by that variant is grethan the number of objects from that
set which outranked the considered alternativee@tise we assume that the reference set
outranks the considered decision variant. As a areasf outranking we consider the ratio
of the difference between these values to the nuwibelements of the reference set.

M 6. Modification of criteria weights [1, 2]
Criteria weights are establish applying decilesritigtions.

M7. Modification of veto thresholds [1, 2]
Veto thresholds are established applying decilssidutions.

215



5 UNIFIED PROCEDURE
To give a possibility for a decision maker to apthlg modifications described above as well

as the classical Bipolar approach (denote@)ywe propose a procedure, elaborated below.
The block-scheme of the procedure is given in Fadur

Modifications of reference
/ sets and categories

N
N — Modifications of weiaht:
11
v
13 Y 15
N Modifications of veto treshol
14
¥
16 Y 17
N ¥ Local preferenceunction:
18, 19
¥
2C Y 22
N ¥ Modifications of position
21
v
23, 24

Figure 1 Block scheme of BIPOLAR unified procedure
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The consecutive steps of the procedure can beidedas follows:

Start

1. Establish setg, o, z.

2. Is condition (1) fulfilled?

Yes —go to 10. No — go to 3.

3. Do you want to modify reference sets?
Yes —goto4. No-—go to 6.

4. Do you want to modify the sex?
Yes—goto7.No—gotob5.

5. Do you want to modify set?

Yes - goto 8. No—go to 10.

6. Do you want to extend the set of

Bipolar categories?
Yes - goto 9. No - go to 10.

7. Modify the setp according taV 1 .
Go to 10.

8. Modify the setz according taV 2.
Go to 10.

9. Extend the set of categories in Bipolar
ranking according t¥ 3.

Go to 10.

10. Do you want to apply the possibility of
decision support for establishing
weights?

Yes —goto 12. No—goto 11.

11. Establish weight&=1,...,n and
concordance levsl
Go to 13.

12. Establish weights accordinghtt and
concordance levsl
Go to 13.

13. Do you want to apply possibility of
decision support for establishing veto
thresholds?

Yes —go to 15. No — go to 14.

6 CONCLUDING REMARKS

14. Establish veto thresholds.
Go to 16.

15. Establish veto thresholds according to
M7.

Go to 16.

16. Do you want to apply local preference
functions to determine outranking
coefficients?

Yes—-goto17. No—goto 18.

17. Determine outranking coefficients
according tov 4.

Go to 20.

18. Determine outranking coefficients
according te.
Go to 20.

19. Determine preference structure
according te&.
Go to 20.

20. Do you want to apply modification of
position definition foR' in relation to
R?
Yes —go to 22. No —go to 21.

21. Determine the positical in relation to

® according tcC.

Go to 23. _

22. Determine the positical in relation to

® according tav 5.

Go to 23.

23. Perform mono-sortings and mono-
rankings according 10.

Go to 24.

24. Perform Bipolar-sorting and Bipolar-
ranking according tG.
Go to Stop.

Stop.

Modifications of the source version of the Bipolaethod allow both for rationalizing
Bipolar incomparability of some alternatives ana@belrating of a ranking. The unified
procedure, described in the paper allows to ina@aegoall the modifications of the source

version.
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Abstract: The paper investigates the performance of four imadearning methods: artificial neural
networks, classification trees, support vector nas) and k-nearest neighbour in classificatiore typ
of problem by using a real dataset on entrepreakuntientions of students. The aim is to find out
which of the machine learning methods is more igfficin modelling high-dimensional data in the
sense of the average classification rate obtainexd 10-fold cross-validation procedure. In addition
sensitivity and specificity is also observed. Tlesults show that the accuracy of artificial neural
networks is significantly higher than the accurafyk-nearest neighbour, but the difference among
other methods is not statistically significant.

Keywords: machine learning, support vector machines, arficneural networks, CART
classification trees, k-nearest neighbour, largeetisional data, cross-validation

1 INTRODUCTION

Most research on dealing with high-dimensional dates focused on variable reduction
methods in the pre-processing and in the post-peneog stage of modelling. In some cases,
pre-processing variable reduction methods basdetest, Cronbach's alpha, chi-square, PCA
or others do not give efficient results becauselevproviding less information they yield
lower accuracy of the model. Our previous resegt6hshows that such situation exists in a
real dataset collected in an international surveyentrepreneurship intentions, self-efficacy
and identity. Based on proven instruments which suea certain attributes of students, a
large number of input variables is used to proadeasis for finding an efficient model that
will be able to classify students according to ithentrepreneurial intentions. In previous
investigations [16] it was found that non-linear anime learning methods such as ANNs
could be efficient in the area of modeling entreergial intentionf students. The purpose
of this paper is to find out if other machine laagh methods, such as support vector
machines (SVMs), decision trees, and k-nearestbeigr (KNN) can outperform ANNS in
classification type of problems with a large numbkvariables.

2 PREVIOUS RESEARCH

Research on entrepreneurial career choices of rsfsigeostly proposes a huge number of
personal inputs that can interact on a varietyegtls and directions. It has been presumed
that students attitudes, values and career choeede sufficiently well represented by the
following groups of variables [5],[13]: (1) entreggmeurial intentions, (2) altruistic values and
empathy, (3) subjective norms, 2006), (4) entrepueial self-efficacy, (4) allocentrism
fidiocentrism, (5) prior family business exposui@) entrepreneurial outcome expectations
(7) strength of entrepreneur identity aspiratiamj é3) social entrepreneurship self-efficacy.
Following such proven instruments for measuringepreneurial intentions, the constructed
models could consist of hundreds of variables.

Methodology used for modeling entrepreneurial ititers was mostly focused to
multiple regression and structural modelling [S]adhine learning methods have not been
investigated in this area, although they were fesdjy tested in other problem domains.
ANNs outperformed discriminant analysis and othatigtical methods in various problem
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domains including financial prognosis, fraud détet etc. [9]. SVMs were also compared
to ANNSs in financial failures, machine fault deiect, medicine others [12], [14]. In addition
to ANNs and SVMs, decision trees are a methodithkequently used in classification [7],
as well as the KNN technique which has been useh asficient classification technique in
multivariate models [6].

3 METHODOLOGY

Artificial neural network (ANN) as a machine leargimethod has the ability to approximate
any nonlinear mathematical function, which is utedgpecially when the relationship
between the variables is not known or is complgxIfghas been successfully used for both
regression and classification type of problems ififexent areas [9]. Although there is a
number of different types of ANNs, the multilayegrpeptron (MLP) is the most common
one that can use various algorithms to minimizeoibjective function. The input layer of an

ANN consists ofn input units with valuesx, OR, i=1,2,..., n, and randomly determined

initial weightsw; usually from the interval [-1,1]. Each unit in tiédden (middle) layer
receives the weighted sum of gllvalues as the input. The output of the hiddenrlagmoted
asy, is computed by summing the inputs multiplied wtikir weights, according to:

Y. = f[waj &)

wheref is the activation function selected by the usegniid, tangent hyperbolic,
exponential, linear, step or other) [8]. The diflece between the computed outpuéind the

actual outputy,, is the local erroe which is computed at each learning iteration. There:

is then used to adjust the weights of the inputareaccording to a learning rule, usually the
Delta rule. The above process is repeated in a aupflterations (epochs), where the three
different algorithm were tested to minimize theoerrgradient descent, conjugate gradient
descent, and Broyden-Fletcher-Goldfarb-Shanno (BF&&orithm [4]. The number of
hidden units varied from 2 to 20, and the trainimge is determined in an early-stopping
procedure which iteratively trains and tests thisvoek on a separate test sample in a number
of cycles, and saves the network which producesoilest error on the test sample.

Support vector machine (SVM) is a classificationtime based on the maximum
margin hyperplane aimed to be used for non-lineappmg of the input vectors into a high-
dimensional feature space [15]. It produces a pintassifier, so-called optimal separating
hyperplanes, and results in a uniquely global optimhigh generalization performance, and
does not suffer from a local optima problem [2]eTdasic principle of learning in SVM can

be described as follows. Suppose we are given af $eining datax, 0 R" with the desired
output vy, D{+ J,—J} corresponding with the two classes, and assume tkea a separating
hyperplane with the target functiom[x, +b =0, wherew is the weight vector, and is a

bias. We want to choose andb to maximize the margin or distance between thalgr
hyperplanes that are as far apart as possible wstileseparating the data. The non-negative
Lagrange multipliers can be searched by solvingféflewing optimization problem if the
problem is nonlinear:

Maximize Q(a'):Zcri —%iiaiaj Y, yjK(xixj) (2)
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subjecttod a;y, =0, 0 a; <C, i=i=1,2,...,n. (3)
i=1
where C is the nonnegative parameter chosen by users krasvicapacity. The final
classification function is:

f (X) =sg iafyiK(xi,xj)+b*} (4)

whereK is a kernel function, which can be linear, sigm&®&F or polynomial.

SVM is able to select a small and most proper dubkdata pairs (support vectors).
Since its performance depends mostly on the chadigernel function and hyper parameters,
a cross-validation procedure is used as a sucdessflfor adjusting those parameters [2].
Linear, polynomial, RBF, and exponential kernelgavased, where gamma coefficient for
polynomial and RBF kernel was 0.0625, degree waso8fficient varied from 0 to 0.1,
C=10.

Decision tree i.e. classification tree is a machie&rning method aimed to build a
binary tree by splitting the input vectors at eaxdtde according to a function of a single
input. CART steps were summarized in [10] as: &sign all objects to root node, (2) split
each input variable at all possible split poin®), for each split point, split the parent node
into two child nodes by separating the objects wifues lower and higher than the split
point for the considered input variable, (4) selbet variable and split point with the highest
reduction of impurity, (5) perform the split of th@arent node into the two child nodes
according to the selected split point, (6) repe¢aps 2—5, using each node as a new parent
node, until the tree has maximum size, and (7) @tte tree back using cross-validation to
select the right-sized tree. The evaluation fumctised in this research for splitting is the
Gini index defined as [1]:

Gini(t)=1-p (5)
wheret is a current node ang is the probability of class in t. The CART algorithm
considers all possible splits in order to find thest one by Gini index. Prune of
missclassification error was used as the stoppiteg with minimumn=5.

The aim of the KNN techique is to classify the aume of a in input vector based on a
selected number of its nearest neighbours. Fovengnput vector, the method estimates the
outcome by findingk examples that are closest in distance to the i(iputits neighbours).
For classification problems it uses a majority afting. In estimating the model it is
important to select the appropriate valu&kobne way to select the optimal valuekof to
use cross-validation (CV) procedure to smoothktparameter, i.e. to find the valuelothat
is the optimal trade off [3]. In order to find theighbours of a point, a distance metrics needs
to be used. The most common is the Euclidean, vdtiiers possible metrics are Euclidean
squared, City-block, and Chebychev distances. isvghper, the Euclidean distance is used
according to [3].

The performance of all models on each validatiomda is measured by the total
classification rate (i.e. the proportion of corfgeatlassified cases in the test set). The 10-fold
cross-validation procedure (or leakeases out, where=1/10 of the total sample) is used in
this paper because it produces no statistical dfidlse result since each tested sample is not
the member of the training set. Also, the clasatian rates of class 0 and class 1 were also
observed in order to compute the sensitivity aretgigity of the models. The sensitivity and
specificity ratios were computed according to (Sinand Boring, 1990):

% specificity=—0 ©6)

sensitivity =
+d,) (c, +d,)
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wherec, is the number of students accurately predictdubiage output Og; is the number of students
accurately predicted to have outputdd, is the number of false negatives (the number wdesits
falsely predicted to have output 0), amhd is the number of false positives (the number oflshts
falsely predicted to have output 1). The type lberx =1-specificity) and type Il error £ =1-
sengitivity) were calculated in order to compare the cost sthassification produced by each of the
models, and to compute the likelihood ratios adogytb:

L= sensitivity L= specificity @
a B

whereL, is likelihood ratio for class 1, whilg, is the likelihood ratio for class 0.

4 DATA

The dataset for this research was collected innéernational survey on entrepreneurial
intentions at the summer semester 2010 and 20l&nkisted of 443 regular students of
business administration at the first year of statyniversity of Osijek, Croatia. The total
number of 94 input variables was used based oneprawstruments described in section 2.
There were 48.76% of respondents with an interttiostart a business, and 51.24% of them
with no intention to start a business. For the pags of ANNSs training and testing, the total
dataset is divided into three subsamples: traist, &ad validation subsample in the ANN
models, while the SVM, CART and KNN models used titeen and test sets together for
analysis purposes and the validation sample fofitia testing. The structure of samples is
presented in Table 1.

Table 1: Sample structure used for the ANN, SVM, CART and\Khodels

ANN models SVM. CART. and KNN models
Subsampl¢ Total % Total %
Train 35k 80.1¢
Tes 44 9.9: 399 90.07
Validatior 44 9.9z 44 9.9z
Total 442 100.0¢ 442 100.0¢

For the purpose of testing the generalization gbaf the models, 10 different datasets were
randomly generated in the 10-fold CV procedureheafcthem pursuing the same structure
given in Table 1.

5 RESULTS

The results of the four models performed on 10 dasngre presented in Table 2, where the
classification rate of each method is expresseatie@apropotion of correctly classified cases in
eac of the validation sample.

Table 2: Results of the 10-fold cross-validation procedure

Total classification rate
Samgple ANN CART SVM KNN
1 0.795¢ 0.727: 0.704t 0.590¢
2 0.613¢ 0.590¢ 0.545! 0.613¢
3 0.795 0.590 0.704 0.636:
4 0.795 0.772, 0.681¢ 0.727:
5 0.795 0.704: 0.636: 0.636:
6 0.704 0.704: 0.727: 0.613¢
7 0.795 0.704 0.750! 0.522;
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8 0.840 0.659; 0.613¢ 0.568:

9 0.842° 0.681f 0.681¢ 0.477:

10 0.818: 0.840 0.795: 0.704

Average classification rate 0.7797 0.6977 0.6841 6091
St'de"'o';;tf:s'f'ca“o” 0.0696 0.0758 0.0714 0.0756

It can be seen from Table 2 that the highest aeecassification rate was obtained by the
ANN (0.7797), followed by the CART with the averag@ssification rate of 0.6977. The
lowest average rate was produced by the KNN (0.609he ANN also had the smallest
standard deviation (0.0696), implying that this Inoet is the most accurate and most stable
accross 10 samples. It can be seen that KNN tegampgrformed particularly low in most of
the samples, while the ANN outperformed othersllisamples except in sample 6 where the
SVM was more accurate. Statistical significanceifference in the accuracy could be tested
by the t-test of difference in proportion. The déeswf the t-test show that the p-value is
significant on the 5% level only for the differenbetween the ANN and the KNN models
(p=0.0430), while there is no statistically sigc#nt difference between the results of other
models. In many situations, it is more importantaorectly recognize one class of students —
in our case the class of students with entrepréaeintentions (class 1) than the class of
students with no intention (class 0). Thereforassification rates of class 1 and class O are
further compared across methods and the sensitanty specificity of each method is
computed and presented in TableTBe sensitivity and specificity ratios were compute
according to [11], and the likelihood ratibsandL, were also computed.

Table 3: The sensitivity and specificity of the best NN, CARSVM, and KNN models.

Measure of efficiency NN model DT model SVM KNN model
Sensitivity 0.84388¢ 0.72149¢ | 0.72285: 0.63513.
Soecificity 0.69015¢ 0.68126: | 0.65451: 0.59223:

Likelihood ratio L, 2.930801 2.867496 2.144374 1.66660(
Likelihood ratio Lg 0.230211 0.414052 0.422161 0.64373V7

The model with higher sensitivity ratio has a lowgpe | error in misclassifying a student
with an actual positive entrepreneurial intenticfags 1) into the class of students with no
intention (class 0). Such error yields a greatss lor the society than the type Il error, and it
IS more important to recognize more potential grgreurs than to misclassify those who
have no entrepreneurial intention. Therefore, thestnefficient model is the one that has
highest sensitivity, and according to Table 4s ithe ANN model with the average sensitivity
of 0.843889, and also the highest likelihood famogmnizing class 1 (2.9308).

6 DISCUSSION AND CONCLUSION

The paper investigates the efficiency of machirenmg methods in classification models
with high-dimensional data, and finds out that &N method provides the most efficient
model and outperforms other tested models accoringiteria of classification accuracy,
stability, sensitivity, and specificity. The reasimn such domination of ANN could be found
in its robustness and the ability to minimize theein the iterative procedure of optimizing
its parameters such as learning rate, while therottethods have predefined values of some
input parameters. However, the accuracy of ANNigsificantly higher only comparing to
the accuracy of KNN model on the 0.05 level, witile difference between the ANNs and
other tested models is not found to be statisficalgnificant. It implies that the tested
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machine learning methods have many similaritiedemtealing with a large number of input
variables, and that further tests are necessamyré-uesearch could be focused on testing
some more methodological improvements in machiaenlag methods, such as SVM with
hierarchical clustering, and others that will emabhore thorough analysis of high-
dimensional data in machine learning.
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Abstract: The European Union furniture manufacturing is aseasbling industry with high
multiplier effect. However, the ongoing economiésis has put the manufacturing industry under
pressure. Therefore, this paper aims to providdysisaof indicators of export performance on the
extensive dataset of the 26 European Union mentagss furniture manufacturing. Hence, dynamic
panel models are estimated by utilizing the “défeze” and “system” generalised method of
moments estimators for the 2000-2012 period. Tiselt® indicate significant impact of foreign
demand and the real GDP growth rate on the sucdahe furniture sector and refocus attention on
export performance.

Keywords: furniture manufacturing, export, “difference” GMMtemator, “system” GMM estimator
European Union.

1 INTRODUCTION

Manufacturing is beyond doubt essential for theogaan Union (EU) economy. Namely,
industry lies at the heart of the new growth mdoelthe EU economy as outlined in the
Europe 2020 Strategy [7]. However, manufacturindustries face a variety of significant
challenges arising from the effects of the deep@otbngued global financial crisis and the
slow economic recovery. Furthermore, as in previdasp recessions combined with a
banking crisis, the crisis was preceded by a loagod of rapid credit growth, low risk
premiums, abundant availability of liquidity, stigpteveraging, soaring asset prices and the
development of bubbles in the real estate sectmathin the EU, so some Member States
became net lenders by a significant share of tldd while other became large net
borrowers [11]. These movements distorted the firrposition of many European Union
member states causing external imbalances [11]vé&lmentioned is also reflected in the
manufacturing industries where some sectors haea bere deeply affected because they
have been more vulnerable than others. Namelysinguand in particular manufacturing, is
bearing a disproportionate share of the burdehettisis across all EU member states [11].

Therefore, in the broader sense, the area of pegpagsearch will be the
manufacturing industry. To be more accurate, actsfesection — furniture manufacturing
will be analysed.

The objective of this paper is to analyse the detents of European Union's
furniture manufacturing. More precisely, the papevestigates the effects of foreign
demand, real effective exchange rate and econoroietly on the export of the furniture
manufacturing in European Union countries usingpiiueel data analysis.

Individually, the member states have different pamtive advantages in terms of
forest resources, but form one of the strongestdwsectors in the world as a whole.
Furthermore, although there is a large body ofrdiiere studying the export demand
equations; the approach used in this paper expargding knowledge on the export
competitiveness in European Union economies inragveays. First, we include almost all
EU member states in the analysis (Malta is excapdiee to data unavailability) during the
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period between 2000 and 2012. Next, we do not apdiytal export of goods and services,
but furniture manufacturing export highlighting temnificance of export performance on

sectorial level. However, not many published papessess the impact of income and price
elasticity on the export competitiveness of thenifure sector. Thus, the analysis of the
effect of the selected macroeconomic indicatorshenexports of the European furniture

sector will help us with finding the answer to tngestion of which macroeconomic policies

form the background for the success of the Europesod sector as a whole. Thus, the aim
of this paper is to take a closer look at the pakmleterminants of the furniture sector's
exports.

The remainder of the paper is structured as foliodwsthe next section we discuss
relevant characteristics of the furniture sectoEuropean Union member states. Section 3
offers brief literature review. Section 4 is dedeéthto describing the data used and the
method applied, as well as the reasons behindhbee of a linear dynamic panel model.
Section 5 contains the concrete results of the @oetric analysis and their interpretation.
Finally, section 6 concludes and presents sometdimans and possible paths of future
research.

2 THE CHARACTERISTICS OF THE FURNITURE MANUFACTURING IN THE
EUROPEAN UNION

We begin the analysis by examining the charactesistf the furniture manufacturing with
special emphasis on the European Union. Genethlyfurniture industry is an assembling,
a traditionally labour-intensive and raw materialented industry which includes craft
businesses and large manufacturers.

According to the [6], the European (EU-27) furngunanufacturing included 130,000
enterprises and employed around 1.04 million people2010. In value added terms,
Germany, Italy and the United Kingdom were the éstgMember States in the furniture
manufacturing sector, accounting for 22.5%, 16.8% 80.8% of the EU total respectively
[6]. Furthermore, according to the [8] the EU inyss faced with several competitiveness
challenges: materials in the EU including wood blageoducts and energy are among the
highest priced in the world, labour costs are highan in non-EU producers (e.g. China),
the growing use of packed solutions and low intkomal transport costs have facilitated
imports of furniture and furniture components fréimrd countries and the strength of the
Euro has not favoured their exports. Hence, asporese to competitive pressure, furniture
companies are undertaking a process of modernmsatid restructuring as well as finding
new business models.

3 LITERATURE REVIEW

The majority of studies analyzing the export perfance of the European Union try to
identify export demand equation based on aggregstination of trade elasticities. For
example, [9] and [10] examined the determinantexgpiort performance in euro area. These
two studies used different methodologies, but rehehsame empirical results. Specifically,
they conclude that the real exchange rates andgfordemand to a large extent explain
changes in exports for euro area countries.

Furthermore, [1] also investigates the impact o&ditional determinants on
manufactured goods and nonmanufactured goods avideseacross France, Germany, Italy
and Spain during 2001-2004. According to their gsial the real effective exchange rate
appreciation adversely affected exports in selectedntries. Moreover, global demand
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contributed positively to exports. Other variabldé&e capacity utilization and trends
contributed to a lesser extent. On the other heeldtive prices were insignificant.

However, studies using disaggregated data at indiestel have so far focused mostly
on import elasticities [10].

4 EMPIRICAL ANALYSIS

In this section we will examine the impact of pdiehdeterminants — the elasticity of
income and price (approximated through foreign dearmand the real exchange rate) of the
furniture sector’s real exports, based on panelyarsa Our paper builds on the work by
Goldstein and Khan [13].

In our modelling we will employ data during the 288012 period. The geographical
coverage of this paper is as follows: EU27 coustuere divided in two groups: 1) 15 so
called «old» member states and — EU15; 2) 12 «newmber states which joined the
European Union in May 2004 and in January 2007 -SB).

4.1  Dynamic linear panel data model

Observing the extensive research methodologies instb@ empirical studies, we assess the
impact of export determinants by using the firdteslenced GMM (generalised method of
moments) estimator proposed by Arellano and Borjdfd2 dynamic panel data. This is
because many economic relationships are dynammatare and one of the advantages of
panel data is that they allow the researcher ttebahderstand the dynamics of adjustment
[4]. In so doing, “difference” GMM estimator propes by Arellano and Bond [2] and
“system” GMM estimator proposed by Arellano and Boy3] and Blundell and Bond [5]
are suited for the analysis of the small T, largpadels, characteristic to the data set in this
paper.

Therefore, for the purposes of empirical testimgp tinear dynamic panel data models
are estimated. Furthermore, since there is noahlaildata for all countries and all years of
interest, an unbalanced panel model will be usexV&buate the appropriate models.

In so doing, the assumption is that the algebrngitssof foreign demand and the rate
of GDP growth will be in line with economic theorgnd that their increase will have a
stimulating effect on the exports of the furnitunanufacturing. When it comes to the impact
of the real effective exchange rate on the fureitsection’s exports, the assumption is that
the growth of the real effective exchange rate (@@ption of domestic currency) affects the
increase in exports of furniture section. The ag#ion is that an increase in exchange rate
(depreciation) has a positive effect on exports¢esiit makes them cheaper, whilst at the
same time having a negative effect on imports, ngakhem more expensive. The lagged
value of a dependent one-period-lagged variablebgiused as an instrumental variable.

Further, the models are tested using the SargamnesArellano-Bond test for zero

autocorrelation in first-differenced errorsy(andm,tests).

4.2  Datadescription and sources

This subsection will explain the way of obtainirige tvariables included in the econometric
analysis in great detail, and it will also highligine specific characteristics of individual
time series.

The export data of all 27 European Union membetestavere originally gathered
using the UN Comtrade database in US dollars. Tlheementioned database classifies
products according to the Harmonized Commaodity Bpson and Coding System managed
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by the World Customs Organisation. In so doing, thé Comtrade database only offers
values on an annual basis. The exports of sectlo(@@cording to NACE Rev. 2, it is the
section of Furniture Manufacturing), fall in the tegory 94 according to the HS
classification (Furniture, lighting, signs, prefaiated buildings). However, the summary
category 94 is stripped of the values of subcategd®405 (Lamps and lighting fittings,
illuminated signs, ect.) and 9406 (Prefabricateddings). Furthermore, the values of
exports in dollars were translated into Euros. @haual values of exports in Euros were
then deflated by the consumer prices of individuaimber states, assuming that all exports
were agreed upon in Euros. Therefore, the anagysjgloyed real values in order to exclude
the effects of price changes. Finally, the realogtgovalues were translated into indices with
2005 as the base year.

Foreign demand was approximated with the use abgeeGDP of the 27 EU member
states. Values of the real effective exchangewate taken from the Eurostat website. The
analysis employed various values of the real exgbaiate, deflated on the basis of the
consumer price index. All values were recalculated indices in the 2005 = 100 form.
Eurostat served as a source of the variable afehleGDP growth rate.

5 RESULTS

To investigate the results robustness, two estonatprocedures were employed:
“difference” GMM estimator and “system” GMM estinoat

Table 1 contains the results of the impact assassoieghe selected macroeconomic
variables on the exports category 94, i.e. on ¥poes of the furniture manufactured in the
"old" EU member states. The effects of foreign dedydhe real effective exchange rate, and
real GDP growth rate were examined. In “differencBMM model there was no
autocorrelation between the residuals of the &rsd second order. Furthermore, based on
the Sargan test, the hypothesis that there is me@laton between the residuals and the
instruments was accepted. The dependent laggedblanvas statistically significant and
had a positive algebraic sign. By examining thelltef the evaluated panel model, it could
be concluded that the estimated results confirrhedstatistical significance of the foreign
demand to stimulate the growth of exports of th@ufactured furniture. On the other hand,
the real effective exchange rate and the real GDRth rate did not prove significant in the
analysis.

In “system” GMM model diagnostic testny, statistics) for estimated model are

satisfying at 5% confidence level and thereforeppsed model is well specified. The
dependent lagged variable was statistically sigarft and had a positive algebraic sign.
Furthermore, the results show that the variablesiga demand and real GDP growth rate
are statistically significant with expected sigrdastimated coefficients. Specifically, higher
foreign demand and GDP growth rate lead to an as&en the furniture manufacturing’s
real exports.

Table 1: The Results of the Dynamic Linear Panel Moddie’Old” EU member states

Theimpact on real export Arellano-Bond | Arellano-Bover / Blundell-Bond
C -1.073 (0.617) -2.973 (0.388)
L agged dependent variable 1.188* (0.000) 0.495* (0.000)
Foreign demand 0.054* (0.001) 0.966** (0.055)
Real effective exchangerate 0.033(0.949) 0.184 (0.772)
Real GDP growth rate -0.011 (0.229) 0.019* (0.000)
Sargan test (p-value) 0.2656 0.756
First-order autocorr. (p-value) 0.2433 0.1911
Second-order autocorr. (p-value) 0.2613 0.2111
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Number of observations 150 165
Number of groups 15 15

Source: Authors’ calculations
Note: *, **, *** indicate statistical significanceat 1%, 5% i 10%; p-values in parenthesis. The édifce” and “system*
GMM models with robust standard errors are applied.

The results of the second estimated dynamic lipaael model are given in Table 2. There
is no autocorrelation between second-order residiff@rences. Furthermore, based on the
Sargan test, the hypothesis that there is no atiwal between the residuals and the
instruments is accepted. The dependent laggedblaris statistically significant and has a
positive algebraic sign. Based on the analysiscah be concluded that the export
determinant for the furniture manufactured in tle&rEU member states is foreign demand.
The influence of other variables included in thealgsis did not appear statistically

significant in the model of export competitivenesfsthe "new" EU member states. In

“system” GMM model results are the same.

Table 2: The Results of the Dynamic Linear Panel Moddie’New’ EU member states

Theimpact on real export

Arellano-Bond

Arellano-Bover / Blundell-Bond

C
L agged dependent variable
Foreign demand
Real effective exchangerate
Real GDP growth rate

-0.158 (0.513)
0.571* (0.004)
0.387 (0.534)
0.292 (0.257)
0.005*** (0.068)

1.003 (0.689)
0.661* (0.000)
-0.182 (0.740)
0.302 (0.205)

0.007** (0.018)

Sargan test (p-value) 0.3563 0.9674
First-order autocorr. (p-value) 0.0203 0.0546
Second-order autocorr. (p-value) 0.1821 0.1966
Number of observations 110 121
Number of groups' 11 11

Source: Authors’ calculations
Note: *, **, *** indicate statistical significanceat 1%, 5% i 10%; p-values in parenthesis. The édifce” and “system*
GMM models with robust standard errors are applied.

Results from this study suggest that foreign denamtireal GDP growth rate are essential
for export growth. In this regard, by implementinglustrial policy strategies, industry as a
whole can be a catalyst that can help create joaost GDP.

6 CONCLUDING REMARKS

The European Union is the world's biggest trademaihufactured goods and services.
Hence, in times of recession, it makes sense yoorelmanufacturing industry to accelerate
the economic recovery. Thus the paper starts bynguihe furniture manufacturing into the
context of European Union’s export performance. aifpie that EU furniture manufacturing
is faced with several competitiveness challengdsabihe same time furniture companies
are undertaking a process of modernisation anductsting.

With this in mind, the paper presents the result&ro econometric analysis of the
impact of potential determinants - the income arndepelasticity of the furniture sector’s
real exports in the European Union member statdsased on panel data analysis. A
comparison between two estimation procedures €okfice” and “system” GMM) indicated
that foreign demand and the growth rate of real GB¥e the most influence on the increase

! Initially, 12 ,new* EU member states were includedhe analysis. However, real GDP growth rateaals
for Malta is not available, so the analysis wasliagpon 11 countries.
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in exports of the furniture manufactured in thed"anember states and the real GDP growth
rate has the most influence on the increase inrexpo"'new" member states. However, the
paper does not suggest any significant causalioekdtip between real exchange rate and
export.

Additionally, econometric results provide furthasight into the specific characteristic
of the furniture manufacturing. Namely, foreign derd can help recover in the short run
when internal demand is comparatively weak, buth@é long-term, econonmic growth is
only possible through openness and structural mgdhat change the ability and incentives
to adopt and develop new technologies [11]. Hetlee new industrial markets outside the
European Union are crucial for the European cortipetiess, particularly in the context of
the economic recovery [11]. In that sense, thisepagovides new empirical evidence for
understanding the drivers of furniture manufactyiexports' in the post-crisis recession.

Although the potential determinants of export perfance in furniture manufacturing
presented in this paper prove significant in un@eding furniture manufacturing
competitiveness, they are not without limitatiomsl @an be further improved. In particular,
the fact that a part of trade equation cannot Iebated to the traditional explanatory
variable (real effective exchange rate) calls fardence in the construction of the variable.
However, aggregate indexes can be less effectaue itidustry specific indexes in capturing
changes in industry competitive conditions [12].rtRarmore, bearing in mind the
limitations of the analysis, a number of extensioosld be envisaged. First, extending the
framework of the empirical analysis to other dynapanel estimators, which could enhance
the robustness of our empirical findings. Finallye could also apply these techniques to
estimate the model for each country individuallydasso for the central, eastern and
southeastern european countries.
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Abstract: In many countries unit values indices are used as a proxy to pure price or survey-based
price indices. They are used as short-term indicators of inflation transmission, to measure changes in
a country’s terms of trade, to analyse the effect of exchange rates on import and export prices and as
deflators for national accounts. Given that unit value indices are widely used it is important that
compilers and users are fully aware of their properties, so that strategic decision to move to hybrid or
establishment-based indices can be appropriately made.

Keywords: unit value index, bias, national accounts

1. INTRODUCTION

The System of National Accounts provides a framework within which an integrated set of
price and volume measures can be compiled which are conceptually consistent and
analytically useful. Unfortunately, it may sometimes happen, especially in the field of
foreign trade statistics, that as a result of lack of information the data on which price and
volume indices have to be calculated are not adequate for the purpose.*

Exports and imports are an important element of the national accounts that require careful
treatment in the measurement of prices and volumes. This is especially true within an input-
output framework that requires a consistent approach to deflation of exports and imports to
be used. Transport costs are an important element of exports and imports. Imports and
exports of products are recorded at border values. Total imports and exports are valued at the
exporter’s customs frontier (f.0.b.). Foreign transport and insurance services between the
importer’s and the exporter’s frontiers should not be included in the value of goods, but
recorded as services. However, it is not always possible to obtain f.0.b. values at the detailed
product level and details of foreign trade are then shown valued at the importer’s frontier. In
this case, all transport and insurance services to the importer’s frontier are included in the
value of imports (c.i.f.).?

2. METHODS USED IN COMPILING THE PRICE INDICES FOR EXTERNAL
TRADE

Export and import price indices are compiled by three general methods, the nature of which
is largely dependent on the source data used. The first and predominant method uses unit
value indices compiled from detailed import and export merchandise trade data derived from
administrative customs documents. The second method is to compile price indices using data

! The primary objective is not simply to provide comprehensive measures of changes in prices and volumes for
the main aggregates of the System but to assemble a set of interdependent measures which make it possible to
carry out systematic and detailed analyses of inflation and economic growth and fluctuations.

? However, it is then necessary to apply a global adjustment within the supply and use table to correct imports
from a cif valuation to the required fob basis. This adjustment requires deflation for the compilation of supply
and use tables at constant prices. A suitable price index for the deflation of this cif/fob adjustment would need
to take account of the price development of transport and insurance services for imported goods.
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from surveyed establishments on the prices of representative items exported and imported.
Price indices are costly to produce and represent a burden on respondents. Third, there is a
hybrid approach that involves compiling establishment survey-based price indices for some
product groups and customs-based unit value indices for others.

Unit value indices were advised for countries with a tight or medium budget and well-
endowed countries were advised to base their external trade price indices on establishment
survey data. The preference for price survey indices was due to bias in unit value indices
mainly attributed to changes in the mix of the heterogeneous items recorded in customs
documents, but was also attributed to the often poor quality of recorded data on quantities.

2.1 Unit value indices

It is sometimes the case that detailed price and quantity data for a group of closely related
commodities are not available but information on the number of units is available in each
period along with the value of the products in the shipment. In this case, the value of the
products can be divided by the number of units and a unit value price is obtained for the
period under consideration. If unit values for the product group can be calculated for two
periods, then the ratio of the two unit values can be regarded as an approximate price index.
This price index is known in the literature as a unit value price index or a Drobisch index.?

Index numbers are generally calculated in two stages. The first stage is the building block
of price indices, the measurement of price changes of similar “elementary” items exported or
imported by one or more institutional unit (elementary indices). At the next stage of
aggregation weights are applied to the elementary indices, and weights are again applied to
the resulting indices at higher stages of aggregation, until an overall index is derived.

A mayor problem with the Drobisch price index is that its axiomatic properties are not
entirely satisfactory. In addition to not satisfying the invariance to changes in units test if the
aggregation is over heterogeneous items®, this index does not satisfy the identity test, which
asks the index number to equal unity if the price vectors for the two periods under
consideration remain the same. Unit value index does not satisfy the proportionality test, that
is if all prices are multiplied by the positive number 2, then the new price index is A.°

It is common knowledge that customs classes rarely contain only one product, thus the
unit values suffer from composition effects, wherein the product composition of the unit
value from a given customs class varies from period to period. This can cause the unit value
price relative to change even if the prices of the component products have not. The unit
value price index therefore tends to be biased. Unit value indices also fail to account for
quality and characteristics changes, a difficulty which is associated with index numbers
based on price surveys as well.

Products that are traded irregularly, have no quantities reported and display erratic month
— to — month changes are usually excluded. Despite the exclusion, the coverage of unit value
indices tends to be better than price indices.

Unit value indices in foreign trade are not amenable to the “normal” or usual
interpretation of price indices. They differ from the latter by a number of reasons not only
the formula but also concepts and data collection procedures. The difference between the
two approaches to price measurement is hitherto not well understood.

*in honour of the German measurement economist who first introduced this type of index

* It is important to recognize that a Drobisch price index cannot be used over very heterogeneous items since
the resulting index is not invariant to change in the units of measurement. Thus a unit value price index can
only be used over products that are measured in the same units and are “reasonably” homogeneous.

> The unit value index only satisfies the proportionality test in the unlikely event that relative quantities do not
change.
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2.2 Unit value index bias

The following are grounds upon which unit value indices might be deemed unreliable: 1)
Bias arises from compositional changes in quantities and quality mix of what is exported and
imported. 2) For unique and complex goods, model pricing can be used in establishment —
based surveys where the respondent is asked to price each period a product. This possibility
IS not open to unit value indices. 3) Methods for appropriately dealing with quality change,
temporarily missing values, and seasonal goods can be employed with establishment — based
surveys to an extent that is not possible with unit value indices. 4) The information on
quantities in customs returns, and the related matter of choice of units in which the quantities
are measured, has been found in practice to be seriously problematic. 5) With customs
unions countries may simply have limited intra — area trade data to use. 6) An increasing
proportion of trade is in services and by e — trade and not subject to customs documentation.
7) Unit value indices rely to a large extent on outlier detection and deletion. Given the
stickiness of many price changes, such deletions run the risk of missing the large price catch
— ups when they take place and understating inflation.

It is generally thought that constructing broader unit value prices (i.e., aggregating over
more specific products to form unit value prices) will lead to a greater degree of bias in a
unit value price index as compared to the underlying “true” index.

2.2 Evidence of unit value bias

Very few countries are able to provide both, a unit value index and a true price index on a
regular basis. Germany is one of those countries which offer the opportunity to study the
impact of the still not well understood methodological differences of the two tools of
measuring the price development in export and import.

Silver (2008) compared unit value indices and price indices for both Germany and Japan
for exports and imports. Unit value indices were found to seriously misrepresent price
indices in the sense that discrepancies between unit value indices and price index were
substantial; changes could not be relied upon to have the same sign; there was no evidence of
long-run relationships between price index and unit value indices; and unit value indices
were of little help in predicting price index.

Such discrepancies can be regarded as seriously misleading for economists. The
discrepancy for individual months can be much larger than mean discrepancy, as reflected by
an associated standard deviation of 1.0 percent and maximum of 7.3 percentage points for
Germany’s import month-on-month index changes. For about 25 percent of month-on-month
comparisons the signs differed.

The values of exports and imports of Germany and Japan were deflated over the period
from 1999 to 2005 by corresponding unit value indices and price indices and the results
compared. For example, the volume of exports by Japan increased by 50 percent when a unit
value deflator was used, but the increase was halved when a price index was used.

2.3 Unit value indices improvement

United Nations emphasized the need to stratify unit values to the (limited) extent possible
and drew attention to doing so where possible by country of destination and size of batch.
Stratification is also possible for shipments by/to (major) establishments to/from given
countries. It will usually be the case that use of finer commodity classification to generate
unit value prices that are then inserted into a bilateral index number formula will generate
closer approximations to an underlying preferred index.
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Large catch — up price changes may be deleted by automatic outlier detection routines,
resulting in unit value indices that are unduly stable, and volatile prices changes, due to
exchange rate fluctuations, may lead to unduly high dispersion parameter values, used in
deletion routines, and deletion rates. Improved deletion routines are certainly advocated
when unit value indices are used.

Superlative index number formulas (Fisher, TOrngvist and Walsh) make symmetric use of
reference and current period quantity information, can be justified as providing a good
approximation to a “true” index defined in economic theory. In particular, the Fisher index
has good axiomatic properties.

2.4 Compilation of hybrid indices

Unit value indices are used by many countries and a move to price indices has resource
consequences. One possibility is to identify whether there are particular commodity classes
less prone to unit value bias and utilize unit value indices only for these sub aggregates in a
hybrid overall index and price indices elsewhere. The extent to which unit value indices are
included in a hybrid index depends on the resources of the country’s statistical authority, the
availability of alternative sources and the reliability of the unit value indices for the goods
considered.’

However, it is the case for countries whose primary source of price change information is
establishment — based price surveys, that unit value indices are exceptionally used for goods
whose characteristics are considered to be homogeneous.

2.5 Move to establishment-based price surveys — The gradualist approach

A gradualist approach using hybrid indices has major resource benefits. There will be some
“low — hanging fruit” establishments responsible for relatively high proportions of exports
and imports some of which may be owned by the state and may have some reporting
obligation. There will also be industries in which unit values indices are prima facie
inadequate measures of price changes. Further, there may be industries which account for a
substantial proportion of trade and the pay off of reliable data far outweighs the survey costs.

The gradualist approach requires as a first step a rigorous evaluation of each commodity
group of the relative pay — off and cost of abandoning unit value indices. A potential
problem with a gradualist approach is that longer — term changes in the index become
problematic.

3. THE UNITED NATIONS PRICE INDICES FOR EXTERNAL TRADE

The Statistical Office of the United Nations Secretariat compiles the following indices
relating to movements of prices of commaodities entering into international trade: a) primary
commodities: price index; b) non-ferrous base metals: price index; c) machinery and
transport equipment: price index; d) manufactured goods exports: unit value indices and
quantum index; e) fuel imports: unit value index and quantum index; f) total exports and
imports: unit value index, quantum index and terms-of-trade index.

The unit value indices are estimates of the unit values of exports of manufactured goods
from individual countries and groups of countries in any given period, relative to the unit

® For example, some oil — producing countries use unit value indices, but because detailed reliable data are
readily available from the oil — producing establishments for this important sector, the unit value indices are
complemented by survey — based price indices or price quotations from international markets.
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values of those exports in a base year. Changes in the unit value indices could be considered
to represent approximate price movements for world exports of manufactures. The unit value
indices for each country are obtained mainly from national sources. Where unit value index
numbers, or the national data necessary to compute them, are not available in any given
period then estimates are made by the Statistical Office. The unit value indices for country
groups are calculated according to the Paasche formula as current-period-weighted averages
of indices for each of the countries included in the group.

The unit value indices are estimates of the unit values of fuel imports by individual
developed countries and groups of developed countries in any given period, relative to the
unit values of those imports in a base year. The unit value indices for country groups are
calculated according to the Paasche formula.

The unit value indices are estimates of the unit values of total exports or imports from
groups of countries in any given period, relative to the unit values of those exports or
imports in a base year. The unit value indices of exports and imports for groups of the
countries are calculated according to the Paasche formula.

4. EUROSTAT’S EXTERNAL TRADE INDICES

The primary source of data is the CN trade statistics supplied to Eurostat by the Member
States. Since 1 January 1993, the date of abolition of the inner frontiers of the Union,
statistics on trade between the Member States are no longer collected via customs
declarations. Instead, monthly and recapitulative statistical declarations are transmitted
directly by companies to the relevant national administrators.

Eurostat’s unit value indices are calculated from the original data without aggregation
over partners or products.” For most CN codes there is information on value, weight and
sometimes a second, supplementary quantity unit, such as number of items. In this case two
types of unit value are available.

Eurostat’s method of dealing with wide-tailed distributions is to use the robust regression
technique first described by Hinich and Talwar. The method starts from the observation that,
whereas the level of unit values across partner countries may differ, changes in levels are
very similar not only across partner countries but also across related products, compared
with the background level of noise in unit value data.

Each month, the “isolated” monthly CN data for retained items are processed, block by
block, to give Laspeyres and Paasche numerators and denominators for all the primary
indices that are required. This information is stored, and used by a further stage of
processing to produce index links at a higher level of product or zone aggregation.

Sets of indices are calculated for several product classifications. Higher levels of product
class ar8e found by aggregation of the numerators and denominators of the constituent
indices.

Laspeyres unit value and volume links for the EU are calculated by weighting the
Laspeyres links for each individual reporting country by the value of trade for the previous
year. An EU value link is found by combining the value links for individual reporters with
the same weights. The Paasche links for the EU are found by division.

’ One exception to the rule of no aggregation is where there is a change in the CN between two years.

® Sometimes a constituent index for a small country is missing for one month. Either its trade is zero, or its
sample coverage ratio is judged too low to give a reliable unit value index. It has been found that it is not
satisfactory to calculate the larger index simply by aggregating those constituent indices that happen to be
available. Eurostat’s solution is to estimate the level of the missing unit value index, and the index weight for
the Paasche index.
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5. CONCLUSION

In many countries unit values indices are used as a proxy to pure price or survey-based price
indices. They are used as short-term indicators of inflation transmission, to measure changes
in a country’s terms of trade, to analyse the effect of exchange rates on import and export
prices and as deflators for national accounts. In spite of their widespread use, price surveys
are preferred due to bias in unit value indices mainly attributed to changes in the mix of the
product groups or in the underlying products recorded in customs documents. A main
advantage of the use of unit value indices is their coverage and relatively low resource cost.

Given that unit value indices are widely used it is important that compilers and users are
fully aware of their properties, so that strategic decision to move to hybrid or establishment-
based indices can be appropriately made. One possibility is to identify whether there are
particular commodity classes less prone to unit value bias and utilize unit value indices only
for these sub aggregates in a hybrid overall index and price indices elsewhere.

While a unit value index is basically resulting from foreign trade statistics as a kind of by
— product, the compilation of a true price index is much more demanding. It requires special
surveys addressing exporting and importing establishments as well as compliance with some
principles of price statistics among which aiming at “pure price comparisons” is most
prominent.

For the aggregation of homogeneous items, the unit value index is the best index and
superlative index numbers biased, and for the aggregation of heterogeneous items,
superlative index numbers are best index and unit value index numbers biased. The
determination of whether or not an item is homogeneous is critical to the choice of index
number formula, but in practice many items are broadly comparable, and neither a unit value
nor a Fisher index is appropriate.
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Abstract: Regression models using six regressors that impactentage of Internet users for
Internet banking based on EUROSTAT data for EU2@ @noatia for 2011 are studied. Three
regression models found to be useful for explanatb the regressand variable. An increase of
“GDPpc in PPS” and “Share of GDP for education”,veal as an increase of “Percentage of
households with Internet access” and “Broadbancefpaetion rate”, influenced an increase of the
regressand variable. Cluster analysis based omsewibles resulted with four clusters of courstrie

Key words: Internet banking, European Union, GDP per capitdPurchasing Power Standards,
Multiple linear regression analysis, OLS estimat@isister analysis

1INTRODUCTION

After [11], Internet banking refers to the use lué internet as a remote delivery channel for
retail banking services. According to [9], Interrmtnking includes electronic transactions
with a bank for payment etc., or for looking up @aat information. At the banks' side the
Internet banking cuts business costs. At the custsnside, not only lower operational
banking costs, but advancement of user-friendlyprimation technology (IT) solutions
encourage them towards Internet banking use. Irnteenet Age an increased competition
among banks has influenced the retail banking prtsdand pricing. Since the Internet
market has grown into a profitable competitive dmrahe banking industry, a key strategic
issue for banks is adoption of Internet bankinginiprovements affect the retail distribution
channels and the banking services’ operating dnsteducing number of branches, etc.

The purpose of this paper is to investigate whether Percentage of Internet users for
Internet banking (according to EUROSTAT: Percentafyandividuals aged 16 to 74 using
the Internet for Internet banking within the lasm®nths before the survey, see [9]), as the
dependent variable g, is influenced by the following regressorsspé,c GDP per capita
in PPS (EU 27=100); Xpeqr Public expenditure on education as a percentédgeDP;
Xcski- Individuals' level of computer skills as a periage of people aged 16 to 74 using
computers; Xccesstir Level of Internet access as a percentage of holde with Internet
access at home, ki - Individuals' level of Internet skills as percage of the total number
of individuals aged 16 to 74; and gg¢ Broadband penetration rate, which indicates the
percentage of broadband connectipes capita Data for EU27 and Croatia for 2011 were
taken from [9] and [7]. The research hypothesighat concerning all variables under
investigation, clusters of similar countries migletdistinguished.

In [6] impact of Internet retailing are studiedekmg to break new ground by attempting to
use the current literature to help predict futuesdls for online shopping. Security, personal
and social influence on Internet use are investdyat many scientific papers. Some of them
study technical IT solutions, from the banks’ oonfr the customers’ point of view. A
majority of studies highlight that “security” is éhbiggest single concern for customers.
"Push" and “pull” factors for explaining customeonwersion to Internet banking using
regression analysis is presented in [3]. The nmattérconsumer's trust in e-banking are
investigated in [17] using regression analysis.@kdmg to [19] number of Internet banking
users has not risen as rapidly as expected. Inafg)lying structural equation modelling,
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authors analyse customers’ concerns about trussaadrity. Based on quantitative model
which includes security, usability, personality aswtial influence, paper [20] investigates
customers’ perceptions influence on Internet bapkise.

Many researches have been done for European cesinaloption of Internet services in the
EU Candidate Countries is described in [4]. CadeSunkey and UK are studied in [16].

How IT development affects the way banks condueirthusiness in Estonia is investigated
in [8]. In [2] competition between conventional itk and mortar’ banks and pure Internet
banks across European countries in the period 2098-is studied with panel analysis.
Paper [15] studies factors underlying the custohgsision to adopt Internet banking in
Poland. Paper [14] elaborates the impact of Inteomethe retail banking in Macedonia.
Internet banking use in Central European transitoaontries is focused in [10], and [1]

investigates the Balkans and Greek economy.

2DATA EXPLORATION AND LINEAR REGRESSION ANALYSISRESULTS
Key findings oninformation Society in European Countriesuld be found at the websites

[12] and [13] Fig. 1 shows the trends of percentage of indivisluading the Internet for
Internet banking in EU27 and Croatia in the pe2684 to 2012.

40 #» 25

22 e

i
VA .
2 R N4 /’{ERO 2,425+ 8

25

15 = s
i e yEU27 =2,633x + 14,167 . g T
B e R = 0,8095 s
15 10 =4

10
5
0

2004. 2005. 2006. 2007. 2008. 2009. 2010. 2011. 2012. 2007.  2008.  2000.  2010. 2011 2012
—+—EU27 --- Linearni (EU27) —+—Croatia  ------Linearni (Croatia)

Figure 1:Linear trends for % of individuals using the Interffor Internet banking in EU27 and Croatia

Fig. 2 shows data for the same variable for eacBafountries in 2011 and 2012. Only for
UK data are not available for 2011, so the valu¥4fas imputed based on 2010.
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Figure 2: Percentage of Internet users for Internet bankirl§U27 countries and Croatia in 2011 and 2012

The coefficients of variation for all variables sh@reat data variability. The highest is
V(Y nt-8)=56.16%, and the lowest iS Vf&essn)=18.80% (the minimum is 45% for
Bulgaria, and the maximum 94% for The Netherlafde distributions for all the variables
are positively skewed, with the highestewnedXgpppd=2.41, caused by Luxembourgh’s
outlier for ,GDPpc in PPS* which is 271 (with thase EU27=100), see Fig. 3.
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Correlation matrix for all seven variables showatthll the correlations are positive. The
strongest positive correlation appears to ariseYigts and Xaccesshn With the correlation
coefficientry, s xacessni=0-87, and betweenY.s and >gg, With ry,,.s:xss =0.78.

Boxplot of Y2011_St; X1_St; X2_St; X3_St; X4_St; X5_St; X6_St

44 *®

Y2011_St X1_St X2_sSt X3_St X4_St X5_St X6_St

Figure 3: Box plot of standardized values for all sevenafalés* under study for n=28 countries in 2011

Further, cluster analysis using standardized vabdiesl seven variables with Ward linkage
and squared Euclidean distance resulted with fouster solution as the most appropriate
(Tab. 1, Fig. 4).

Table 1:Clusters of countries based on standardized vdtureseven variables: ¥.s; Xeppps Xexpeay Xcskil:
XaccessHH Xintskin; Xes using Ward linkage and squared Euclidean distamcEf27 and Croatia in 2011

Cluster no.| No. of countries Countries
1 10 Belgium, United Kingdom, France, Germany, The Ne#mels,
Ireland, Austria, Denmark, Finland, Sweden
2 5 Bulgaria, Romania, Czech Republic, Poland, Slovakia
3 12 Estonia, Malta, Latvia, Lithuania, Cyprus, Greecgxoatia,
Estonia, Italy, Hungary, Portugal, Slovenia
4 1 Luxembourg(outlier for Xspppcin ppsWith z>3)

Dendrogram with Ward Linkage and Squared Euclidean Distance
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Figure 4: The dendrogram for the four-clusters solution

The linear regression model with parameters estithdtased on ordinary least squares
(OLS) for the sample would be:

241



P S _ _
Y, =/30+j§:;ﬂ,- X0 J=12,..K; i=12,..,n 1)

In this researc=28 countries and K=6 regressors,jseL,2,...6. According tg18], all
possible regressioranalysis was applied.

Table 2:Part of theAll Possible Regressions Analyis Y ..z = the dependent variable, n=28

p-values for the regression coefficients
Economic IT development
level variableg level variables F-test
var. | X X X X X X | s.e. | Adj Mallow's | p-

# | coppc | Expea | cskil |accessht |imskin | s | reg. | R | R Cp__ |valueModel #
1 |.0059 19.64| .23 |.2571| 79.82 |.0059 -
1 .0034 19.27| .26 |.2849| 75.94 |.0034 -
1 .2590 22.23| .01 |.0487| 108.94 |.2590 -
1 .0000 11.25| .75 [.7563| 10.05 |.0000|Model 2
1 .0370 20.93| .12 |.1568| 93.83 |.0370 -
1 .0000{14.35| .59 |[.6033| 31.44 |.0000|Model 3
2 [.0035[.0021 16.51| .45 [.4951| 48.57 |.0002|Model 1

With six regressors, among®2)=63 possible regression models, the vast mgjofithem
were either not statistically significant, or wimall value for R In Tab. 2 for seven
models the p-values for t-tests for parametersfficants of determination, regression
standard errors, and Mallow’s Cp indicators areegivBased on the predefined criteria for
the model to be useful (statistical significancé,t@be at least 0.5, and filled regression
model assumptions) only of the following three medright be accepted:

Mode 1: Multiple regression model with K=zgressorsThe estimated model is:
Yint-s; =~ 29153+ 0239 gpppe; + 8345 K, peqyi -

Based on the t-test of significance forgpépc (p-value=0.0035), and for gpequ (pP-

value=0.0021), each of two regressors happenedetcsthtistically significant at 1%
significance level. The whole multiple regressiorodel based on overall F-test (p-
value=0.0002) is also statistically significant B significance level. The regression

coefficient ,31 shows that if Xpppc Would increase by one (variable in PPS, EU27=100),
without changing in ¥xedu the regression value of Percentage of Internetsu®r Internet
banking would increase by 0.239 percentage poirtte. regression coefficien, shows

that if Xexpequ Would increase by one (variable given as percentaig GDP), without
changing Xpppe the regression value of the variable Percenthg@@rnet users for Internet
banking would increase by 8.345 percentage poibiagnostic tests for Model 1 were
conducted: the Jarqu-Bera normality test (p-valu@s@?), the White heteroskedasticity test
(p-value=0.2705), Breusch-Godfrey test up to theosd order serial correlation (p-
value=0.4598), and multicollinearity examinationtlwVIF=1.009< 5. Diagnostic indicates
that none of the model assumptions is violated%tstgnificance level. The coefficient of

determination is R=0.4951, and the coefficient of variation for tlegression i8/ =41.47%.

Model 2: Simple linear regression model with regress@f.esqqI he estimated model is:
9Int—B,i =-63.621+ 1'4625(AccessHHi .
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The t-test of significance for acessnn (P-value<0.0001) shows that this variable is
statistically significant at 1% significance levéhe regression coefficient tells us that if the
variable XccesshnWould increase by one percentage point (percemvad®useholds with

Internet access at home), the regression valuesafeRtage of Internet users for Internet
banking would increase by 1.462 percentage poifte Jarqu-Bera normality test (p-
value=0.1662), the White heteroskedasticity testajne= 0.2633), and Breusch-Godfrey
second order serial correlation test (p-value=0725R0 violations of the regression model
assumptions were found at 5% significance levele Toefficient of determination is

R?=0.7563, and the regression coefficient of variatoV =28.25%.

Modd 3: Simple linear regression model witg<as the regressoithe estimated model is:
Vi =-28.657+ 2603 Ky -

The t-test of significance of p§ (p-value<0.0001) shows it is statistically sigrafit for
explaining the dependent variable at 1% signifiealevel. The regression coefficient shows
that if Xgg would increase by one percentage point (percentdgroadband connections
per capita) the regression value of Percentage of Internetsu®r Internet banking would
increase by 2.603 percentage points. The Jarqu-Bemaality test (p-value=0.2561), the
White heteroskedasticity test (p-value=0.4128), &ndusch-Godfrey up to second order
serial correlation test (p-value=0.1712), all shitnat no violations of the regression model
assumptions were found at 5% significance levele Foefficient of determination %R
indicates that 60.33% of the total variation is lakpged by the estimated linear regression

model. The regression coefficient of variatioVis36.04%.
3 CONCLUSIONS

Using six explanatory variables for studying un aapon “Percentage of Internet users for
Internet banking” in EU27 and Croatia in 2011, @sxfound that all correlations under study
were positive, being weakly to moderately strongnohg all possible linear regression
models only three of them were statistically antripretatively acceptable explaining at
least 50% of total sum of squares. The model with tegressors indicating economic
development, “GDRer capitain PPS (EU-27=100)" and “Public expenditure onadion

as share of GDP in 2010% has shown that theirem®e is resulting with a statistically
significant increase of “Percentage of Internetsiger Internet banking”. Two simple linear
regression models have shown that an increase nables indicating IT development,
“Level of Internet access from home" and “Broadbgrhetration rate is resulting with
statistically significant increase of “Percentadgdmdernet users for Internet banking”. It is
surprising that variables “Individuals' level ofraputer skills” and “Individuals' level of
Internet skills” explained the regressand varialjgite poorly, with coefficients of
determination below 0.15. Cluster analysis conduiajave four-clusters solution with
similar countries within each cluster. Croatia, ethjoined EU in 2013, happened to be in
the cluster with Estonia, Malta, Latvia, Lithuan@yprus, Greece, Estonia, Italy, Hungary,
Portugal, and Slovenia that are all similar witte@nother considering analysed variables.
As expected, the most developed countries are gesthin the cluster of their own.
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Abstract: In this paper the participation of young womenhe tabour force in Serbia is discussed,
following two econometric approaches most receaslgd in the analysis of the binary choice model.
The parametric probit and the semiparametric simglex models are specified and estimated and a
formal test for the selection of the appropriatedeiospecification is conducted. Following the
estimation outputs of the selected participatiomegign, an economic interpretation of the imporéanc
of the factors that determine the propensity tokwadryoung women in Serbia is given.

Key words: labour force participation, semiparametric estiomatiSerbia, young women.
1 INTRODUCTION

This paper examines the participation of young wone the labour force in Serbia
following two econometric approaches most recemsigd in the analysis of the binary choice
model. The parametric probit and the semiparamsingle-index models are specified and
estimated so that some insights into the behawbwyoung women who participate in the
labour force in Serbia are obtained. Additionaldy,formal test for the selection of the
appropriate model specification [7], i.e. for tagtia parametric versus a semiparametric
alternative, is conducted in order to choose theleghthat provides consistent estimates of
the regression coefficients. Based on the seleptdicipation equation, an economic
interpretation of the importance of the factord thetermine the propensity to work of young
women in Serbia is given.

The use of both parametric and semiparametric enetracc models in empirical
studies is motivated by the relaxation of the ag#tions about the error distribution that is
enabled by an alternative semiparametric model ifsp@on. The inconsistency of
estimators when the parametric econometric modelsrasspecified has induced the need
for developing estimators for semiparametric maddleese estimators can restore the
assumptions about the error term, by applying ctioes in the parametric models or by data
rearrangement, and meet the requirements aboutstamsy and asymptotic normality of
estimates and reduced bias. In particular, thegklgms arise in the estimation of economic
models of labour supply, when the standard pro@sdare applied for incomplete samples
inducing the sample selection bias as it is explin [5].

The subpopulation of young married women of the B8&0 years is examined. The
age interval of 15-30 years (or 18-30 years forngpadults) is recommended in the policy
documents [1] and [12] that guide national youthqgoes related to the issues of education,
health and family planning, employment, social usabn, etc. These policies are in line with
the seminal policies that have been in place througthe European Union member
countries and with the requirements for the cartdidauntries. Position of young people in
Serbia in terms of employment perspectives has bha@avourable for years, and the effects
of the public policies aimed at increasing the empmient chances of new entrants to the
labour market are still low [10], [13]. This sitizt particularly affects young women and
has broader social manifestations, such as entdreabour market at older ages, prolonged
childhood and living with parents in the late twiesf low fertility rates, delayed decisions on
family planning, etc. [14]. Some of these trends eommon for many European countries
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[2]. The economic aspects of these problems, caoggumolonged transition in Serbia, have
still not examined with enough attention.

The paper contains the three main sections. Aplaging the aim of the paper in the
introductory part, section two provides a detailedplanation of the econometric
methodology employed in the paper. Two forms oflihrary choice model are derived, the
parametric probit and the semiparametric singlexnchodel, together with their estimators.
An asymptotic test statistic for the selectionlod supreme model is described. Section three
explores a micro data set and provides estimatdéleofabour force participation equation
and discussion of the results. The last sectiomiges main conclusions.

2 ECONOMETRIC METHODOLOGY

The usual way to derive the parametric probit dreldemiparametric single-index model is
to start with the binary choice model as followg [8]:

y=1 ify =xB+¢&>0 (1)
=0 otherwise.
y is an indicator variable that takes two values)(ligpbending on the sign of the unobserved
variable y', x and S are kx1) and k+1)x1 vectors of explanatory variables and unknown

regression coefficients, respectively, whilds an error term.

The main difference between the parametric binagbip and the semi-parametric
single-index model lies in the assumptions madeiathe error distribution.

If it is assumed that is identically and independently distributed andependent of

the vector of explanatory variables, i.e. £~ N(x,0?%), then the model (1) produces the
parametric binary probit model o§ that can be consistently estimated by the maximum

likelihood (ML) method assuming the model (1) isrectly specified. The log-likelihood
function for the parametric binary probit model tias form:

N
logly, (8) = > {y, log®(x ) + L-y,) log[L- d(x A} , i=1,..N, 2
i=1
where ®(.) is the standard normal distribution function. The Method relies on computing

the vector[;’ of [ that maximises the log likelihood function (2). Testimates and their

variances have desirable asymptotic properties [4].
If the distribution ofe is unknown, there are semiparametric methodsstithiake it
possible to get the consistent estimates of theess@n coefficientsS. In that case the

single-index form of the binary choice model (1 ¢ given as:
P(y =1¥) =G(xB), 3)

where G(.) is an unknown function, butx is known up to the finite-dimensional
coefficient S00B, BOO". The maximisation of the quasi log-likelihood ftina is the
possible way to estimatg [9]:

logl (B) = N‘lz{ y; logly (xB) + @=y;)log[l-T (xB)]} ,i=1,..N,  (4)

wherel, (.)is the nonparametric Nadaraya-Watson kernel reigresstimator ofG(.) :
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Cu ) =D YKV, —v)) Ih D K[, —v,) I hy], (5)

j# i#i
with v, =v(x ). The bandwidth parameteln, is defined as a nonstochastic window
satisfying the following conditions:i)( N™° <h, < N™®and (i) IVZK(V)dVZO. Under

mild regularity conditions, it is shown that theagu maximum likelihood (QML) estimator
of the binary choice model has the properties abasistent and asymptotically normally
distributed estimator that attains the semiparametficiency bound [9].

A formal procedure for testing the results of altgive methods of the binary choice
model estimation, i.e. the parametric probit mogekus the semi-parametric alternative, is
provided in [7]. The resulted test statistic isided as follows:

Tw =Vh wWv(x, BN Y: ~FIv(x, Bl Falv (. £)1 - FIV(x, A01H6)

where ,@N is the consistent estimate ¢f, IfNi[v(xi,,ﬁ’N)] is the kernel nonparametric
estimator, whileh is an optimal bandwidth from the kernel nonparaimetgression. The
weight functionw(.) is suggested to be 1 for the interval 95%-99%()@,,@,“), i=1,...N,

and 0 otherwise. Under the null hypothe§js has asymptotically normal distribution with

parameters zero amg’ . A similar test with an empirical application isopided by [6].

3 DATA AND ESTIMATION RESULTS
3.1 Data

The data used in this paper come from the 2002hgiBtandard Measurement Survey that
was carried out by the Strategic Marketing and MdRiesearch Institute and provided by the
National Statistics Bureau. This survey containg ddout labour market activities of the
household members, but also some additional infaomasuch as family composition and
sources of households’ incomes, that are not peavidy the standard labour force surveys.
For the purpose of the analysis presented in @giepa subsample of young married women
aged 18-30 years is selected. Those young womenamha@ngaged in any kind of self-
employment or household activities are exempt fria analysis. The sample contains
young married women who finished their educatiod aho are capable of work. A total of
543 young married women is examined, out of whi86 2are wage earners (as measured
restrictively by positive working hours of those ewvork). The data are processed in [15].

3.2 Estimation results

Results of estimation of the parametric probit aedthiparametric single-index models are
presented in Table 1. The dependent variable inaybchoice variable that takes two values
1 and O representing young married women’s degasiorparticipate in the labour force. A

set of explanatory variables includes age (dividgd.0), education in years, the number of
small children of the preschool age in the famigrp to 6 years), percentage of married
young women who live in urban areas, natural lagariof the monthly husband’s wage

(divided by 1000), as well as natural logarithmited monthly household income (excluding

wages of employed members), including rents, ramis, social assistance and alike
(divided by 1000).
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Table 1: Estimation results for parametric probit and sgmametric single-index models

Parametric Semiparametric single-index
Variable probit Model 1 hy=0.35 Model 2hy=0.38 Model 3h=0.41
Coef. S.E. Coef.| S.E. Coef.| S.E. Coef| S.E.
Age 1 1 1 1

Education_y| 0.0867 0.0370| 0.1231 0.0404| 0.1340 0.0438| 0.1453 0.0489
Child_6years-0.2634  0.1047|-0.2943 0.1157|-0.3139 0.1270|-0.3342 0.1400
Lnh_wage 0.0377 0.0187| 0.0532 0.0287| 0.0568 0.0319| 0.0601 0.0358
Lnh_income | -0.0011 0.0732 0.0128 0.1030 0.0149 92100.0165 0.1161

P_urban 0.0070 0.0030| 0.0103 0.0046| 0.0108 0.0049| 0.0114 0.0053
Intercept -3.4241 0.8123

Log L -333.92 -338.30 -338.57 -338.81

LM test of

normality g?igg

Soecif. test Test statistics p-value

Ty, h=0.15 -0.0517 0.5164

Ty, h=0.55 0.0399 0.4873

Ty, h=2.00 0.1563 0.4506

Ty, h=3.00 0.2316 0.4275

Source: Author’s calculation. p-values in bracket%,.z,f) indicate statistical significance at the 1%, 586 d0% levels,
respectively.

The probit model is correctly specified as LM tesports. Heteroscedasticity corrected
standard errors of the probit estimates are cakedlay using the Huber-White sandwich
estimator. The estimates and asymptotic standaadseof the semiparametric single-index
model are calculated by using routines provided3n The regression parameter of the
continuous variable age (in years) with expectesitpe sign (0.86, p=0.00) is used as a
normalization scale in the semiparametric approdhb; intercept is excluded from the
model. The same procedure is used in the estimaifothe probit model to allow for
comparisons with the single-index model parameté&isally, a Gaussian kernel with
different bandwidths is used for the QML estimdbased upon the results of Monte Carlo
simulations reported in [3] and the results of L&&ttfor the normality assumption in the
probit model. The probit estimates are used aglnialues for semiparametric estimation.
The results are reported flag=0.35, hy=0.38 andhy=0.41.

Comparison of the coefficient estimates of the mamdels underlies the differences of
the methods used. Magnitudes and statistical stgm€e of the coefficient estimates from
the two models differ. Education and the presenicehidren of the preschool age are
important for young married women'’s decision refaie the participation in the labour force.
Both coefficient estimates have interpretationd Hra in line with the economic theory of
labour supply. The nonlinear term of age squaregears is exempt from the estimated
participation equation due to the fact that onguasample of young women is examined and
that their propensity to work is expected to keepeasing up to a certain age. Husbands’ log
wages are significant factor of young women’s deai$o participate in the labour force, but,
opposite to economic expectations, the coefficestimate has a positive sign in the semi-
parametric model, meaning that young married woraem encouraged by the family
members to take an active economic role in theespciOther sources of households’
incomes are not important for their participationtihe labour force, so that young married
women from both wealthier and poorer families behawnilarly. In general, all findings are
in line with the assumption that young educatedriméwomen who live in urban areas, and
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who are overrepresented in the sample, have mbregportunities than their counterparts in
other areas.

The specification test [7] gives certain advantegthe parametric approach, indicating
that the semiparametric single-index model is rnassggd. However, several empirical
studies confirmed better performances of the semmpatric estimator compared to a
parametric alternative, but the results are obthinem the larger samples [7], [11]. Larger
bandwidths are suggested in order to test the pofikie specification test [11].

3.3 Discussion

The results show that education and the presencehitdren of the preschool age are
important factors for young married women’s papation in the labour force as it was
expected. Comparison with the similar researchifersample of working age women in one
of the European Union countries shows that husbavaiges are a significant limiting factor
of the participation [11]. The research for Serimdicates that husbands’ wages positively
contribute to the young women’s participation i tlabour force, while other sources of
households’ incomes are not important. The diffeeem these findings explains that the
reservation wage is less valued by younger fematecgpants in the labour market in Serbia.

These findings may have some practical implicatiomshelp us understand the
frameworks of young women’s behaviours regardirggdhoices between the participation in
the labour force and some other possibilities,casristance family planning or continuation
of education. There are findings showing that womwéh children of the preschool age are
encouraged by the family to be active participantshe labour force and that the role of
women and men in rearing children is changing [B&titutionally, this is supported by
existence of child care facilities and paid matgrieave. The level of education is a factor
that strongly explains the young women’s decisitmslelay the birth of the first child in
Serbia. The biggest difference is present betweamgy women under thirty without primary
education and with the university education [14jeTmain problem of the labour market in
Serbia is an insufficient dynamic of jobs creatfon new entrants. Thereto, the position of
young female participants is much worse than af tin@le counterparts [10], [13].

The estimated coefficients obtained by using twecdations of the labour force
participation equations do not differ significantlidowever, the standard errors for the
coefficient estimates of the semiparametric singteex model are larger than those obtained
for the estimates of the parametric probit modelficming that some efficiency loss occurs
when the semiparametric approach is applied. Tha ditierence between the results of the
two approaches probably lies in the facts thatptubit estimates are used as initial values
for semiparametric estimation and that this esimnaivas done by using a small subsample
of young married women, which was insufficient gatisfactory perturbation from initial
values. This is the limitation of the research.

Due to the cumbersome procedure for calculatingesbf the specification tests given
by [6] and [7] and certain arbitrariness in settitigg bandwidth parameters for kernel
estimators, one can choose the parametric apprdatie models used are correctly
specified. The proof about robustness of the estichaoefficients obtained by using two
approaches requires further research on the exdesdmples encompassing a broader
population of married women in Serbia and differt@amie periods.

4 CONCLUDING REMARKS
This paper provides an analysis of young marriednems decisions regarding the

participation in the labour force in a transitiocoeomy. Two approaches are employed in
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the estimation of econometric models, the stangardmetric probit and the semiparametric
single index models. Given that the participatiorthe labour force is a part of the overall
analysis of the labour supply and that the coedfitiestimates are obtained from models
based upon different distributional assumptiones¢hmodels need to be compared in order
to choose a reliable estimator that is consistemt asymptotically efficient. However,
robustness of the coefficient estimates obtainethbytwo methods should be further tested
due to a small subsample of young married wometisrexamined in this paper.
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Abstract: Modern companies are more and more oriented ttsvdre integration of their business
activities and in general towards more comprehengimd complete overview of its business
processes. Nevertheless, without the support dleagporary software applications and information
— communication technology such process is notilplest convey. In order to succeed in business,
modern companies have to direct right informatiorihte right departments of the company at the
right moment. Therefore, it is necessary to digitip the processes in the organization and to make
the organization "intelligent”, and its human rases to the fullest extent, the workers of
knowledge. Application of business intelligence dhd use of its modern tools are necessary to
obtain an advantage over the competition and stalileamarket. For this purpose we need more
skillful and sophisticated analyses of integratedad Data mining and knowledge discovery in
databases are new powerful technologies with at grefntial to help companies to focus on the
most important information in their databases. Wptloper use, high-quality data and necessary
expertise, data mining definitely offers betterusioins in marketing and decision making in business
as well as in the optimization of technological gagsses and client services. System of business
intelligence enables deep analyses of large amoointdata, and the possibility to observe the
information from different views.

Key words: business intelligence, knowledge discovery irabdases, data mining

1 INTRODUCTION

Information and communication technology is chagdime ways in which people work and
live, and is changing the organization and openabiomodern enterprises. Those who fail to
adapt to these changes - either individuals ornmssies, will bring into question their
existence and successful functioning in the newinegs and technological environment.
Knowledge of some models and methods can fill a @uprejudice, can keep us in one
place, not allowing to look at the problem from #mey angle. Keynes (John Maynard
Keynes) in 1936 defined the saying: The problemds in the new ideas, but in severe
abandonment of the old orfedt is therefore necessary to know the possietitoffered by
modern informational technologies, and the contaxd the business environment in which
they operate in today's enterprises. It is, abdVdatkked about the eternal present gap
between the technology and business-oriented peogh® so often have completely
different visions of what constitutes an informat technology for one company and how
to the full extent use its capabilities.

[1] Keynes, J.M: The General Theory of Employmettetest and Money, MacMillan&Co Ltd, London, 1964,
pp 19.
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1.1  Data mining and knowledge discovery

Data Mining and knowledge discovery in databasesylaattracted considerable attention.
Research in the field of data mining has all tharabteristics of interdisciplinary research as
it connects several disciplines, such as statistletabases, artificial intelligence - pattern
recognition, computer visualization, and others.e T&im is to achieve a competitive
advantage through the acquisition of profound kmaolgk that is stored in the large
databases. Research in the field of databaseswadaédnouses, data mining and knowledge
discovery in databases come with interesting smhgtifor the general population of
computer users, IT professionals, managers of tisenbss systems and other entities. Thus,
for example, American Express achieved 10-15 pelicenease in the use of credit cards in
the United States as a result of the data minimythe use of the results to define marketing
activities. In the process of data mining, it is@ssary to take the following steps:

1. Sampling, i.e. taking part of the data, large efmotgycontain the necessary relevant
information, and small enough for fast processifigor example, we have data on
20.000 consumers, in the search pattern can betsglenly 15.000, and the
remaining 5.000 can be used to assess individudeso

2. Exploration, i.e. the search for unanticipated deerand anomalies in order to
improve the understanding of certain phenomenaathdrs. During the research
phase can for example by rotating the three-dinosasi graph be discovered
interesting properties of certain groups of consigme

3. Modification, i.e. defining new variables, selectiand transformation of variables
for the model selection process. In the case d@ilyen this phase, for example, is
defined a new variable that divides consumers iotw, medium and highly
profitable customers.

4. Modeling is an automatic scanning of combinatiordafa that reliably provide the
desired result, for example, identifying the masifiiable customer groups.

5. Assessment, i.e. evaluation of the usefulness @rability of the results found in the
data mining. In this phase, for example, are evatlland compared some models,
depending on how well they identify certain typésansumers.

6. Below is the interpretation of "excavated" formgturn to the steps 1-5 and
visualization. In subsequent cycles, of the "digginan, for example, be looked for
connections between the identified consumer grampissale in stores.

7. The final phase is carried out using the discové&remlviedge in several forms:

- Direct application in business
- Turning knowledge into another syst®e take further action,
-simple documenting and reportingititerested stakeholders.

The advantage over the competition, among othems;hieved through rapid response
to market conditions, which can be achieved throtagier and more flexible forms of
recognition in the data that describes this situtiDepending on the kind of the goal,
defined in the first phase of the entire proceskmbwledge discovery, we distinguish
between two types of data search:

1. Verification (confirmatory analysis) of the pre-sged hypothesis, for example,
"More than 80% of our sales were realized by coressmwith young children.”
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2. Detection (research analysis), i.e. autonomousgadiery of the new forms, such as,

for example, "ldentification of the most profitalWastomer groups.”

Table 1 shows the four revolutionary steps thategdne opportunity of quick and precise

answers that modern day business requires.

Table 1: Summary of four revolutionary step in data coll@etand processing

Period Evolutionary
steps Business questions Technology Characteristics
What is the total income in Computers, tapes,Static  delivery  of
1960. Data collection | the last 5 years? discs historical data
How much was the sale ofRelational Dynamical delivery of
Data access certain retail locations in thedatabases, SQL, historical data of one
1980. Banja Luka area in the pastODBC level
month?
How much was the sale ¢ofOLAP, Dynamical delivery of
Data certain retail locations in themultidimensional | historical data with
warehousing Banja Luka area in the pasdatabase, datamultiple levels
1990. and  decision month? warehouse
support Explore (drill down) the
systems locality of Banja Luka
What can happen with theAdvanced Predictable ang
sale of the locality of Banja algorithms  (Data proactive information
Data mining Luka in the next month? Mining), delivery
Today Why? multiprocessor
computers, large
databases
1.2  Methods of data mining

Data mining methods are applied primarily in bussmeHowever, the data mining is
applicable in other areas that have a large madataf based on which they want to disclose
certain connections, regularities and legality .(ergedicine, microbiology, genetics,
mechanics, etc.).

There are a number of so-called the main and giynaecepted methods, but also a
whole range of methods from other fields that canhbe assigned to any category. Given the
function, data mining tools can be divided as fad:

1. Classification - classifies data (entity) to one séveral predefined classes
(discriminant analysis, the method of branchingirabnetworks);
Regression - establishing the relationships withhlp of predictor variables (linear
and nonlinear regression, etc..)
Grouping - classification of data (entities) intmeoof several classes (clusters),
where the class must be determined from the dasaopposed to the classification in
which classes are pre-defined;

2.

3.

[2] Pyle, D., Pyle, D. 2003. Business Modelling dpata Mining, Morgan Kaufmann Publishers
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4. compression, including visualization and explonatata analysis;
5. modeling dependence (causal models, factor asglysi
6. associations (analysis of the consumer basket);

7. sequential analyzes (time series) and so on.
1.3  Algorithms of association 3

The results of the data processing with the helpalgorithms of associations are
associational rules. Associational rules indicatev hoften events occur together. Using
transaction is possible to make a table that ginethe frequency of pairs (or larger number
of elements) of certain elements in the transastiénom this table it is easy to make simple
rules, such as:

R ="Element 1 will appear along with the element 20&«dlof all transactioris

where the 10% is a frequency measure (or measusimbort) of appearing a pair of

elements 1 and 2 in a set of transactions and misegbe "importance”, support or

"significance" of rules.

If the frequency of occurrence of the element aliriransactions is 15%, and the element 2,
20%, then the ratio of the number of transactionsvhich both elements appear (i.e. the
importance of the rules) according to the the nunabéransactions in which the element 1
is occurring (conditional part of the rules), wdl @confidence of the rules. In this case,
reliability of the ruleR, is:

10
c ==—= 0666.
(R)=1.= 08
It is easy to make an inverse rule:
R,=" Element 2 will appear along with the element 136 of all transaction§

Although it is apparently the same rule, traitsRof, , 4 R, are different. Thus, the reliability

of the rule is:
10
c(R) = 20 050.

Reliability of the Rule of 0.5 is equal to the afaithat when in a transaction occurs the
element 2, there is a 50% probability that the eleiml will also occur in the same
transaction. At first glance it seems that the trmekable rules are those that are the best.
The problem can occur when, for example elementclrs very frequently in transactions
(for example, in 60% of transactions). In this ¢abe rule may have lower reliability than
completely random choice. This shows that as a unead good rules we need something a
little better than the reliability. This measurec@led the improvement, which tells us how a
certain rule is better than random selection. Impneent was given with the following
formula:

I(R,) = p(conditions, consequences)
p(conditions) p(consequences) |

(1)

[3] Data Mining Server, http://dms.irb.hr/
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In our example,

02
I(R,) =———— =10,
(R,) 02x 01
while for the ruleR,, we have
01
| = =
(R) 01x 02

When an improvement is more than 1, the rule isebéan the random choice, when
it is less than 1, it is worse. In our c&eis 10 times, andR is 5 times better than the

random selection. Generating the association nglem iterative process. In essence it is
very simple and comes down to a simple scheme:

1. Generate the table of frequency of occurrencediVidual elements;

2. Generate the table of frequency of occurrence aof digtinct elements; extract
pairs from the table with the improvement of mdrart a pre-determined criteria;

3. Generate the table of frequency of occurrence @ettdistinct elements; aside
from the table "triplets" with the improvement gierathan a pre-determined
criteria, and so on.

The best known algorithms to discover associatibesrare:

1. A priori algorithm;

2. tree of frequency samples;

3. method of the consumer basket..

The best known algorithm of associatiormaigriori algorithm . The methodology of
solving the problem by using a priori algorithnperformed in two stages. In the first phase,
we find the frequency products or groups of proglutit the second phase, based on the
frequency product or group of products, we genetht association rules. The main
drawback of this algorithm comes from its complgxdnd sensitivity to the growth of
element analysis, which increases the number ofbauwations. There are reduction
techniques for the analysis of a set of candiddias,despite that it does not completely
solve the aforementioned problems. Popular methodgduce the number of candidates
entering the analysis using this algorithm are:ethod of forming apparent variables, the
method of grouping a set of products based on camcharacteristics, and the like. Because
of all this, we are lead to the loss of precisibthe analysis.

A very efficient algorithm for generating assoaatirules isa tree of frequency
samples Passing through the base, with recorded tramsectiit calculates the frequency of
appearance of elements (e.g. product) containdgeimlatabase, and sorts them on the basis
of frequency, ignoring non-frequency elements. Aferting elements according to the
frequency of occurrence, and ignoring the low festry elements, we access the
construction of the tree of frequency samples.

Analysis of the consumer baskefoften used as a synonym for the use of algorithms
on the data from the Association of Retail), is etmod of searching the data base, based on
the discovery of association rules, which aimsiszaler the buying preferences of certain
groups of products or product groups combined. 8asethe findings resulting from the
analysis, it is possible to give discounts, for rapée, on the product X if they buy the
product Y (e.g. bread and milk), because they arally bought together with increasing
turnover of the ratio of goods, and therefore prafiso, on the shelves can be put together
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products for which the analysis has shown thattlaeemost frequently purchased in pairs
(e.g. healthy food) also working to increase thefiident of the goods. Ass