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In the last three-hundred years, the role of research for the tech-
nological progress is undeniable. Successful societies have mech-
anisms for a quality knowledge transfer into the economy and so-
ciety. As we are all aware off, scientific and research activities are
not intended for themselves, therefore scientific and research re-
sults as well as the socio-economic impacts of the results are im-
portant too. The paper covers the analysis of socio-economic im-
pacts of research that can be divided into economic, political/social,
educational and other. A literature review demonstrates the great
importance of the socio-economic impacts of the public funding
of science and research. There is a number of developed and suc-
cessful methods to maximize the socio-economic effects on re-
search and development, consequently, numerous documented
cases of good practice in the world. This allows for good manage-
ment of research projects, from their preparation, implementa-
tion to completion, and later dissemination of results and transfer
to the economy and non-economy. In the paper, we firstly discuss
the history of measuring the impacts of results of science and re-
search, than the assessment of the socio-economic effects of the
research and issues related to that. The international waymarks
of planning and monitoring of the research effects are presented
as well. Finally, some suggestions for solutions to how to deal with
measuring the impacts of research results are presented.
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Introduction

For over fifty years, governments have been funding science, re-
search and development for the influence and the impact it has – or
at least we think it has or will have – on the society. Although science
policy was once guided by philosophy or ideology of ‘policy for sci-
ence,’ it has never been doubted in the minds of policy makers that
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the ultimate goals of financing science and technology were socio-
economic, namely national security, economic development, social
well-being and environment.

The problem actually begins with the very definition of ‘social
impact of research.’ A number of different concepts or notions
have emerged: ‘third-stream activities’ (Molas-Gallart et al. 2002),
‘social benefits’ or ‘social quality’ (van der Meulen, Nedeva, and
Braun 2005), ‘utility’ (Department of Education Science and Train-
ing, 2005), ‘public values’ (Bozeman and Sarewitz 2011), ‘knowledge
transfer’ (van Vught and Ziegele 2011) and ‘social meaning’ (eric

2010; Holbrook and Frodeman 2011; Demšar et al. 2017). However,
each of these concepts ultimately concerns measuring of social,
cultural, environmental and economic contributions from publicly
funded research, whether products or ideas. In this context, ‘societal
benefits’ refer to contribution of research to the social capital of a na-
tion, in promoting new approaches to social issues or in informing on
public debates and policy-making. ‘Cultural benefits’ are those that
add to cultural capital of a nation, for example by looking at how we
relate to other societies and cultures, by understanding our history
better, and by contributing to the preservation and enrichment of
cultures. ‘Environmental benefits’ profit from the nation’s natural
capital, by reducing waste and pollution, and by increasing nature
conservation or biodiversity. Finally, ‘economic benefits’ enhance
country’s economic capital by improving its ability and capacity and
by improving its productivity (Donovan 2008).

Given the variability and complexity of evaluating the social im-
pact of research, van der Meulen, Nedeva, and Braun (2005) point
out that ‘it is not clear how to evaluate social benefit, especially
for basic and strategic research.’ There is no acceptable framework
with relevant databases comparable to e.g. the one from Thomson
Reuters Web of Science, which enables the calculation of bibliomet-
ric values such as the H index (Bornmann 2009) or the impact fac-
tor (Bornmann 2012). In addition, there are no criteria or methods
that could be used in evaluating the impact on society, while con-
ventional research and development indicators provide little insight,
with the exception of patent data. In fact, in many studies, the social
impact of research is predicted rather than proven (Niederkroten-
thaler, Dorner, and Maier 2011). For Godin and Doré (2005), ‘sys-
tematic measurements and indicators (of influence) on social, cul-
tural, political and organizational dimensions are almost completely
absent from the literature.’ In addition, they point out that most of
the research in this area is primarily concerned with economic in-
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fluence or the impact of science and research results, while other
social fields of potential impact of science and research are largely
neglected and overlooked.

This is the reason why in this paper we first focus on the measure-
ment history and the assessment of impacts of science and research
after we have highlighted some of the problems and dilemmas of
such measurement and evaluation. Further on, we present charac-
teristics of economic and social measurement or evaluation of re-
search effects. We conclude the paper with a proposal for a compre-
hensive overview of aspects of measurement and societal domains
of the potential impact of science and research.

History of Measuring Impacts of Science and Research

In most countries of the Organization for Economic Co-Operation
and Development (oecd), the annual gross consumption for re-
search and development exceeds 2% of gross domestic product (gdp),
in 2018, on average, 372% (minimum Chile 0.355% and maximum
S. Korea 4,553%) and the eu at an average of 1.974% of gdp (min-
imum Romania at 0.504% and maximum Sweden at 3.397%) (see
https://data.oecd.org/rd/gross-domestic-spending-on-r-d.htm).

Even before World War ii, individual governments invested public
funds in scientific research, expecting that military, economic, health
and other benefits would result from it. This trend continued dur-
ing the war and during the Cold War, with increasing investment of
public money in science and research. Nuclear physics was the main
beneficiary, but other fields of science and research were also finan-
cially supported, especially military and increasingly commercial, as
their potential for economic and social development was becoming
more and more apparent. In addition, research in itself has always
and increasingly been regarded as valuable effort and endeavour,
mainly because of newly created knowledge and its value, even if
this knowledge could not be directly and immediately used.

Many states believed in the principle that ‘science is a spirit that
will keep the country competitive, but the spirit must also be nour-
ished’ (Stephan 2012). In the us, Bush (1945) argued that any invest-
ment in science is inherently good for society.

Until the 1970s, policy makers had no doubt that public investment
in research and development had a positive impact on areas such
as communication, way of work, way of life, our clothing and food,
our modes of transportation and even length and quality of our life
(Burke, Bergman, and Asimov 1985).

However, over the following decades, the growth and scope of sci-

number 3 · 2019 221



Dušan Lesjak

entific research has exceeded available public funding, which has
increasingly ‘forced’ science to test its achievements in the form of
the so-called peer review and the development of measurement in-
dicators for measuring of scientific results and research impact. The
only interesting aspect of measuring the impact of science so far was
the impact of research on academic and scientific knowledge. The
assumption was that the more demanding a scientific activity, the
greater the social benefit.

Since the 1990s, there has been a trend of moving away from au-
tomatic confidence in the validity of a presumption; that science is
always beneficial to society (Martin 2011). That is why questions
appeared: What are the results of public investment in research
from which society actually expects benefits (European Commission
2010)? Today we expect measurements of the impact of science on
human lives and health, on organizational capabilities of companies,
institutional and team behaviour, on the environment, etc. (Godin
and Doré 2005). A company can only use the benefits of successful
research if the results are translated into marketing and consumer
products (e.g. medicines, diagnostic devices, machines and appli-
ances) or services (Lamm 2006).

This has caused more and more problems for research-funding
policies and agencies that were confronted with how limited public
resources can most effectively be shared between researchers and
research projects? This challenge – defining promising research in
advance – has led to the development of criteria for assessing the
quality of scientific research itself and for determining the social
impact of research. Although the so-called first set of criteria was
relatively successful and is still widely used to determine the quality
of journals, research projects and research teams, it has been much
more difficult to develop reliable methods for assessing the social
impact of research.

The impact of applied research such as development of medicines
or development of information technology is obvious, but the bene-
fits of basic research, which are more difficult to evaluate, have also
been increasingly studied since 1990 (Salter and Martin 2001). In
fact, there is no immediate or direct link between the scientific qual-
ity of a research project and its social value. As pointed out by Paul
Nightingale and Alister Scott (2007), ‘research that is highly cited or
published in top journals may be good for the scientific community
but not for society.’ In addition, it can take years or even decades
until a certain amount of knowledge contributes to new products or
services that affect the society.
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Problems of Measuring the Social Impact of Research

The socio-economic objectives of public funding were so pronounced
that scientists and researchers, as well as statistical offices for mea-
suring science and technology have initially discussed how to mea-
sure the results and impact of scientific research and how to develop
more indicators to that end. For example, we now have a historical
series of patent performance indicators, technology balance of pay-
ments and high technology trade. We also have several studies that
link science and technology with productivity and economic growth.
The oecd countries have also adopted a standard classification for
measurement and breakdown of public research and development
expenditure by socio-economic objectives.

Ben Martin from the Science and Technology Policy Research De-
partment at Sussex University, uk, lists four common problems that
emerge within the criteria of social impact of research (Martin 2007):

1. Problem of causality – it is not clear what impact can be at-
tributed to the cause or in other words, what effect or the impact
of the research stems from a specific research and its results.

2. The attribution problem that arises because the effect can be
diffuse or complex and contingent and it is unclear what is at-
tributable to individual research or other inputs.

3. The problem of internationalization, which arises from the inter-
national nature of research and development, as well as innova-
tion, which makes it very difficult, if not impossible, to identify
the impacts of a particular research.

4. Last but not least, the timing aspect, as prematurely measur-
ing the impact of research can emphasize effects that give only
short-term benefits and do not take into account its potential
long-term effects.

In addition, there are four other problems:

1. It is difficult to find experts to evaluate the social impact of peer-
reviewed research. As noted by Holbrook and Frodeman and at
the University of North Texas in the usa, ‘scientists generally do
not like to think about the impact and evaluation of research in
terms of its social impact, as this too often places scientists out-
side their scientific discipline borders’ (Holbrook and Frodeman
2011).

2. Given that scientific work of a natural scientist has a differ-
ent impact compared to work of a sociologist or a historian,
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it would be difficult to have a single assessment mechanism
(Molas-Gallart et al. 2002; Martin 2011).

3. When measuring social impact, it should have been taken into
account that there was not only one model of a successful re-
search institution. Therefore, the assessment needs to be tai-
lored to the particular strengths of each individual research in-
stitution in teaching and research, the cultural context in which
it exists, and, of course, national standards.

4. Finally, the social impact of research is not always desirable or
positive. For example, Rymer wrote that environmental research
leading to the cessation of fishing may have an immediate neg-
ative economic impact, although they would retain a resource
that could have been made available for use again for a longer
period of time. The fishing industry and nature conservation-
ists may have very different views on the nature of the original
impact, some of which may depend on their views on research
excellence and their disinterested nature (Rymer 2011).

Despite these efforts, we do not know much about the impacts of
science. Firstly, most studies and indicators address the economic
impact. Although economic impacts are important and, above all,
non-negligible, they represent only a part of the overall impact that
extends to the social, organizational and cultural sphere of the soci-
ety.

As Cozzens (2002) said: ‘Most (measurement efforts) have looked
at the process of innovation rather than its results. Traditional stud-
ies on innovation continue to focus on producing new things in new
ways rather than on whether new things are needed or desired, let
alone their implications for jobs and wages.’

Secondly, even those few discussions and measurements that go
beyond the economic dimension focus on indirect rather than final
effects. Even forty years after the initial requirements for impact in-
dicators, we are still relying on peer review and case studies to mea-
sure the non-economic dimensions of research effects very incom-
pletely and insufficiently.

Until a reliable and robust method for assessing the social impact
of research is developed, it is first appropriate to use expert panels
to qualitatively assess the social relevance of research. Rymer (2011)
states that ‘just as peer review can be useful in assessing the quality
of academic work (research work) in an academic context, expert
panels with relevant experience from panellists in different fields
can be useful in assessing the differences caused by research.’
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The Economic Dimension of the Research Effects
Measuring

In literature, most, if not all, of the measurable effects of science
have in one way or another been referred to the economic dimen-
sion of action. In the 1950s, economists began incorporating science
and technology into their models and focused on the impact of re-
search and development on economic growth and productivity. The
Solow (1957) model was the dominant methodology for linking re-
search and development to productivity. It was the first to formal-
ize accounting of sources of growth (separating gdp into capital and
labour) and to equate the rest of his equation with science and tech-
nology, though it included more than just science and technology.
Denison (1962) and Jorgenson and Grilliches (1967), among other,
also improved the Solow approach later.

Following Solow’s initial work, numerous cost-benefit analyses
were conducted and econometric models were developed, in order
to try and measure what the economy owes to science. A number
of studies have focused on assessing the rate of return on research
and development investment in two basic forms – publicly funded
research and development and return on privately funded research
and development. Since then, studies on the economic impact or the
impact of science focused on two topics (Godin and Doré 2004):

• productivity and
• the so-called spill over from university and government funding

of research and across sectors and industries.

One of the topics that also deserved early attention was the impact
of science on international trade. As early as the 1960s, economists
began incorporating science into models of international trade (Pos-
ner 1961; Vernon 1966). The authors, who use research and develop-
ment as a factor to interpret international trade patterns, discussed
why some countries led in trade while others stayed behind.

The literature on the economic impact of science is much less
extensive. The impact on science itself is the most researched in
the literature. The number of citations has been used to measure
the impact of scientific publications on other researchers for many
decades. Of particular note was the contribution of the Science Pol-
icy Research Unit (spru) in Sussex, England, and the cwts (Center
for Science and Technology Studies) in Leiden, the Netherlands.

The impact of research and science on technological innovation
has also received much attention from researchers (Gibbons and
Johnston 1974; Mansfield 1991; Rosenberg and Nelson 1996). For
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example, several authors, including Mansfield, have illustrated the
importance of academic research for the advancement of industrial
innovation. They argued that a large proportion of companies would
not have developed products and processes without academic re-
search.

Several factors have contributed to the economic dimension of sci-
ence being focused on statistics and indicators, notably official statis-
tics. One relates to the mission of the first organization to systemati-
cally engage in the measurement of science, namely the oecd. Most
of the oecd work has dealt with indicators of economic nature, since
from the beginning of its Scientific Research Committee, the purpose
is ‘to place high emphasis on the economic aspects of scientific re-
search and technology in the future programme.’ The oecd has had
a great influence on national statistical offices according to method-
ology of measuring science, and its philosophy has significantly in-
fluenced the statistics collected and the indicators developed (Godin
2002).

Secondly, economists were the main producers and users of statis-
tics and science indicators, so they represented the majority of na-
tional and oecd consultants since, until recently, they were the only
analysts who worked with statistic data systematically. R. Nelson
once claimed (1977), ‘One would think that political science, not eco-
nomics, would be the domestic discipline of policy analysis. Accord-
ing to some, the reason it never happened was that the normative
structure of political science was usually appalling, while economics
had a strongly articulated structure in order to think about what pol-
itics should look like.’

The third reason for focusing on economics was that the economic
dimension of reality was the easiest to measure. Much of the produc-
tion and impact of science is intangible, diffuse, and often appears
with a significant delay. Although difficult to measure as well, the
economic dimension of science and technology is still the easiest to
measure.

The Social Dimension of Research Effects

Social or the socio-economic impact of research is much harder to
measure than the scientific impact, and there are also no indica-
tors that can be used in all disciplines and institutions to compare
databases (Martin 2011). Social influence often takes years to be-
come apparent, and ‘the ways in which research can influence cer-
tain behaviours or inform social policy are often very diffuse’ (Martin
2007).

We can find some empirical studies on the impact of new tech-
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nologies (computers) on jobs and job sharing or measures of return
on investment in health research on disease burden – frequency,
prevalence, hospital days, mortality, lost years of life (Comroe and
Dripps 1976; Hanney, Davies, and Buxton 1999; Gross, Anderson,
and Powe 1999; Grant 1999). Several assessments of individual pub-
lic programs dealing with socio-economic impacts can also be found,
for example at European Commission level. But, most of literature
deals with identifying the right approach to use when assessing im-
pact or simply with describing the methods available to do so (e.g.
Garrett-Jones 2000; van der Meulen and Rip 2000; Roessner 2000;
Caulil, Mombers, and van den Beemt 1996; Kostoff 1994). Many au-
thors have acknowledged the difficulty of measuring impact, firstly
because of the fact that it is indirect rather than direct, and sec-
ondly, because it is scattered across time and space. For many, the
concern for measuring non-economic impact depends on a better
knowledge of the research transfer mechanisms. Several models can
be found in the literature that proposes analytical frameworks for
transmission mechanisms (Hanney, Davies, and Buxton 1999; Caulil,
Mombers, and van den Beemt 1996; Cozzens 1996).

Recognizing the limitations so far listed, some researchers have,
in recent years, discovered new ways in which science and, above
all, basic research has an impact on society. These include K. Pavitt
and B. Martin, who built on the work of Pavit and Salter, and who ar-
gues that econometric studies provide only a few clues as to the true
economic benefits of publicly funded (basic) research. These studies
use models that face too many methodological constraints to capture
the full benefits of basic research. They lack reliable indicators and
do not explain the link between research and economic performance
(Salter and Martin 2001).

Most studies that have evaluated the social impact of research so
far have focused on the economic dimension. As early as the 1950s,
economists began to integrate science and technology in their mod-
els, examining the impact of research and development on economic
growth and productivity (Godin and Doré 2005). Compared to other
dimensions (e.g. cultural dimension), the economic dimension is cer-
tainly the easiest to measure (notwithstanding that reliable indica-
tors have not yet been developed). Salter and Martin (2001) cited
six types of positive effects of publicly funded research on economic
growth stimulating:

• expanding the knowledge that companies provide for their tech-
nology activities;

• well-educated business graduates getting employed;
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• scientists develop new equipment, laboratory techniques and
analytical methods available for use outside the academic world;

• government-funded research is often the entry point into exper-
tise networks;

• faced with complex problems, the industry relies on/is sup-
ported by publicly funded research and

• new businesses are formed from scientific projects.

Recently, interest in evaluating non-economic social outcomes has
increased significantly. In most cases, initiatives to measure social
outcomes based on science and technologies come from high-level
political world. Thus, the European Commission’s (2014) Horizon
2020 research and innovation programme explicitly focuses on so-
cial outcomes in the ‘Science with and for Society’ section as well
as in other chapters. In the us, the so-called Broader Impact crite-
ria of the National Science Foundation (nsf), i.e. criteria related to
socio-economic impacts, derived from the National Science Board
(nsb), the governing and advisory body of the nsf. According to a
2011 paper (National Science Board 2011), criteria for evaluating re-
search proposals must include not only scientific qualities but also
‘contribute to achievement of broader societal goals.’ Of particular
importance for the present purposes is the nsb’s warning that the
‘assessment and valuation’ of nsf projects should be based on ap-
propriate measurements, taking into account the likely link between
the effect of wider impacts and the resources provided for project
implementation.

Due to the fairly recent interest in the social effects of research,
there are not yet a large number of useful, valid techniques avail-
able to evaluate these effects. One reason is that too little time
has passed. Economic approaches to research evaluation count at
least fifty years of development and bibliometric approaches at least
thirty. The other reason for this is the simple fact that it is much
more difficult to measure the social effects of research or science. In
the case of bibliometric approaches, causal pathways are rarely the
focus. Focusing on patents or publications or citations, bibliomet-
ric studies may sometimes coincide with socioeconomic effects but
do not disclose the mechanisms leading to these effects. In terms
of economic studies, commodification and monetization of results
are almost always of interest. In some cases, this may in fact devi-
ate from an understanding of the result and its effect (since even
some important economic results are not well captured in monetary
indicators), but in most cases the accuracy of economic data, when

228 management · volume 14



Measuring Impacts of Science and Research on the Society

considered with economic theory assumptions, at least allows for
some robust causal hypotheses on the research effects.

How to Deal with Measuring the Impacts of Research
Results?

To summarize the discussion and findings on determining the socio-
economic impacts or the impact of the results of the research work,
it appears that most of the efforts to determine the impact of science
are primarily concerned with economic consequences, such as eco-
nomic growth, productivity, profit, job creation, market share, spin-
offs, etc., with very few indicators directly linking science to eco-
nomic benefits. What is even more characteristic (and worrying) is
that systematic measurements and indicators of influence on social,
cultural, political and organizational dimensions are almost com-
pletely absent from the literature.

Because of this, the approach taken by Godin and Doré in identify-
ing areas of science impact and funded by the Quebec Department of
Research, Science and Technology is even more interesting. (Godin
and Doré 2014) conducted a series of interviews with researchers
(some of whom also directors) from 17 publicly funded research in-
stitutes (10 in science and technology, 4 in health sciences and 3 in
social sciences and humanities), and with actual and potential users
of research results within 11 social and economic entities. The in-
terviews had two main goals. Firstly, they discussed different types
of research done by researchers: strategic, fundamental and useful.
Secondly, they sought to identify the full range of potential research
impacts by gathering information on the results of research activities
that provide at least potential use. Interviews were conducted using
a short questionnaire that served as a guide for the interviewer. The
interviews were semi-guided in nature and thus offered the free-
dom to address topics. On this basis, the authors have constructed a
typology with eleven dimensions, corresponding to many categories
of the impact of science on society (table 1).

The first dimension – science – is the most direct and obvious. It
refers to a direct scientific impact. The results of a particular re-
search influence the later advancement of knowledge – theories,
methodologies, models and facts – creation and development of new
disciplines and development of research activities themselves: in-
terdisciplinarity, intersectionality, internationalisation, etc. and, ulti-
mately, training.

The second dimension relates to technological impact. Manufac-
turing, process and service innovations as well as technical knowl-
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table 1 Science Impact Dimensions

Science Knowledge, research activities, training

Technology Products and processes, services, know-how

Economy Production, financing, investing, commercialization, budget

Culture Knowledge, know-how, relations, values

Society Well-being, group discourses and activities

Policy Decision makers, citizens, public programmes, national security

Organization Planning, organization of work, administration, human resources

Health Public health, healthcare system

Environment Management of natural resources and the environment, climate
and meteorology

Symbolically Legitimacy/credibility/recognition, general knowledge

Training Curriculum, educational aids, professional qualification,
graduates, labor market entry, matching work and training,
careers, use of acquired knowledge

notes Adapted from Godin and Doré 2014.

edge are the kinds of influence for which research activity deserves
at least part of the credit. However, apart from patents, there are
actually very few indicators to properly assess this dimension. For
example, an innovation survey measures innovation activities, not
the results and impact of the research.

The third dimension is the most well-known – the economic one.
It refers to the impact on financial position of an organization (op-
erating costs, product sales prices, revenues, profits), sources of fi-
nancing (so-called stock capital, risk capital, contracts, etc.), invest-
ments (human capital – hire and training, physical capital – infras-
tructure and material, operation and expansion), manufacturing ac-
tivities (types of goods and service products) and market develop-
ment (diversification and exports).

The next eight dimensions are new, at least for statistics, as they
are often less tangible. The impact on culture refers to what peo-
ple often call the public understanding of science, but above all to
the four types of knowledge: know what, know why, know how, and
know who (Lundvall and Johnson, 1994). More specifically, it refers
to the impact on an individual’s knowledge and understanding of
ideas and realities. It also includes intellectual and practical skills,
positions and interests (about science in general, scientific institu-
tions, scientific and technological disputes, scientific news and cul-
ture in general), as well as values and beliefs (Godin and Gingras
2000).

Impact on society refers to the impact that knowledge has on the
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well-being and behaviours, practices and activities of people, groups
and communities. For people, social impact is about welfare and
quality of life. It also refers to life habits (consumption, work, food,
sport and sexuality, sport). For groups and communities, new knowl-
edge can contribute to changing the discourse and concepts of soci-
ety or it can help to ‘modernize’ the way we ‘behave and act.’

Impact on policy is related to the way that knowledge affects pol-
icy makers and politicians themselves: the interest and attitude of
politicians, administrators and citizens towards the issues of public
interest, including science and technology, public action (legal prac-
tice, ethics, policies, regulations, norms, standards) and citizen par-
ticipation in scientific and technological decisions.

Impact on organizations is the impact on the activities of institu-
tions and organizations, such as planning (goals and activities of or-
ganizations), organization of work (division and quality of tasks, au-
tomation, etc.), management and administration (management, mar-
keting, distribution, procurement, accounting, etc.) and on human
resources (workforce, employee qualifications, working conditions,
training, etc.).

The health dimension refers to the effects of research on pub-
lic health (life expectancy, prevention and restriction of the spread
of disease, etc.) and on the health care system (health care and
costs, healthcare professionals, health infrastructure and equip-
ment, products – medicines, treatments, etc.).

The environmental dimension refers to the impact of science on
the environment and environmental management, in particular on
the management of natural resources (conservation of biodiversity)
and environmental pollution (mechanisms and instruments for pol-
lution control and pollution sources). It also highlights the impact
of research on climate and meteorology (climate control methods
and models of climate and meteorological forecasts). Indicators on
environmental status and health status already exist in several or-
ganizations and countries. However, as with economic growth and
productivity, the problem is linking this effect with research activity
and its results.

The last two dimensions deserve a special comment. The sym-
bolic effect is a significant one, identified by users of the survey
results that were interviewed. Companies involved in research or
through their research and development departments, for example,
often gain credibility for leading research and development or for li-
aising and collaborating with university centres and academics. For
many businesses, this is often just as important an impact as an eco-
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nomic impact – and is likely to have an economic impact as well. Un-
fortunately, this effect has so far not been systematically examined
and measured.

The last dimension of impact – training, could also be placed in the
first, the scientific one. It is specifically addressed here because of its
importance in relation to the mission of universities and other higher
education institutions. It refers to curricula (study programmes and
training programmes), educational manuals, qualifications (acquired
competences in research), entry into the labour market, matching
between training and work, career paths and the use of acquired
knowledge.

This typology provides a checklist, as considered by Godin and
Doré (2004), which reminds the statisticians that research with its
results affects many dimensions of reality, in addition to those that
are usually defined and measured in the literature.

As we can see, Godin and Doré tried to comprehensively and sys-
tematically analyze and substantiate potential effects of scientific re-
search on society from all aspects mentioned and identified in their
research, which can be a very useful approach in assessing and eval-
uating the effects of research that has already been concluded, as
well as in assessing the intended effects of future research or re-
search of applied research projects.

Conclusions

The history of research evaluation is diverse, with a focus on pro-
cesses, results, and occasionally effects. With respect to the effects
of research, most research so far has focused on economic or knowl-
edge outcomes. On the former, a wide range of economic approaches
have been developed, including input-output analysis, simulations,
case studies, and cost-benefit analysis in particular. Very different
approaches have been used to evaluate knowledge outcomes. While
peer reviews, whether open or structured, remain an important ap-
proach to assessing the quality of knowledge outcomes, many rapidly
evolving bibliometric techniques have increasingly been used by
policy makers and researchers in recent decades.

Whether scientists like it or not, the social impact of their research
is an increasingly important factor in gaining public funding and
support for basic research. This has always been the case, but new
studies of measuring instruments that could assess the social impact
of research would provide better qualitative and quantitative data on
the basis of which funding agencies and politicians could base their
decisions.
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The fact is that there is a great need for quantitative studies and
indicators on the socio-economic effects of science. This need does
not come solely from the individual governments who want or need
to evaluate the success of their investment in science, but also from
researchers themselves, as they want to understand and know the
extent of the impact of their research on society and through what
mechanisms the effects of their research are transmitted to it.

As we have already found out, most quantitative studies on the im-
pact of science on society are based on econometric models that link
the research and development expenditure to economic variables
such as economic growth or gdp. In addition, many researchers still
agree with nsf’s old claim that ‘returns (of science) are so great that
it is almost unnecessary to justify or evaluate investment in it’ (Na-
tional Science Foundation 1957).

Determining and measuring the impact of research results or sci-
ence is, according to Godin and Doré (2004) at a similar stage as
the measurement of research and development and its results was
in the early 1960s. Of course, there are many challenges, so appro-
priate solutions need to be developed in order to properly address
methodological issues.

Cozzens (2002) was right in suggesting, ‘We need to be more in-
volved with fundamental social problems and issues, rather than
narrowly focusing on the direct benefits of a particular research pro-
gram or research activity.’
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