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Abstract. A prolonged exposure to stress can lead to mental disorders and psychosomatic diseases, e.g declining 

of health. This survey reviews sensors, human-body parameters and context information correlated with the stress 

level, and investigates various stress analysis methods. Sensors for stress determination are classified and divided 

into four groups with regard to the physiological and physical parameters of the human-body, context 

information, expert assessment and questionnaires. The work to be done in future in the field of stress recognition 

is discussed.  
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Pregled senzorjev in algoritmov za določanje stopnje 

stresa 

 

Daljša izpostavljenost stresu lahko vodi k psihičnim motnjam 

 in nastanku psihosomatskih bolezni oz. poslabšanju 

zdravstvenega stanja. V članku smo se zato posvetili pregledu 

senzorjev, identifikaciji parametrov človeškega telesa in 

pregledu  kontekstualnih informacij, ter njihovi korelaciji z 

različnimi nivoji stresa. Poleg tega smo raziskali različne 

metode za določanje stopnje  stresa.  Predstavljena je 

klasifikacija senzorjev za določanje stresa  v štiri razrede,  z 

upoštevanjem fizioloških in psiholoških parametrov 

človeškega telesa, kontekstualnih informacij, analize 

ekspertov in z uporabo  vprašalnikov.  Obravnavane so tudi 

možnosti nadaljnjega razvoja in raziskav na področju 

identifikacije stresa. 

1 INTRODUCTION 

The recent decades are characterized by a constant 

increase in the proportion of the mental-health problems 

in the structure of public health. According to WHO, 

mental disorders are responsible for 13% of the global 

amount of disease. 10% of the adults at any moment 

have a particular mental disorder and 25% of the 

disorders can develop throughout life [1]. 

 The stress is associated with numerous disturbances 

in the mental and physical health. The chronic or severe 

damaging stress combines with anxiety, tension and 

depressive mood, which are essential preconditions for 

depression, e.g. the most common result of the chronic 

stress [2, 3, 4]. 

 The stress can contribute to illness directly, through 

its physiological effects, or indirectly, through 

maladaptive health behaviors (for example, smoking, 

poor eating habits or lack of sleep) [5]. 

The systematic stress also leads to overstrain of 

catecholamine mechanisms, and since cortisol enhances 

the effects of adrenalin and noradrenalin, a stable 

hypertonicity of vessels is then formed. All this results 

in particular chronic diseases affecting the 

cardiovascular system, kidney tissue, liver, muscle or 

bone skeleton. Probably, the chronic or severe 

damaging stress gradually destroys physical health, and 

increases the probability of malignant-tumors 

occurrence [6-12]. 

 With the widespread of mobile phones (according to 

[13], in 2013 there were 6.8 billion active mobile 

numbers in the world) and the wide availability of low-

cost wearable biophysiological sensors we can now 

measure how the environment and our experiences 

affect our physiology [14] as and also to improve the 

quality of our life by better understanding of our 

emotional condition and the stress in the daily life and 

by preventing the increase in the stress levels and 

emergence of health impacts. 

 

 

2 PHYSIOLOGICAL AND PHYSICAL BODY 

PARAMETERS 

Physiological and physical responses/reactions of the 

human body to the stress are used to assess the stress 

level. 

 The galvanic skin response (GSR) (also  known  as 

electrodermal activity (EDA)) is one of the most 

convenient and reliable ways of stress determination, 

the usage of which we met in a large number of studies. 

The stress causes increasing sweating which results in 

increased skin conductivity [15], [16].  Distributions of 

the EDA peak height and the skin conductance response  
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(SCR) peak rate carry information about the stress  level 

of a person [15]. 

 The heart rate (HR) and electrocardiogram (ECG) are 

also frequently used to determine the stress, because of 

their high correlation with the stress level [17]. For 

example, the decrease in the ECG amplitude is an 

indicator of the stress in a healthy person [18]. The 

heart-rate variability (HRV) parameter can not be an 

efficient indicator of the job stress [19] without 

additional information, like the context. According to 

[20], the blood pressure increases under the stress. The 

electromyogram (EMG) and brain waves are rarely used 

to determine the stress, this is primarily due to the 

impracticality of using the sensor data. However, EMG 

was used in [21] in conjunction with other sensors to 

determine the stress of drivers in real life. The skin 

temperature (ST) is a parameter mainly used in 

conjunction with other parameters to determine the 

stress. According to [23], the decrease in the body 

temperature indicates the appearance of the stress. 

 Respiration is also used in conjunction with other 

parameters. It is not very popular because of the need to 

wear a flexible belt around the chest to sense the data 

[23]. But with appearance of smart T-shirts, like 

OMsignal Smart T-Shirts which can measure respiration 

and other body parameters, this disadvantage is no 

longer a problem. 

 The sleep quality is a very important parameter. In 

[24], sleepiness was rather related to the average sleep 

quality than to the sleep quantity. In [19], the authors 

evaluated the sleep quality and job stress among the 

white-collar workers. Their results suggest that the job 

stress disrupts the night sleep that causes daytime 

sympathetic predominance. 

 In some studies, for example in [25], medical 

analysis of the cortisol level was used as an expert 

assessment of the stress. The increase in the level of 

cortisol indicates the stress [20]. 

 The characteristics of the voice (tone, speech rate) 

and facial expressions are studied in the research of the 

emotional state of humans [26]. Gestures and poses of 

people, pupil dilation and blink rate are used to 

determine the emotional state. For example, enhanced 

high pupil spatial distribution of sight is highly 

correlated with the stress level, while the average eye-

closure speed has less dependence on the stress 

(coefficient Cor. Prior -0,5-0,6). These methods are 

used, for example, to verify persons (security systems 

and access control), in advertising to evaluate the 

expression that advertising makes on consumers, but it 

is not very practical in everyday life. In this paper, our 

aim is not to consider the "physical manifestations of 

stress" in detail, but to investigate what extent they are 

covered in scientific papers [26-28]. 

 The above stress determination methods are either 

used separately or in combination with each other. In 

[29], a higher accuracy was obtained by using more 

sensors (accelerometer (ACC), ECG, GSR) than by 

excluding any of them. 

 Unfortunately, the measuring results alone tell us 

almost nothing. In order to understand what’s going on, 

we need to know the context of the other events during 

the day/week/... For example, if our heart rhythm 

accelerates, does it come from the stress or were we 

running? Or, are we using a fitness tracker or an 

application that encourages us to sports after we had a 

party until 4 a.m. We will not be happy if the phone or 

tracker offers us to get up early and run a five km 

distance [30]. The context is very important for 

understanding what happens. In [31] a solution is 

presented for measuring the chronic stress solely on the 

user context. 

  

3 SUBJECTIVE (USER CONTEXT) 

In [32], one of three tracker owners stops wearing his 

devices for six months. The success is defined by the 

degree of a long-term impact on the user health and 

happiness of these devices and services. Gathering and 

processing the contextual data in order to get more 

information in the context of what events are going on 

are interesting to study. 

 The tomorrow’s apps will use the sensors already 

embedded in our smartphones, wearable devices, and 

personal computers to understand our current context 

and figure out how they can enhance our experience — 

on a device or in the real world [30]. Table 1 provides 

an overview of the already applied contextual 

information with a link to the measured parameters and 

data processing methods. 

 Based on self-reports, different contextual 

information from smartphones, computers, video 

cameras, microphones, light sensors, accelerometer 

data, GPS and other sensors, stress-recognition systems 

are developed and in correlation with the basic stress-

assessment methods they give a high accuracy results 

(see Chapter 4 Analysis methods). At the same time it is 

very important to obtain the contextual information 

noninvasively/unobtrusively, with a minimal user 

participation, not to require the user to a large number 

of additional actions, or to minimise them. 

 In [31] the authors evaluated the user ability to 

estimate his/her current stress by using a questionnaire, 

and researchers observed that an average user is able to 

make a good assessment. In this study, too, various 

contextual information from smartphones and user 

computers, such as the location, external noise, 

computer and telephone activity, was gathered. 

 Questionnaires (self-reports) are used quite often for 

the currently relevant  user evaluation of the condition. 

In [21], drivers completed a questionnaire about the 

stress level during driving along a route. Sometimes 

questionnaires are used as a method of objective 

evaluation of the stress presence [26]. 
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Figure 1. Sensors classification on few groups: data gathered from the body (physical and physiological parameters) and from the 

environment (context) with links to papers (larger picture https://yadi.sk/d/xGfwEhMqTuWPP)
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A system for determining the stress level in [33] 

included the physical appearance (facial expression, eye 

and head movements) extracted from video via visual 

sensors, physiological conditions and behavioral data 

from the user interaction activities with the computer, 

and performance measures. 

 In [14], events/calendar appointments, reading e-mail 

were used. The users were able to make notes about 

their condition to be able to remember and understand 

what situation caused their stress. It was noted that in 

conjunction with the contextual information, the system 

had a higher accuracy compared to using the data only 

from the sensors. 

 In [34], the data was collected from the working 

calendar of the scheduled appointments, time and place. 

The users assessed their current emotional state in 

simple self-reports and used this data for stress 

recognition. In [29], an investigation was made of how 

events (sitting, standing, and walking) affect the stress 

level. In [35], communication (phone calls, SMS), 

device usage (key presses), users context (calendar 

appointments), location (GPS), and environmental 

sensors (microphone, Bluetooth-environmental sensing) 

are used as the contextual information. 

 In [36], the authors determined the number of people 

near the user phone, as the contextual information, by 

detecting the Bluetooth-smartphones, and found 

differences in the social behavior during the stress and 

stress-less times. 

 The context as a subjective factor is not used in all 

studies. In some studies, only physiological and 

physical factors and different analysis methods are 

compared to improve the result accuracy [25], [15]. 

 Fig. 1 presents sensors classification. Sensors are 

divided into two major and two minor groups. (I) The 

body parameters: physiological and physical parameters 

measured with a variety of sensors. (II)The context: the 

contextual information used to characterize the situation 

of an entity. An entity is a person, place, or object that is 

considered to be relevant to the interaction between a 

user and an application, including the user and 

application themselves [37]. (III) The medical (expert) 

assessment: expert evaluation of the stress presence was 

made in a small number of studies examined by us. (IV) 

Questionnaires: they are used to obtain a feedback from 

the users as well as self-reports with a subjective 

evaluation of the current stress state. 

 

4 ANALYSIS METHODS 

In different systems analysis for stress recognition, 

various methods from the decision tree and self-report 

questionnaires to the machine-learning algorithms are 

applied. They are of a particular interest for researches 

because they enable to partially or fully automate the 

complex processes and can find also a connection 

invisible for humans, due to a large amount of the input 

data and implicit correlations. The most commonly used 

algorithms are the support vector machine (SVM), 

hidden Markov model (HMM), k-nearest neighbors (k-

NN), Decision Tree, Bayesian network (BN) and their 

modifications. The main features of each of these 

algorithms are described below. 

4.1 SVM  

SVM is one of the fastest methods of finding the 

decision function. The method finds the maximum 

width separating the hyperplane between two classes of 

the maximum width which allows further implementing 

of a more confident classification and reduces the 

empirical classification error [40]. In case of the multi-

class decision, the rule based on a binary decomposition 

by scheme "One-vs-Rest" is often used on practice. 

Unlike most other methods the advantage of the method 

is a small data set which is sufficient because in 

classifying a multiple samples they are not all used, but 

only a small portion of them located at the boundaries. 

The method is sensitive to the noise. In practice, 

normalization of the input data is desired in order to 

present large deviations from the middle values to affect 

the classifier. This classifier is well suited for linearly 

separable samples. If samples are not linearly separable, 

the data get lost. 

 Examples of the software implementations are 

SVMLight, LIBSVM and LIBLINEAR, all in C ++. 

4.2 Desicion tree 

The Decision Tree is a way of representing the 

hierarchical structure of the classification rules such as " 

IF ... THEN ...», having the form of a tree. The larger 

the tree the more it is exposed to overfitting. The tree 

that takes into account all the possible signs is usually 

overfitting. Classification is performed by a simple but 

fast enough movement through the tree. The algorithm 

is simple to understand and interpret by people. 

 Examples of the software implementations are 

WEKA, J48 Decision Tree. 

4.3 Bayesian Classifier 

For the classified objects the likelihood function of each 

class was calculated and on its basis their posterior 

probability was determined. An object belongs to a class 

for which the posterior probability is maximised. The 

advantage of the Bayesian classifier is a small amount 

of the training data needed to estimate the parameters 

required for classification. The data set has to be a short 

as there is no adjustment mode to the specific data 

distribution and the data collides with the effect of 

overfitting. The bayesian classifier based on the Bayes 

formula is used. The classifier contains a trained data set 

for each class and each input sequence is compared with 

these sets by a particular algorithm and the most likely 

class is then selected. To build a classifier, it is 

necessary to restore the density distribution by a trained 

data set (there are three main approaches to the recovery 

likelihood function: parametric, non-parametric 

distributions, and combined). 
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Examples of the software implementations are jBNC - 

Bayesian Network Classifier Toolbox.  

4.4 k-NN  

The nearest-neighbor algorithm is a metric classification 

algorithm based on assessment of the similarity of 

objects. It is easy to implement. The object assigned to 

the class is most commonly among its k-nearest 

neighbors. The method of the k-nearest neighbors is 

based on explicit storage of all learning objects. The 

neighbors are taken on the basis of a set of objects the 

classes of which are already known. Excluding the noise 

and uninformative objects from the data set provides 

several advantages: improved classification quality, 

reduced amount of the stored data and decreased 

classification time. On the other hand, increasing its 

value increases the classification accuracy, but the 

border between the classes becomes less distinct clear. 

In practice, heuristic methods for selecting the k-

parameter give good results, for example, cross-

validation. Its main drawback is the high computational 

complexity, which increases quadratically with the 

increasing number of records in the dataset. 

4.5 HMM 

The Hidden Markov Model is a statistical model used to 

solve the classification problem of the hidden variables 

based on observetion. In the hidden Markov model, 

each state with a given probability corresponds to the 

observed state. It is actively used for speech recognition, 

machine translation and stress recognition, as well as 

gesture recognition. 

 An examples of the software implementation is 

Jahmm. 

4.6 Other methods 

As there has been no much research done in the context 

of comparing different analysis techniques, different 

algorithms for stress determinination [29], [41], [42], 

are probably the area of future interest for researchs. 

Besides the above algorithms, the following over are 

also often used: neural networks [43], fuzzy techniques 

[44], linear discriminate analysis (LDA) [25] and [21], 

Hidden Conditional Random Fields (HCRF) [26]. It 

would be very interesting to analyse various 

modifications of algorithms, for example: 

- the relevance vector machine (RVM) method is a 

method that unlike SVM determines the probability 

with which an object belongs to certain class. If SVM 

says "x belongs to class A", then RVM says "x belongs 

to class A with probability p and belongs to class B with 

probability 1 -p". 

- Dynamic Bayesian network (DBN) [33] method is an 

extension of the usual BN metod. It examines and 

modeles the finite sequence of sets of random variables 

rather than only one set in BN. 

- the layered HMM (LHMM) algorithm requires less 

training data compared with HMM. Subcomponents are 

trained separately on a small amount of data. Another 

advantage of this algorithm is that the layers may be 

trained independently. For the same amount of the 

training data the LHMMs accuracy is significantly 

higher compared to HMMs [45], and LHMM is more 

robust to changes in the environment than HMM. 

A combination of different algorithms used to find the 

most optimal computational techniques is also 

interesting. In [53] the authors used the genetic 

algorithm (GA) to select subsets of features to optimise 

stress classifications by SVM and got a better result 

compared to when GA is not used. 

4.7 Computation Accuracy  

The accuracy of a particular calculation method depends 

on the properties of the whole system, used sensors, 

data-collection methods, type of contextual information, 

etc. The accuracy of some calculation methods vary 

from one study to another. Table 1 presents an overview 

and evaluation factors for the computation methods 

used in stress recognition. 

 The human behavior and reaction to various 

situations in life can change: some events that have 

caused stress before, do no longer cause it now or in 

future as people can get used to them and experience 

them in a more relaxed way. Also, with the 

development of the society, new types of contextual 

information and/or methods may appear. As the value of 

some factors may be reduced the factors correlated with 

the stress level need to be revised to exclude the 

ineffective then to economise with the computing 

resources, and new factors should be found to improve 

the accuracy and computational efficiency. 

In machine learning, objects attributes do not play a less 

important role than the classification algorithms: no 

matter how good the algorithm is, if the factors/features 

are not good, we can't build an efficient and accurate 

system. 

 We also need to understand how else of the impact of 

individual features (aka factor) influence on the 

computation accuracy, resource consumption and spend 

of the smartphone battery.  

 The result on overfitting and the quantity of the 

training data are checked on a small amount of testing 

and training samples. 

Another method used to test the algorithm accuracy is 

cross-validation [29], [53]. All the received data is 

divided into k-parts, which are then used for training, 

and the remaining part k-part is used as a testing 

sample. The procedure is repeated k-times, thus each k-

part is used as a training sample. As a result, algorithm 

accuracy is assessed with the most uniform data 

distribution minimising the effects of too much "good" 

training or testing samples 
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Table 1: Analysis methods, sensors and context and individual 

studies 

 

Analysis 

methods 

Sensors and 

questionnaires 

Context 

information 

HMM EDA; 

questionnaires 

(self 

assessment of 

stress, 7-point 

Likert scale by 

NASA TLX); 

ST 

User mobile 

location (GPS); 

Ambient audio 

features; User 

physical activity; 

user phone status; 

PC keys pressed; 

PC mouse clicks; 

light sensor; ACC 

Min-max 

algorithm 

EDA; ST; 

questionnaires 

(self-report 

about stress) 

Temperature; ACC; 

light; events from 

digital calendar 

J48 Decision 

Tree, SVM, 

Bayesian 

network 

EDA; ECG; 

(HRV and 

ect.) 

ACC; posture 

(seating, walking, 

standing) 

SVM (with 

linear 

kernel), 

LDA, k-NN 

ECG; 

questionnaires 

(Nasa TLX); 

ST; saliva 

samples 

No context 

Wilcoxon 

test 

EDA; ST; 

questionnaires 

(emotion 

reaction) 

ACC; GPS; e-mail; 

events from digital 

calendar; user’s 

phone calls  

Bayesian 

network, 

naive Bayes 

EDA; ECG; 

HR; ST; 

respiration 

data; 

questionnaires 

(Nasa TLX); 

body heat flux  

Activites: sitting, 

walking, bicycling; 

temperature; from 

ACC: step counter, 

lying down, sleep, 

physical activity, 

energy expenditure 

linear 

correlation 

analysis, 

SVM, k-NN, 

(Principal 

component 

analysis) 

PCA 

EDA; 

questionnaires 

(general 

health, mood 

and stress) 

ACC; from mobile 

phone usage (call, 

sms, location and 

screen on/off)  

 

Fig. 2 presents an overview of the stress-recognition 

algorithms. 

 

 

 

5 STRESS-RECOGNITION SYSTEM DESIGN 

The result of collecting the contextual information, its 

classification and process is a feedback system with the 

user. It can be prompts, visualization, change of certain 

applications, etc. It is very important for the user to be 

able to access visualization of the chronic-stress 

occurrences in order to help him/her recognize the 

ongoing stress  situations [31]. It is important to give the 

feedback from the system (e.g., visualization). 

 In this section, we pay attention to important points 

in the design of the stress-recognition system. 

To consume the smallest possible amount of energy in 

order to save the battery, cloud computing is used (the 

increased amount of the transmitted data also reduces 

the computational load that can faster the battery plant 

performance and reduce the usage memory of the 

smartphone). The ability to store data and upload it to 

the user smartphone on a network server for storing and 

processing. 

 Easy expandable systems are used when new devices 

appear or sources of data are expanded to be able to 

quickly add, for example, new contextual data into the 

system. 

 In [27], the accuracies of 95% and 70% were 

achieved for the subject-dependent and subject-

independent classification. This suggests that the 

physiological responses to stress of individual persons 

differs and should be considered in designing systems 

for a wide range of users, and the approach should be 

determined individually. 

 The system has to be highly accurate, it may need 

calibration, because every user has his/her own 

individual characteristics (GSR, HR, respiration). 

Calibration and preparation for work, and work of the 

system itself should be simple and understandable to the 

user to avoid cause inconvenience or hardship while 

using it. 
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Figure 2 Stress-analysis methods with links to the relevant papers using these methods 

 

6 CONCLUSION 

Each of the considered body parameters is correlated 

with stress. Some of  them are used as separate 

parameters (GSR and HR) and some in conjunction with 

others to determine the stress (e.g. ST, EMG). But based 

only on one or few parameters, the stress can't be 

defined; an additional information, like the context is 

needed. The contextual information is very important to 

interpreted the data received from sensors and to 

understand what is going on. The contextual data have 

to be collected from smartphones because we always 

carry them with us, and from computers because we 

spend a lot of time working on them and the context 

should be gathered non-invasively. Also, we explored 

different single and combined algorithms for stress 

analysis. Sensors were classified to allow for stress 

analysis and it is shown that the physical and 

psychological body response to stress have already been 

well-studied compared to the correlation context and 

stress. In our future works, it would be interesting to 

gather a lot of diverse contextual data and find the 

features, that mostly correlate with the stress level and 

compare the accuracy of the systems working with the 

context and without it. Our next step will be retrieving 

the possible contextual information, methods of its 

consumption and we will extend the classification of 

context information. 
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