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A B S T R A C T	   A R T I C L E   I N F O	

Due	 to	 the	 complexity	 and	 variety	 of	 practical	 manufacturing	 conditions,	
computer‐aided	process	planning	 (CAPP)	systems	have	become	 increasingly	
important	 in	 the	modern	 production	 system.	 In	 CAPP,	 the	 process	 planning	
(PP)	 problem	 involves	 two	 tasks:	 operation	 determining	 and	 operation	 se‐
quencing.	 To	 optimize	 the	process	 plans	 generated	 from	 complex	parts,	 the	
traditional	particle	swarm	optimization	(PSO)	algorithm	is	modified.	Efficient	
encoding	 and	 decoding	 population	 initialization	 methods	 have	 been	 devel‐
oped	to	adapt	the	PP	problem	for	the	PSO	approach.	In	addition,	to	avoid	the	
proposed	 approach	 becoming	 trapped	 in	 local	 convergences	 and	 achieving	
local	 optimal	 solutions,	 parameters	 are	 set	 to	 control	 the	 iterations.	 Several	
extended	operators	for	the	different	parts	of	the	particles	have	been	incorpo‐
rated	into	the	traditional	PSO.	Simulation	experiments	have	been	run	to	eval‐
uate	and	verify	 the	effectiveness	of	 the	modified	PSO	approach.	The	simula‐
tion	results	indicate	that	the	PP	problem	can	be	more	effectively	solved	by	the	
proposed	PSO	approach	than	other	approaches.	
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1. Introduction 

In	 the	modern	 computer‐integrated	manufacturing	 system	 (CIMS),	 the	 CAPP	 system	 plays	 an	
important	 role	 [1].	 Generally,	 process	 planning	 involves	 two	 activities:	 operation	 determining	
and	operation	sequencing.	In	CAPP	systems,	these	two	activities	must	be	executed	simultaneous‐
ly	to	achieve	a	good	solution.	Thus	far,	some	effort	has	been	made	to	address	this	problem,	for	
instance,	by	designing	a	more	 feasible	mathematical	model	or	developing	a	more	efficient	 ap‐
proach.	The	application	of	some	artificial	 intelligence	approaches	 in	 the	PP	problem	has	espe‐
cially	promoted	the	development	of	CAPP	technology.	These	approaches	can	be	categorized	as	
the	 genetic	 algorithm	 (GA)	 [1,	 2],	 simulated	 annealing	 (SA)	 [2,	 3],	 tabu	 search	 (TS)	 [4,	 5],	 ant	
colony	optimization	(ACO)	[6‐8],	particle	swarm	optimization	(PSO)	[9‐13],	honey	bees	mating	
optimization	[14],	and	hybrid	approaches	[2,	15].	
In	1995,	Kennedy	and	Eberhart	proposed	the	PSO	algorithm	[16].	The	PSO	is	a	new	swarm	op‐

timization	approach	that	can	optimize	engineering	problems	in	aspects	such	as	turning	process	
modelling	[17],	assembly	sequence	planning	[18],	and	process	parameter	optimization	(TSP)	[19].	
The	search	for	applications	of	PSO	in	the	PP	problem	was	first	introduced	by	Guo	et	al.	[9].	The	

process	plan	particle	 encoded/decoded	 strategy	 and	 some	modified	operators	were	designed.	
Kafashi	et	al.	[10]	optimized	the	setup	planning	using	cost	indices	based	on	constraints	such	as	
the	 TAD	 (tool	 approach	 direction),	 the	 tolerance	 relation	 between	 features,	 and	 the	 feature	
precedence	 relations.	Wang	 et	 al.	 [11]	 proposed	 an	 innovative	 process	 plan	 representation	 in	
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which	operation	selection	and	operation	sequencing	were	introduced	simultaneously	in	a	parti‐
cle.	Two	local	search	operators	are	incorporated	into	the	traditional	PSO	to	achieve	the	optimal	
solution.	Li	et	al.	[12]	modified	the	traditional	PSO	for	the	process	planning	problem.	Miljković	et	
al.	[13]	adopted	the	AND/OR	network	representation	to	describe	the	flexibility	of	the	machine,	
tool,	TAD,	process	and	sequence	and	a	performed	multi‐objective	optimization	procedure	for	the	
minimization	of	the	production	time	and	production	cost	using	a	modified	PSO	algorithm	on	this	
representation.	
Zhang	et	al.	[1]	proposed	a	GA	for	a	novel	CAPP	model.	Li	et	al.	[2]	incorporated	an	SA	into	a	

GA	to	improve	its	searching	efficiency.	Ma	et	al.	[3]	modeled	the	PP	problem	as	a	combinational	
optimization	problem	with	constraints.	An	entire	solution	space	 is	 constructed	 in	 reference	 to	
precedence	constraints	among	operations.	An	SA	algorithm	is	then	proposed	to	address	the	PP	
problem.	Li	et	al.	[4]	applied	a	TS‐based	approach	to	address	the	PP	problem.	In	this	approach,	a	
mapping	 relationship	 is	 established	 between	 process	 constraints	 among	 features	 and	 prece‐
dence	 constraints	 among	operations.	 Lian	et	 al.	 [5]	proposed	a	multi‐dimensional	 tabu	 search	
(MDTS)	 approach	 to	 address	 the	 PP	 problem.	 Some	 local	 search	 strategies	 for	 different	 parts	
have	been	integrated	into	this	TS	approach.	Liu	et	al.	[6]	constructed	a	mathematical	model	for	
the	 PP	 problem	 by	 considering	 the	 process	 constraints	 and	 optimization	 objectives.	 The	 ACO	
approach	has	been	developed	 to	 optimize	 the	PP	problem	based	on	 this	mathematical	model.	
Wang	et	al.	[7]	represented	the	PP	problem	by	an	improved	directed/undirected	graph.	A	two‐
stage	 approach	 based	 on	 ACO	 was	 developed	 to	 optimize	 the	 process	 plans	 on	 the	 di‐
rected/undirected	graph.	Wen	et	al.	[14]	proposed	a	new	method	based	on	the	honey	bees	mat‐
ing	optimization	(HBMO)	approach	to	optimize	the	PP	problem.	The	solution	encoding,	crosso‐
ver	operator,	and	local	search	strategies	were	developed	according	to	the	characteristics	of	the	
PP	problem.	Huang	et	al.	[15]	designed	a	hybrid	algorithm	combining	a	graph	and	the	GA	to	op‐
timize	process	plans.	The	precedence	constraints	are	mapped	to	an	operation	precedence	graph	
on	which	an	improved	GA	was	applied	to	solve	the	PP	problem.	

Although	 there	have	been	 some	 significant	 improvements	 in	 solving	 the	PP	problem,	 there	
still	 remains	 the	potential	 for	 further	 improvement	[20].	Up	 to	now,	some	heuristics	or	evolu‐
tionary	 approaches	 have	 been	 applied	 to	 optimize	 the	 PP	 problem,	 but	 the	major	 difficulty	 is	
that	the	search	space	is	too	large	for	parts	with	complex	features	to	find	optimal	solutions	effi‐
ciently.	To	address	this	problem,	a	traditional	PSO	approach	is	modified	to	solve	the	PP	problem	
in	this	paper.	The	main	work	includes	the	following	two	aspects:		

 The	representation	of	a	process	plan	mapped	to	a	particle	is	modified	to	facilitate	the	dis‐
crete	 PP	 problem.	 A	 new	 particle	 encoding/decoding	 strategy	 is	 adapted	 to	 make	 the	
search	more	efficient.	

 A	diverse	searching	mechanism	has	been	adopted	to	improve	the	performance	of	the	PSO	
approach.	To	avoid	local	convergence,	some	modifications	to	the	traditional	PSO	approach	
have	been	adopted	to	better	explore	the	solution	space.	Several	operators	for	the	different	
parts	of	the	particles	have	been	incorporated	into	the	traditional	PSO.	

Section	2	describes	the	process	planning	model.	Section	3	introduces	the	particle	swarm	op‐
timization	approach.	Section	4	introduces	an	application	of	the	modified	PSO	approach	to	the	PP	
problem.	Section	5	presents	the	simulation	results	of	the	proposed	PSO	algorithm.	Finally,	some	
conclusions	and	outlook	are	given	in	Section	6.	

2. Problem modelling 

2.1 Problem description 

In	the	PP	problem,	two	tasks	have	to	be	performed,	namely,	operation	determining	and	opera‐
tion	sequencing.	For	operation	determining,	the	method	of	mapping	from	features	to	operations	
is	widely	used	in	the	PP	problem.	The	attributes	of	each	feature	determines	the	corresponding	
machining	methods,	which	can	be	expressed	by	the	alternative	operations.	The	combination	of	
machines,	cutting	tools,	and	tool	approach	directions	(TAD)	comprise	all	of	the	different	opera‐
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tion	types	(OPTs)	 for	a	 feature	of	a	part,	which	will	be	selected	to	determine	the	 final	process	
plans	[1,	11].	

For	an	operation,	there	are	a	set	of	OPTs	under	which	the	operation	can	be	executed.	Accord‐
ingly,	an	integrated	process	plan	can	be	represented	as	follows.	
	

ܲܲ ൌ ሼܱ ଵܲ, ܱ ଶܲ, … , ܱ ௜ܲ, … , ܱ ௡ܲሽ	 (1)
	

ܱ ௜ܲ ൌ ሼܱܲ ௜ܶଵ, ܱܲ ௜ܶଶ, … , ܱܲ ௜ܶ௝, … , ܱܲ ௜ܶ௠ሽ	 (2)
	

ܱܲ ௜ܶ௝ ൌ ሼܯ௜௝, ௜ܶ௝, 	௜௝ሽܦܣܶ (3)

ܱ ௜ܲ	is	the	i‐th	operation,	and	ܱܲ ௜ܶ௝	is	the	j‐th	alternative	selection	of	the	operation	OPi.	ܯ௜௝,	

௜ܶ௝	and	ܶܦܣ௜௝	are	the	ID	of	the	selected	machine,	tool	and	TAD	for	operation	ܱܲ ௜ܶ௝,	respectively.	
An	example	part	in	Fig.	1	is	used	to	demonstrate	the	representation	of	a	process	plan	[7].	The	

candidate	operations	are	listed	in	Table	1.	
In	addition	to	operation	determining,	operation	sequencing	is	another	task	in	the	PP	problem.	

The	 operations	 should	 be	 sequenced	 under	 the	 conditions	 of	 satisfying	 the	 precedence	 con‐
straints	among	operations	[4,	6,	12,	15].	The	constraints	of	Part	1	are	shown	in	Table	2.	

According	 to	 the	 precedence	 constraints	 in	Table	 2,	 an	 available	 process	 plan	 for	 Part	 1	 is	
shown	in	Table	3.		
	

	
Fig.	1	An	example	part	–	Part	1	

	

Table	1	Candidate	operations	for	Part	1	

Feathers	 Operations	 Operation	types	 Machines	 Tools	 TADs	 Description	

F1	 Milling	(OP1)	
OPT11,	OPT12 M2	 T1	

+X,
+Z	

M1:	Drilling	press
M2:	Vertical	milling	
								machine	
T1:	Milling	cutter	
T2:	Drill1	
T3:	Tapping	tool	
T4:	Drill2	
T5:	Reamer1	
T6:	Slot	cutter	
T7:	Chamfer	cutter	
T8:	Drill3	
T9:	Reamer2	

F2	
Drilling	(OP2)	 OPT21,	OPT22

M1,	M2	
T2	

−Z	
Tapping	(OP3)	 OPT31,	OPT32 T3	

F3	
Drilling	(OP4)	 OPT41,	OPT42

M1,	M2	
T4	

−X	
Reaming	(OP5)	 OPT51,	OPT52 T5	

F4	 Milling	(OP6)	 OPT61	 M2	 T6	 +Z	

F5	 Milling	(OP7)	 OPT71,	OPT72 M2	 T7	 +Y,	−Z	

F6	 Drilling	(OP8)	 OPT81,	OPT82 M1,	M2	 T8	 +X	

	 Reaming	(OP9)	 OPT91,	OPT92 	 T9	 	 	
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Table	2	Constraints	for	Part	1	[7]	
Operations	 Precedence	constraint	description Constraint	types	

OP1	
OP1	is	prior	to	OP2	and	OP3.	 Hard	

OP1	is	prior	to	OP4	and	OP5.	 Soft	

OP2	 OP2	is	prior	to	OP3.	 Hard	

OP4	 OP4	is	prior	to	OP5.	 Hard	

OP4,	OP5	 OP4	and	OP5	are	prior	to	OP6.	 Hard	

OP6	 OP6	is	prior	to	OP2	and	OP3.	 Hard	

OP8	 OP8	is	prior	to	OP9.	 Hard	

OP8,	OP9	 OP8	and	OP9	are	prior	to	OP7.	 Hard	

	
Table	3	Available	process	plan	for	Part	1	

Operation	 Machine Tool TAD	
OP1	 M2 T1 +X	
OP8	 M1 T8 +X	
OP9	 M1 T9 +X	
OP4	 M1 T4 −X	
OP5	 M1 T5 −X	
OP6	 M2 T6 +Z	
OP7	 M2 T7 −Z	
OP2	 M1 T2 −Z	
OP3	 M1 T3 −Z	

2.2 Mathematical model 

The	criterion	of	minimizing	production	costs	(CP)	is	usually	used	to	evaluate	the	process	plan.	
The	 CP	 includes	 the	machine	 cost	 (CM),	 cutting	 tool	 cost	 (CT),	machine‐changing	 cost	 (CMC),	
cutting	tool	changing	cost	(CTC),	and	set‐up	cost	(CSC)	[2,	3,	6,	8,	11,	14,	15].	

The	machine	cost	is		

ܯܥ ൌ ሼܿ݉ଵ, ܿ݉ଶ,… , ܿ݉௜, … , ܿ݉ேಾሽ	 (4)

where	ܰெ	is	the	number	of	machines.	
The	cutting	tool	cost	is		

ܶܥ ൌ ሼܿݐଵ, ,ଶݐܿ … , ,௜ݐܿ … , 	ே೅ሽݐܿ (5)

where	்ܰ	is	the	number	of	cutting	tools.	
As	shown	in	Eq.	2	and	Eq.	3,	an	operation	is	selected	from	several	alternative	OPTs.	The	ma‐

chine	cost	for	an	operation	varies	according	to	the	alternative	OPTs,	so	the	machine	cost	ܯܥ௜௝	for	
an	OPT	ܱܲ ௜ܶ௝	can	be	given	as	

௜௝ܯܥ ൌ ܿ݉ெ೔ೕ
	 (6)

where	ܯ௝	is	explained	in	Eq.	3.	
The	cutting	tool	cost	ܶܥ௜௝	for	an	OPT	ܱܲ ௜ܶ௝	can	be	given	as		

ܥ ௜ܶ௝ ൌ 	೔ೕ்ݐܿ (7)

where	 ௜ܶ௝	is	explained	in	Eq.	3.	
The	machine	changing	cost	ܥܯܥ௜௝௜ᇲ௝ᇲ 	between	OPT	ܱܲ ௜ܶ௝	and	OPT	ܱܲܶ௜ᇲ௝ᇲ	can	be	given	as		

௜௝௜ᇲ௝ᇲܥܯܥ ൌ Φ൫ܯ௜௝,ܯ௜ᇲ௝ᇲ൯ ൈ 	௖௠ܥ (8)
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where	ܥ௖௠	is	the	cost	of	machine	changing,	which	is	considered	to	be	the	same	for	each	machine	
change.	Φሺܺ, ܻሻ	can	be	calculated	as	follows:	

Φሺܺ, ܻሻ ൌ ቄ1 ܺ ് ܻ
0 ܺ ൌ ܻ

	 (9)

The	cutting	tool	changing	cost	ܥܶܥ௜௝௜ᇱ௝ᇱ	between	OPT	ܱܲ ௜ܶ௝	and	OPT	ܱܲܶ௜ᇲ௝ᇲ	can	be	given	as	

௜௝௜ᇱ௝ᇱܥܶܥ ൌ Ω ቀΦ൫ܯ௜௝,ܯ௜ᇱ௝ᇱ൯, Φ൫ ௜ܶ௝, ௜ܶᇱ௝ᇱ൯ቁ ൈ 	௖௧ܥ (10)

where	ܥ௖௧	is	the	cutting	tool	changing	cost,	which	is	considered	to	be	the	same	for	each	cutting	
tool	change.	Ωሺܺ, ܻሻ	can	be	calculated	as	follows.	

Ωሺܺ, ܻሻ ൌ ቄ0 ܺ ൌ ܻ ൌ 0
1 ݁ݏ݅ݓݎ݄݁ݐ݋

 (11)

The	set‐up	cost	ܥ ௜ܵ௝௜ᇱ௝ᇱbetween	OPT	ܱܲ ௜ܶ௝	and	OPT	ܱܲܶ௜ᇲ௝ᇲ	can	be	given	as		

ܥ ௜ܵ௝௜ᇱ௝ᇱ ൌ Ω ቀΦ൫ܯ௜௝,ܯ௜ᇱ௝ᇱ൯, Φ൫ܶܦܣ௜௝, ௜ᇱ௝ᇱ൯ቁܦܣܶ ൈ ௖௦ (12)ܥ

where	ܶܦܣ௜௝	is	explained	in	Eq.	3,	and	ܥ௖௦	is	the	cost	for	a	set‐up,	which	is	considered	to	be	the	
same	for	each	set‐up.	

The	definitions	of	machine	changing,	tool	changing,	and	set‐up	changing	have	been	explained	
in	reference	[2].	Based	on	the	above	analysis,	the	mathematical	model	of	the	PP	problem	is	for‐
mulated	as	follows	[6]:	
	

Objectives:	

(i)	A	combination	of	CM,	CT,	CMC,	CTC,	and	CS	will	be	considered	as	CP,	and	minimizing	CP	is	the	
objective	of	PP.	

Min		ܲܥ ൌ෍෍ݑ௜௝.൫ఠభ.஼ெ೔ೕାఠమ.஼்೔ೕ൯ ൅

௠

௝ୀଵ

௡

௜ୀଵ

෍෍෍෍ ′௜௝௜′௝ߥ

௠

௝ ′ୀଵ
௝′ஷ௝′

௡

௜ ′ୀଵ
௜ ′ஷ௜

௠

௝ୀଵ

௡

௜ୀଵ

. ൫߱ଷ. ′௜௝௜′௝ܥܯܥ ൅ ߱ସ. ܥ ௜ܵ௝௜′௝′ ൅ ߱ହ. ௜௝௜′௝′൯ܥܶܥ ൅ ௦௖ (13)ܥ

Subject	to:	

(ii)	n	operations	have	to	be	selected	while	machining	a	part.	

෍෍ݑ௜௝

௠

௝ୀଵ

௡

௜ୀଵ

ൌ ݊ (14)

(iii)	For	an	operation,	one	and	only	one	OPT	can	be	selected	from	its	m	alternative	OPTs.	

෍ݑ௜௝

௠

௝ୀଵ

ൌ 1 ሺ݅ ൌ 1, 2, … , ݊ሻ (15)

(iv)	For	a	process	plan	consisting	of	n	operations,	the	numbers	of	operation	changes	is	n	–	1,	and	
the	changes	of	combinations	of	machines,	cutting	tools,	and	set‐ups	are	accompanied	by	opera‐
tion	changes.	

෍෍෍෍ߥ௜௝௜′௝′

௠

௝ ′ୀଵ
௝′ஷ௝′

௡

௜ ′ୀଵ
௜ ′ஷ௜

௠

௝ୀଵ

௡

௜ୀଵ

ൌ ݊ െ 1 (16)

(v)	For	each	OPT,	only	one	adjacent	operation	is	lined	up	before	it.	

෍෍ߥ௜௝௜′௝′

௠

௝ୀଵ

௡

௜ୀଵ

൑ 1 (17)
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(vi)	For	each	OPT,	only	one	adjacent	operation	is	lined	up	after	it.	

෍෍ߥ௜௝௜′௝′

௠

௝′ୀଵ

௡

௜′ୀଵ

൑ 1 (18)

(vii)	ݑ௜௝	is	an	integer	enumeration	variable.	

௜௝ݑ ൌ ൜
	1			if	OPT௜௝ is selected for operation ܱ ௜ܲ

0												 otherwise
 (19)

(viii)	ߥ௜௝௜′௝′	is	an	integer	enumeration	variable.	

′௜௝௜′௝ߥ ൌ ൜
	1			if	OPT௜′௝′is selected after OPT௜௝ is executed
0															 otherwise

 (20)

Eq.	13	means	 that	 the	objective	 function	of	 the	PP	 is	 to	minimize	 the	 total	production	cost.	
The	constraints	are	in	Eq.	14	to	Eq.	20.	Constraints	in	Eq.	14	and	Eq.	15	ensure	that	all	the	opera‐
tions	are	 carried	out.	The	 constraint	 in	Eq.	 16	 ensures	 that	n	−	1	 changing	 costs	of	machines,	
cutting	tools,	and	set‐ups	are	added	into	the	PC	among	n	operations.	Constraints	in	Eq.	17	and	
Eq.	18	ensure	that	every	operation	except	the	first	and	the	last	have	only	one	adjacent	operation	
on	each	side.	

3. Introduction of the particle swarm optimization approach 

PSO	 is	 a	 swarm	 optimization	 approach	 [16].	 Every	 particle	 in	 the	 population	 represents
an	N‐dimensional	 solution	 that	 constructs	 a	 search	 space	 for	 every	 particle.	 The	 particles	 fly	
freely	to	search	for	the	optimal	position	at	a	given	velocity.	Hence,	for	the	particle	i,	the	vectors	

௜ܺ
௧	 and	 ௜ܸ

௧	 at	 the	 t‐th	 iteration	 can	 be	 denoted	 as	 ௜ܺ
௧ ൌ ൛ ௜ܺଵ

௧ , ௜ܺଶ
௧ , … , ௜ܺ௞

௧ , … , ௜ܺே
௧ ൟ	 and	 ௜ܸ

௧ ൌ
൛ ௜ܸଵ

௧ , ௜ܸଶ
௧ , … , ௜ܸ௞

௧ , … , ௜ܸே
௧ ൟ,	respectively.	With	the	emergence	of	the	optimal	position	at	iteration	t	+	

1,	the	vectors	 ௜ܺ
௧	and	 ௜ܸ

௧	can	be	updated	as	follows:	

௜ܸ௞
௧ାଵ ൌ ݓ ∗ ௜ܸ௞

௧ ൅ ܿଵ ∗ ܴܽ݊݀ሺ ሻ ∗ ൫ ௜ܲ௞
௧ െ ௜ܺ௞

௧ ൯ ൅ ܿଶ ∗ ܴܽ݊݀ሺ ሻ ∗ ൫ ௚ܲ௞
௧ െ ௜ܺ௞

௧ ൯ (21)
	

௜ܺ௞
௧ାଵ ൌ ௜ܺ௞

௧ ൅ ௜ܸ௞
௧ାଵ (22)

In	Eq.	21	and	Eq.	22,	 ௜ܸ௞
௧ାଵ

	is	the	velocity	on	dimension	k,	and	 ௜ܺ௞
௧ାଵ	is	the	position	on	dimension	

k.	 ௜ܲ௞
௧ 	is	the	local	optimal	position	on	dimension	k,	and	 ௚ܲ௞

௧ 	is	the	global	optimal	position	on	di‐
mension	k.	The	weight	w	is	used	to	control	the	iteration.	The	constants	c1	and	c2	control	the	bal‐
ance	between	a	local	optimal	position	and	the	global	optimal	position.	Rand	()	is	limited	in	[0,	1].	
The	traditional	PSO	approach	is	carried	out	in	four	steps:	

Step	1:	Population	initialization.	
Step	2:	Update	the	vectors	 ௜ܺ

௧	and	 ௜ܸ
௧	according	to	Eq.	21	and	Eq.	22.	

Step	3:	Update	 ௜ܲ௞
௧ 	and	 ௚ܲ௞

௧ 	according	to	the	performance	of	the	population	
Step	4:	Loop	to	Step	2	until	a	termination	condition	is	met.	

4. The proposed PSO approach 

4.1 Solution representation 

It	is	necessary	to	modify	the	traditional	PSO	for	the	PP	problem	to	include,	for	example,	particle	
representation	 and	 the	 particle	 movement	 strategy.	 In	 applying	 the	 PSO	 approach	 to	 the	 PP	
problem,	 three	 tasks	 have	 to	 be	 performed,	 namely,	 particle	 encoding,	 particle	 validation	 and	
particle	decoding.	The	first	task	is	to	encode	a	process	plan	to	an	appropriate	particle.	Because	
operation	determining	and	operation	sequencing	have	to	be	performed	simultaneously	 in	pro‐
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cess	planning,	the	particle	structure	should	be	considered	to	comprise	the	information	of	deter‐
mining	and	sequencing	operations.	The	details	of	a	particle	are	listed	in	Table	4.	

According	to	the	definition	of	a	particle,	we	modified	a	particle	i	of	a	2	×	n	matrix	to	represent	
a	process	plan	at	iteration	t	[11],	i.e.	

௜ܺ
௧ ൌ ቈ

௜ଵଵݔ
௧ , ௜ଵଶݔ

௧ , … , ௜ଵ௡ݔ
௧

௜ଶଵݔ
௧ , ௜ଶଶݔ

௧ , … , ௜ଶ௡ݔ
௧ ቉ (23)

The	first	row	ݔ௜ଵ௡
௧ 	is	the	Operation	Determining	(OD)	part	and	represents	the	operation	selec‐

tion	for	each	feature.	The	second	row	ݔ௜ଶ௡
௧ 	is	the	Operation	Sequencing	(OS)	part	and	represents	

the	priority	among	operations.	ݔ௜ଶ௡
௧ 	is	initialized	randomly	in	the	range	of	0	and	1	according	to	

the	priority	among	operations,	and	ݔ௜ଵ௡
௧ 	can	be	calculated	by	Eq.	24.	

௜ܺଵ௡
௧ ൌ ሺܽଶ ∗ ݉_ݔ݅ ൅ ܽ ∗ ܿ_ݔ݅ ൅ ሻ/ܽଷ (24)ݐ_ݔ݅

In	Eq.	24,	ix_m,	ix_c,	and	ix_t	are	generated	randomly	from	the	candidate	machine	set,	cutting	
tool	set,	and	TAD	set	for	executing	the	operation.	a	can	be	given	by	the	equation	

ܽ ൌ ,்ܰ,ሺܰெݔܽܯ ௌܰሻ ൅ 1 (25)

where	NS	is	the	number	of	TADs.	
To	illustrate	the	particle	encoding,	the	process	plan	in	Table	3	is	taken	as	an	example	and	the	

corresponding	encoding	of	ݔ௜ଵ௡
௧ 	is	shown	in	Fig.	2.	For	instance,	the	values	of	ix_m,	ix_c,	and	ix_t	

are	set	to	1	if	the	OPTs	of	M2,	T1	and	+X,	respectively,	are	selected	to	process	operation	OP1.	If	
the	OPTs	of	M2,	T1	and	+Z	are	selected	to	process	operation	OP1,	the	values	of	ix_m,	ix_c,	and	ix_t	
will	be	1,	1,	and	3,	respectively.	

For	the	process	plan	in	Table	3,	a	feasible	particle	is	listed	in	Table	5.	In	Table	5,	the	first	row	
means	the	operations.	The	second	row	represents	the	calculated	value	of	its	assigned	OPT,	and	
the	third	row	represents	 the	priority	among	the	operations.	The	second	task	 is	 to	validate	 the	
particles	to	accord	with	the	precedence	constraints.	A	particle	represents	a	process	plan.	Never‐
theless,	process	plans	generated	by	particles	 flying	 freely	 in	 solution	 space	are	usually	 invalid	
against	the	precedence	constraints.	To	validate	each	particle,	an	n	×	n	constraint	matrix	P	is	pro‐
posed	to	incorporate	the	precedence	constraints	among	the	operations	into	the	particles.	

Table	4	Detail	of	a	particle	

Data	type	 Variable	 Description	
Integer	 ix_o	 Id	of	an	operation,	which	corresponds	to	the	index	of	the	operation	set.	
Integer	 ix_m	 Id	of	a	machine,	which	corresponds	to	the	index	of	the	machine	set.	
Integer	 ix_c	 Id	of	a	cutting	tool,	which	corresponds	to	the	index	of	the	cutting	tool	set.	
Integer	 ix_t	 Id	of	a	TAD,	which	corresponds	to	the	index	of	the	TAD	set.	

	
	

	
Fig.	2	Encoding	of	ݔ௜ଵ௡

௧
	for	the	process	plan	in	Table	3	
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Table	5	A	feasible	particle	for	the	process	plan	in	Table	3	

Operation	 OP1	 OP2	 OP3	 OP4	 OP5	 OP6	 OP7	 OP8	 OP9	

௜ଵ௡ݔ
௧ 	 0.111	 0.126	 0.136	 0.144	 0.154	 0.164	 0.176	 0.181	 0.191	

௜ଶ௡ݔ
௧ 	 1	 0.50	 0.40	 0.85	 0.75	 0.70	 0.60	 0.95	 0.90	

	
The	second	task	is	to	validate	the	particles	to	accord	with	the	precedence	constraints.	A	parti‐

cle	represents	a	process	plan.	Nevertheless,	process	plans	generated	by	particles	flying	freely	in	
solution	space	are	usually	invalid	against	the	precedence	constraints.	To	validate	each	particle,	
an	n	×	n	constraint	matrix	P	 is	proposed	to	 incorporate	the	precedence	constraints	among	the	
operations	into	the	particles.	

ܲ ൌ ൫݌௜௝൯݊ ൈ ݊ (26)
	

௜ܲ௝ ൌ ൜
	1		ܱ ௜ܲ is prior to ܱ ௝ܲ or ݅ ൌ ݆
0		 otherwise

	 (27)

	
The	precedence	constraint	matrix	for	the	precedence	constraints	in	Table	2	is	shown	as	follows:	

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
1	 0 0 0 0 0 0 0 0
1	 1 0 0 0 1 0 0 0
1		1		1		0		0		1		0		0		0
1		0		0		1		0		0		0		0		0
1		0		0		1		1		0		0		0		0
0		0		0		1		1		1		0		0		0
0	 0 0 0 0 0 1 1 1
0	 0 0 0 0 0 0 1 0
0	 0 0 0 0 0 0 1 ے1

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

 (28)

	
The	third	task	is	to	decode	a	particle	into	a	solution.	According	to	the	input	of	encoded	posi‐

tion	matrix,	a	particle	can	be	decoded	to	obtain	a	process	plan.	The	particle	decoding	 includes	
the	following	two	steps.		

First,	determine	the	machine,	cutting	tool	and	TAD	according	to	the	value	ݔ௜ଵ௡
௧ .	The	decoding	

approach	for	ݔ௜ଵ௡
௧ 	is		

௜௡ݕ ൌ ௜ଵ௡ݔ
௧ ∗ ܽଷ (29)

	

௜௡݉_ݔ݅ ൌ (30) ۂ௜௡/ܽଶݕہ
	

௜௡ܿ_ݔ݅ ൌ ௜௡ݕሺہ െ ௜௡݉_ݔ݅ ∗ ܽଶሻ/ܽ(31) ۂ
	

௜௡ݐ_ݔ݅ ൌ ௜௡ݕ െ ௜௡݉_ݔ݅ ∗ ܽଶ െ ௜௡ܿ_ݔ݅ ∗ ܽ (32)

where	ݕ௜௡	is	an	integer.	
Second,	sequence	these	determined	operations	according	to	the	precedence	value	ݔ௜ଶ௡

௧ .	If	the	
sequence	of	operations	violates	the	precedence	constraints,	the	operations	should	be	sequenced	
again	according	to	the	precedence	value	ݔ௜ଶ௡

௧ 	with	the	help	of	the	precedence	matrix	Pm.	

௜ଶ௡ݔ
௧ ൌ ௜ଶ௡ݔ

௧ ൈ ௠ܲ (33)

Similarly,	for	particle	i,	a	velocity	matrix	at	iteration	t	can	be	represented	as		

௜ܸ
௧ ൌ ௜ଵݒൣ

௧ , ௜ଶݒ
௧ , … , ௜௞ݒ

௧ , … , ௜௡ݒ
௧ ൧ (34)

where	ݒ௜௡
௧ 	is	initialized	randomly	in	the	range	of	–1	to	1.	
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4.2 Population initialization 

The	particle	swarm	is	initialized	in	three	steps:	

(i)	 Set	the	population	size	Pmax	and	the	maximum	iteration	number	Nmax.	
(ii)	 Initialize	each	particle.	The	initial	position	and	velocity	of	each	of	the	particles	in	the	popu‐

lation	are	generated.	
(iii)	Decode	every	particle	to	the	process	plan	according	to	Eq.	29	to	Eq.	33,	and	then	calculate	

CP.	Get	the	local	optimal	position	 ௜ܲ
଴	and	the	global	optimal	position	 ௚ܲ଴.	

4.3 Iteration and control 

For	every	selected	particle,	the	position	and	velocity	can	be	updated	according	to	Eq.	21	and	Eq.	
22.	To	ensure	the	process	plan	validity,	decoding	every	newly	generated	particle	to	the	process	
plan	is	necessary.	If	the	new	process	plans	violate	the	precedence	constraints,	the	corresponding	
particles	will	be	normalized	by	using	the	constraint	matrix	P.	For	each	valid	particle,	 the	CP	of	
the	 corresponding	process	plan	will	 be	 calculated.	 If	 a	 lower	CP	 is	 achieved,	 the	 local	 optimal	
position	 ௟ܲ 	and	the	global	optimal	position	 ௚ܲ	will	be	updated.	

When	the	traditional	PSO	is	applied	in	the	PP	problem,	a	quick	local	convergence	at	an	early	
stage	of	the	PSO	usually	has	to	be	faced.	The	quick	local	convergence	will	make	further	explora‐
tion	difficult	 and	 can	generate	 an	undesirable	 solution.	To	 solve	 this	problem,	 some	modifica‐
tions	are	suggested	to	enhance	the	performance	of	the	traditional	PSO	algorithm	[9,	10,	13].	Four	
operators	are	incorporated	into	the	traditional	PSO	approach.	Because	the	position	of	a	particle	
is	expressed	as	a	2	×	n	matrix,	in	which	the	first	row	is	the	OD	part	and	the	second	row	is	the	OS	
part,	the	operators	for	the	different	rows	vary	independently.		
For	the	OD	part,	two	types	of	mutation	operator	are	designed	to	generate	a	new	solution.	

Mutation	operator	1	

One	particle	in	the	swarm	is	chosen	for	a	mutation	operation	with	a	predefined	probability	(pms).	
First,	for	the	OD	part	of	this	particle,	one	position	point	L	 is	randomly	selected.	Second,	decode	
the	particle	to	a	process	plan,	and	obtain	the	machine,	cutting	tool,	and	TAD	(M,	T,	TAD)	of	the	
Lth	operation	in	this	process	plan.	Third,	from	the	machine	set,	cutting	tool	set,	and	TAD	set	of	
the	Lth	 operation,	 an	 alternative	 selection	 of	machine,	 cutting	 tool,	 and	TAD	 is	 determined	 to	
replace	the	current	machine,	cutting	tool,	and	TAD.	

Mutation	operator	2	

One	particle	 is	chosen	for	a	mutation	operation	with	a	predefined	probability	(pss).	For	the	OD	
part	of	 this	particle,	 two	adjacent	position	points	L1	and	L2	are	randomly	selected.	Decode	 the	
particle	to	a	process	plan,	and	obtain	the	machines,	cutting	tools,	and	TADs	(Ms,	Ts,	TADs)	of	the	
L1‐th	and	L2‐th	operations	in	this	process	plan.	If	ܯ௅మ ൌ 	let	௅భ,ܯ ௅ܶభ ൌ ௅ܶమ	or	ܶܦܣ௅భ ൌ 	or	௅మ,ܦܣܶ
otherwise	the	position	points	L1,	L2	will	be	reselected.	
With	respect	to	the	OS	part,	two	operators	are	employed,	crossover	and	shift.	

Crossover	operator	

Two	particles,	A	and	B,	are	selected	to	execute	a	crossover	operation	with	a	predefined	probabil‐
ity	(pcq).	For	the	OS	part	of	those	two	particles,	one	position	point	L	is	randomly	determined.	The	
OS	part	is	divided	into	two	parts.	Subsequently,	the	value	of	the	front	part	of	OSA	is	taken	out	and	
inserted	before	the	cutting	point	of	OSB,	and	the	value	of	the	left	part	of	OSB	is	taken	out	and	in‐
serted	before	the	cutting	point	of	OSA.	

Shift	operator	

One	particle	is	chosen	for	a	shift	operation	with	a	predefined	probability	(psq).	For	the	OS	part	of	
this	particle,	 two	position	points	L1,	L2	 are	 randomly	 selected,	 and	 their	 values	ݔ௜ଵ௅భ

௧ ,	 ௜ଵ௅మݔ
௧ 	 ex‐

changed.	
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4.4 Termination 

If	the	max	number	of	iterations	Nmax	is	reached,	the	iteration	will	be	terminated.	Decode	the	ob‐
tained	particle	position	 ௚ܲ௧	to	achieve	the	final	process	plan.	
The	flowchart	is	described	in	Fig.	3.	
	

	

Fig.	3	Flowchart	of	the	modified	PSO	approach	

5. Experiments and results 

Two	characteristic	parts	are	used	for	the	simulation	experiments.	The	first	part	is	shown	in	Fig.	
4	[1]	(Part	2),	and	the	second	part	 is	shown	in	Fig.	5	[2]	(Part	3).	The	detailed	 information	on	
Part	2	and	Part	3	is	introduced	in	the	research	of	Li	et	al.	[4].	All	of	the	simulation	experiments	
will	be	performed	on	a	PC	with	2.8	GHz	and	the	Windows	7	operating	system.	
	

Iterate 
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Each particle i

Starting

Initialize every particle i, decode particle i 

and calculate CPi. Initialize Pl, Pg, 

Select particles to do cross and shift operations for 

OQ part with probabilities of pcq and psq

If TPC of Pl<TPC of Pg?



A simulation approach to the process planning problem using a modified particle swarm optimization
 

Advances in Production Engineering & Management 11(2) 2016  87
 

	

Fig.	4	An	example	part	–	Part	2	

	

	

Fig.	5	An	example	part	–	Part	3	

	

5.1 Simulation experiments 

While	applying	PSO	to	solve	 the	process	planning	problem,	 the	key	parameters	have	to	be	de‐
termined	to	facilitate	the	performance	of	the	modified	PSO.	Accordingly,	many	preliminary	simu‐
lation	experiments	have	to	be	carried	out	to	determine	those	parameters.	The	process	planning	
problem	for	Part	2	 is	used	to	 illustrate	how	the	key	parameters	are	determined.	 It	 is	assumed	
that	߱ଵ	to	߱ହ	in	Eq.	13	are	set	as	1.	

The	key	parameters	may	be	analysed	from	two	aspects,	namely,	the	swarm	characteristic	pa‐
rameters	of	PSO	(Pmax,	Nmax,	w,	c1,	c2)	and	the	problem	data	(pms,	pss,	pcq,	psq).	The	swarm	size	Pmax	
and	iteration	number	Nmax	will	be	increased	with	the	increased	complexity	of	the	part.	For	Part	
2,	after	many	trials,	Pmax	and	Nmax	are	fixed	at	2000	and	300,	respectively.		

The	constants	c1	and	c2	are	used	to	balance	the	velocity	tendency	to	the	local	optimal	position	
௟ܲ 	and	the	global	optimal	position	 ௚ܲ.	If	c1	and	c2	are	too	large,	the	search	space	of	the	particles	
will	be	expanded,	which	may	even	lead	to	no	convergence	of	the	PSO.	If	c1	and	c2	are	too	small,	
slow	convergence	may	cause	the	computation	time	to	be	very	long.	In	the	case	of	problems	with	
Pmax	=	2000,	Nmax	=	300,	w	=	0.75,	pms	=	0.6,	pss	=	0.6,	pcq	=	0.2,	psq	=	0.2,	50	trials	were	separately	
conducted	by	varying	the	values	of	c1	=	c2	∈	{1,	1.5,	2}.	The	average	results	are	summarized	 in	
Fig.	6.	
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Fig.	6	CP	of	the	proposed	PSO	with	different	constants	c1and	c2	

	
From	Fig.	6,	when	c1	and	c2	are	both	set	to	be	1,	the	PSO	algorithm	shows	fast	convergence	

and	good	computational	efficiency.	
The	inertia	weight	w	is	set	to	coordinate	the	local	exploration	and	the	global	exploration.	If	w	

is	too	large,	there	may	be	a	quick	local	convergence	at	an	early	stage	of	the	PSO.	If	w	is	too	small,	
the	computation	time	for	each	iteration	will	be	long,	and	the	optimization	rate	will	become	very	
slow.	In	the	case	of	problems	with	Pmax	=	2000,	Nmax	=	300,	c1	=	c2	=	1,	pms	=	0.6,	pss	=	0.6,	pcq	=	0.2,	
psq	=	0.2,	50	trials	were	separately	conducted	by	varying	the	values	of	w	∈	{0.75,	1,	1.25}.	The	
average	results	are	summarized	in	Fig.	7.	

	

	
Fig.	7	CP	of	the	proposed	PSO	with	different	inertia	weights	w	

	
From	Fig.	7,	the	optimal	efficiency	and	stability	are	achieved	under	the	condition	of	w	=	1.	The	

problem	data	 (pms,	pss,	pcq,	psq)	 are	determined	 to	help	 the	approach	escape	 from	 local	 conver‐
gences.	Fifty	trials	are	conducted	in8	group	combinations	of	the	four	parameters	pms,	pss,	pcq,	psq	
to	illustrate	the	selection	of	these	parameters.	The	average	CPs	for	the	50	trials	are	listed	in	Ta‐
ble	6.	It	is	shown	that	the	combination	of	pms	=	0.6,	pss	=	0.6,	pcq	=	0.2	and	psq	=	0.2	can	yield	the	
best	performance.	 In	 conclusion,	 the	performance	of	 the	modified	PSO	 for	Part	2	 is	 good,	 and	
Pmax	=	2000,	Nmax	=300,	w	=	1,	c1	=	c2	=	1,	pms	=	0.6,	pss	=	0.6,	pcq	=	0.2,	psq	=	0.2.	The	best	simulation	
result	and	average	simulation	result	are	shown	in	Table	7	and	Table	8,	respectively.	

Table	6	Determination	of	four	probabilities	of	the	modified	PSO	
	 (Mutation1:	pms,	Mutation2:	pss,	Crossover:	pcq,	Shift:	psq)	

	
(0.6,	0.4,	
0.2,	0.4)	

(0.4,	0.6,	
0.4,	0.2)	

(0.6,	0.6,
0.4,	0.4)	

(0.6, 0.6,
0.2,	0.2)	

(0.4, 0.4,
0.2,	0.2)	

(0.4, 0.4,
0.4,	0.4)	

(0.4,	0.6,	
0.2,	0.4)	

(0.6, 0.4,
0.4,	0.2)	

Mean	 1198.5	 1198.8	 1308.4 1131.8 1136.6 1541.3 1206.1	 1186.7
Maximum	 1263	 1318	 1713 1163 1188 1998 1318	 1263
Minimum	 1143	 1143	 1148 1128 1128 1158 1143	 1143
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Table	7	Best	simulation	result	for	Part	2	
Operation	 Machine	 Tool TAD Result	

6	 2	 2 −Z CM	=	490
CT	=	98	
CTC	=	60	
CS	=	480	
CP=	1128	

1	 2	 1 −Z
7	 2	 1 −Z
9	 2	 1 −Z
12	 2	 1 −Z
5	 2	 5 −Z
3	 2	 5 +Y
4	 2	 5 +Y
8	 2	 5 +X
10	 2	 5 −Y
11	 2	 5 −Y
13	 2	 5 −Y
14	 2	 1 −Y
2	 2	 8 −Y

	
Table	8	Average	simulation	result	of	50	trials	for	Part	2	

Type	 Mean	 Maximum Minimum Standard	deviation
CM	 490	 490 490 0	
CT	 98.2	 103 98 0.98	
CMC	 0	 0 0 0	
CTC	 60.9	 75 60 3.56	
CS	 480	 480 480 0	
CP	 1128.9	 1143.0 1128 3.56	

	
The	 above	 method	 of	 determining	 the	 key	 parameters	 is	 based	 on	 Part	 2.	 The	method	 of	

choosing	parameters	for	Part	3	is	same	as	for	Part	2.	In	the	case	of	problems	with	Pmax	=	2000,	
Nmax	=	500,	w	=	1.25,	c1	=	c2	=	1,	pms	=	0.6,	pss	=	0.6,	pcq	=	0.3,	psq	=	0.3,	50	trials	were	separately	con‐
ducted.	The	best	process	plans	are	listed	in	Table	9,	and	the	average	results	are	listed	in	Table	10.	

	
	

Table	9	Best	simulation	result	for	Part	3	
Operation	 Machine	 Tool TAD Result	

1	 2	 6 +Z CM	=	770
CT	=	235	
CMC	=	320	
CTC	=	200	
CS	=	1000	
CP	=	2525	

3	 2	 6 +X
5	 2	 6 +X
6	 2	 6 −Z
2	 2	 6 −Z
18	 2	 6 −Z
11	 2	 7 −Z
12	 2	 2 −Z
13	 2	 9 −Z
17	 2	 7 −X
7	 2	 7 −a
8	 2	 2 −a
9	 2	 9 −a
19	 2	 9 +Z
14	 4	 10 −Z
20	 4	 10 +Z
10	 4	 10 −a
4	 1	 2 −Z
15	 1	 1 −Z
16	 1	 5 −Z

	
Table	10	Average	simulation	result	of	50	trials	for	Part	3	

Type	 Mean	 Maximum Minimum Standard	deviation
CM	 770	 770 770 0	
CT	 240	 267 235 10.13	
CMC	 320	 320 320 0	
CTC	 197.2	 180 200 6.94	
CS	 1000	 1000 1000 0	
CP	 2527.2	 2535.0 2525.0 3.28	
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5.2 Extensive comparative experiments 

The	 following	 three	 conditions	 are	used	 to	 verify	 the	modified	PSO	approach	 for	 the	 example	
parts	[2,	4,	6]:	

(a) All	machines	and	cutting	tools	are	available,	and	߱ଵ	to	߱ହ	in	Eq.	13	are	set	as	1.	
(b) All	machines	and	cutting	tools	are	available,	and	߱ଵ	=	߱ହ	=	0,	߱ଵ	=	߱ଷ	=	߱ସ	=	1.	
(c) M2	and	T7	are	down,	߱ଶ	=	߱ହ	=	0,	߱ଵ	=	߱ଷ	=	߱ସ	=	1.	

For	Part	2,	50	trials	were	performed	under	conditions	(a)	and	(b).	A	penalty	cost	is	included	
in	 the	CP	 to	 facilitate	 the	 comparison	with	other	approaches,	which	 is	200	 for	Part	2	 [4,	7].	A	
comparison	with	 the	 results	obtained	using	 the	GA	and	SA	approaches	 [2],	TS	 [4],	 and	HBMO	
[14],	as	well	as	the	two‐stage	ACO	[7],	is	provided	in	Table	11.		

Under	condition	(a),	this	approach	is	same	as	SA,	TS,	HBMO,	and	two‐stage	ACO	and	is	better	
than	GA	using	the	minimum	machine	costs.	Using	the	maximum	machine	costs,	the	CP	(1328.0)	
is	the	same	as	that	of	HBMO,	and	it	is	better	than	the	other	four	approaches.	This	approach	has	
the	best	performance	in	the	mean	machine	cost	(1328).	It	is	obvious	that	the	same	CP	(1328.0)	is	
achieved	50	times	and	is	superior	to	all	of	the	other	approaches.	

Under	condition	(b),	the	performance	of	this	approach	is	the	same	as	those	of	HBMO	and	the	
two‐stage	ACO.	Using	the	minimum	machine	costs,	this	approach	is	better	than	GA,	and	it	is	the	
same	as	the	other	four	approaches.	Using	the	maximum	and	mean	machine	costs,	this	approach	
is	better	than	GA,	SA,	and	TS.	

For	Part	3,	50	trials	were	carried	out	under	conditions	(a),	(b),	and	(c).	A	comparison	of	the	
results	with	those	of	TS	[4],	PSO	[9],	and	HBMO	[14],	as	well	as	the	two‐stage	ACO	[7]	is	provid‐
ed	in	Table	12.	
	

Table	11	Results	compared	to	other	approaches	

Condition	 Proposed	approach	 GA	 SA	 TS	 HBMO	 Two‐stage	ACO	
(a)	 	 	 	 	 	 	
Mean	 1328	 1611.0	 1373.5	 1342.6	 1328	 1329	

Maximum	 1328	 1778	 1518	 1378	 1328	 1348	
Minimum	 1328	 1478	 1328	 1328	 1328	 1328	

(b)	 	 	 	 	 	 	
Mean	 1170	 1482	 1217	 1194	 1170	 1170	

Maximum	 1170	 1650	 1345	 1290	 1170	 1170	
Minimum	 1170	 1410	 1170	 1170	 1170	 1170	

	
Table	12	Results	compared	to	other	approaches	

Condition	
Proposed	
approach	

TS	 PSO	 HBMO	 Two‐stage	ACO	

(a)	 	 	 	 	 	
Mean	 2527.2	 2609.6	 2680.5	 2543.5	 2552.4	

Maximum	 2535	 2690	 ‐	 2557	 2557	
Minimum	 2525	 2527	 2535	 2525	 2525	

(b)	 	 	 	 	 	
Mean	 2093.0	 2208.0	 ‐	 2098.0	 2120.5	

Maximum	 2120	 2390	 ‐	 2120	 2380	
Minimum	 2090	 2120	 ‐	 2090	 2090	

(c)	 	 	 	 	 	
Mean	 2593.2	 2630.0	 ‐	 2592.4	 2600.8	

Maximum	 2600	 2740	 ‐	 2600	 2740	
Minimum	 2590	 2580	 ‐	 2590	 2590	
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Under condition (a), the minimum machine cost is the same as that of HBMO and the two-
stage ACO, and it is better than TS and PSO. Among the 50 trial results, CP (2525) occurs 23 
times, CP (2527) occurs 20 times, and CP (2535) occurs 7 times. Accordingly, this approach is 
superior to all of the other approaches on the mean machine cost. Under condition (b), the min-
imum machine cost (2090) is the same as that of HBMO and the two-stage ACO. CP (2090) oc-
curs 45 times, and CP (2120) occurs 5 times in 50 trials; the mean machine cost is the best 
among all of the approaches. Under condition (c), CP (2590) occurs 34 times, and CP (2600) oc-
curs 16 times in 50 trials. Generally, the performance of this approach is similar to that of HBMO 
under condition (c) and is superior to those of the two-stage ACO and TS. 

6. Conclusions 
A traditional PSO approach is modified to solve the PP problem. Efficient encoding and decoding, 
population initialization, and iteration and control methods have been designed. Meanwhile, to 
avoid local convergence, several new operators for the different parts of the particles have been 
designed and incorporated into the traditional PSO to improve the particles’ movements. Simu-
lation experiments show that the modified PSO algorithm can perform the process plan optimi-
zation competently and consistently and generate better solutions compared with other ap-
proaches. 

In the simulation experiment, a small change in the parameters induces computational result 
saltation. Hence, a deep discussion of selecting the modified PSO approach parameters will be 
conducted. Additionally, integrated process planning and scheduling that considers the better 
performance of manufacturing systems may be a direction for further study [21, 22]. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	paper	gives	an	account	of	the	machined	surface	roughness	investigation	
based	on	the	features	of	a	digital	image	taken	subsequent	to	the	technological	
operation	of	milling	of	aluminium	alloy	Al6060.	The	data	used	for	 investiga‐
tion	were	obtained	by	mixed‐level	factorial	design	with	two	replicates.	Input	
variables	 (factors)	 are	 represented	 by	 the	 face	milling	 basic	 machining	 pa‐
rameters:	 spindle	 speed	 (at	 five	 levels:	 2000;	 3500;	 5000;	 6500;	 8000	
rev/min,	 respectively),	 feed	 per	 tooth	 (at	 six	 levels:	 0.025;	 0.1;	 0.175;	 0.25;	
0.325;	0.4	mm/tooth,	respectively)	and	depth	of	cut	(at	two	levels:	1;	2	mm,	
respectively).	Output	variable	or	response	is	the	most	frequently	used	surface	
roughness	parameter	–	arithmetic	average	of	the	roughness	profile,	Ra.	Digital	
image	 of	 the	machined	 surface	 is	 provided	 for	 every	 test	 sample.	 Based	 on	
experimental	design	and	obtained	results	of	roughness	measuring,	a	base	has	
been	 created	 of	 input	 data	 (features)	 extracted	 from	 digital	 images	 of	 the	
samples'	machined	surfaces.	This	base	was	later	used	for	generating	the	fuzzy	
inference	 system	 for	prediction	of	 the	 surface	 roughness	using	 the	 adaptive	
neuro‐fuzzy	inference	system	(ANFIS).	Assessing	error,	i.e.	comparison	of	the	
assessed	value	Ra	 provided	by	 the	 system	with	 real	Ra	 values,	 is	 expressed	
with	 the	 normalized	 root	 mean	 square	 error	 (NRMSE)	 and	 it	 is	 0.0698	
(6.98	%).	
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1. Introduction  

Surface	roughness	is	an	important	technological	parameter	and	indicator	of	the	machined	sur‐
face	quality.	Requirements	for	lower	values	of	surface	roughness	simultaneously	affect	the	pro‐
longation	of	machining	time	and	increase	of	production	costs.	Surface	roughness	is	conditioned	
by	a	larger	number	of	controlled	and	uncontrolled	process	parameters	(including	cutting	speed,	
depth	of	cut	and	feed	rate,	raw	material	properties,	cutting	conditions,	tool	properties,	tool	ma‐
chine	vibrations,	 tool	wear	etc.).	By	regular	monitoring	the	results	of	a	machining	process	and	
expanding	the	knowledge	base	about	the	monitored	parameters	of	observed	processes,	it	is	pos‐
sible	to	continuously	improve	a	product	characteristic	and	production	results.	

There	is	a	great	number	of	scientific	investigations	aimed	at	prediction	and	control	of	surface	
roughness	[1‐4].	The	models	defined	in	these	investigations	can	be	divided	into	regression	(sta‐
tistic),	analytic	(mathematic)	and	those	based	on	the	application	of	artificial	intelligence	(AI)	[5‐8].	

It	 is	often	the	case	that	the	digital	 image	features	of	the	machined	surfaces	are	used	in	con‐
trolling	or	assessing	the	machined	surface	roughness.	The	image	features	are	used	as	input	vari‐
ables	for	the	assessing	model	[9‐13],	and	they	are	mostly	represented	by	statistic	values	such	as	
arithmetic	mean	and	standard	deviation	[14],	different	kinds	of	standards	such	as	the	Euclidean	
and	the	Hamming	norm	[15],	wave	transformations	such	as	the	Haar	wavelet	transform	[16]	and	
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the	 two‐dimensional	 Fourier	 transform	 [17]	 etc.	 Adaptive	 neuro‐fuzzy	 inference	 system	 (AN‐
FIS),	 artificial	 neural	 networks	 (ANN),	 regression	 analysis	 and	others	 are	 the	methods	mostly	
used	for	assessing.	

Lee	et	al.	[14]	propose	a	method	using	an	adaptive	neuro‐fuzzy	inference	system	(ANFIS)	to	
establish	the	relationship	between	actual	surface	roughness	and	texture	features	of	the	surface	
image.	The	 input	parameters	of	a	 training	model	are	spatial	 frequency,	arithmetic	mean	value,	
and	 standard	deviation	 of	 grey	 levels	 from	 the	 surface	 image.	 In	paper	 [18]	 the	ANFIS	 is	 also	
used	in	assessing	the	surface	roughness	using	cutting	parameters	(cutting	speed,	feed	rate,	and	
depth	of	cut)	and	grey	level	of	the	surface	image.	The	assessing	model	error	is	less	than	4.6	%.	In	
papers	[19]	and	[20]	machine	vision	system	is	also	used	integrated	with	ANFIS.	Paper	[19]	as‐
sesses	Ra,	tool	wear	ratio	and	metal	removal	rate	in	micro‐turning	process.	The	assessing	error	
is	less	than	3.5	%.	Investigation	in	paper	[20]	is	directed	to	assessment	of	surface	roughness	of	
end	milled	parts.	Using	a	two	dimensional	Fourier	transform	(2D	FT)	features	of	image	texture	
are	 extracted,	 such	as	peak	 frequency,	principal	 component	magnitude	 squared	value	and	 the	
average	grey	level.	The	ANFIS	and	the	neural	networks	methods	used	in	assessing	roughness	are	
compared	and	the	assessing	errors	are	very	close	and	less	than	2.5	%.	

In	paper	[21]	the	Euclidean	and	Hamming	distances	of	the	surface	images	are	used	for	sur‐
face	recognition.	Machined	surface	images	with	different	values	of	surface	roughness	were	col‐
lected.	The	base	is	formed	of	referent	images	with	known	values	of	surface	roughness.	The	Eu‐
clidean	and	Hamming	distances	between	the	tested	surface	and	the	referent	surface	image	were	
used	in	the	base	to	predict	the	surface	roughness	of	the	unknown	surface.	Excellent	concluding	
results	were	obtained	and	the	system	is	suitable	for	online	surface	characterization	of	machined	
surfaces.	The	paper	[16]	presents	methodology	based	on	the	extraction	of	texture	features	from	
part	surface	 images	 in	 the	 frequency	domain	using	wavelet	 transform.	One‐level	Haar	wavelet	
transform	 is	 applied	 to	 the	 original	 surface	 images.	 Surface	 evaluation	 was	 accomplished	 by	
means	of	 the	analysis	of	grey	 levels	 in	 the	vertical	detail	 sub‐image	of	 surface	 images.	Experi‐
mental	results	show	that	the	proposed	approach	achieves	error	rates	between	2.59	%	and	4.17	%.	
Paper	[22]	is	also	based	on	the	application	of	the	wavelet	transform.	Authors	apply	vision	sys‐
tem	for	acquiring	digital	 images	of	machined	surfaces,	analyse	the	 image	parameters	and	con‐
nect	them	with	the	roughness	of	the	surface	machined	by	turning.	The	machined	surface	digital	
images	are	described	using	the	one‐dimensional	digital	wavelet	transform.	The	neural	networks	
based	system	is	used	 for	assessing	roughness.	The	testing	phase	error	 is	a	bit	more	than	5	%.	
Papers	 [23,	 24]	 also	 apply	Machine	Vision	and	ANN.	 In	paper	 [23]	 they	are	used	 to	 assess	Ra	
values	using	the	input	obtained	from	the	digital	images	of	inclined	surfaces	which	include	optical	
roughness	parameters	(major	peak	frequency,	principal	component	magnitude	squared,	average	
power	spectrum,	central	power	spectrum	percentage,	ratio	of	major	axis	to	minor	axis).	To	im‐
prove	the	quality	of	 the	 images	shadow	removal	algorithm	is	used.	The	high	value	of	 the	ANN	
model	correlation	coefficient	(87	%)	confirms	its	applicability.	Through	computer	vision	system	
authors	 in	 paper	 [24]	 collect	 features	 of	 image	 texture	 of	machined	 surface	 (major	 peak	 fre‐
quency,	principal	component	magnitude	squared	value	and	the	standard	deviation	of	grey	level	
and	by	the	application	of	abductive	networks	they	assess	surface	roughness	of	turned	parts.	The	
assessment	error	 is	around	15	%.	Authors	 in	papers	[25‐27]	analyse	 interconnection	between	
the	machined	 surface	 texture	 and	 the	machining	 time,	 in	 other	words	 condition	 and	wear	 of	
tools.	Authors	[25]	have	investigated	the	relationship	between	texture	features	of	the	grey‐level	
co‐occurrence	 matrix	 and	 the	 machining	 time	 in	 turning	 operations.	 Results	 of	 investigation	
have	shown	that	the	error	between	the	actual	and	the	calculated	machining	time	ranges	from	‐
4.65	%	to	7.79	%.	Authors	in	paper	[26]	used	machine	vision	technique	to	detect	the	condition	of	
tools	on	the	basis	of	turned	surface	images	using	an	accurate	grey	level	co‐occurrence	matrix.	In	
paper	 [27]	 authors	 investigated	 cutting	 tool	 nose	wear	 area	 and	 surface	 roughness	 of	 turned	
parts	using	machine	vision	system.	They	developed	an	algorithm	that	uses	Wiener	filtering	and	
simple	thresholding	on	backlit	images	in	order	to	reduce	the	impact	of	ambient	factors	(ambient	
lighting)	and	vibrations.	The	developed	system	roughness	assessing	error	was	10	%.	 In	paper	
[28]	authors	 investigated	connection	between	surface	roughness	of	AA	6061	alloy	end	milling	
and	image	texture	features	of	milled	surface.	They	used	grey	 level	co‐occurrence	matrix	to	ex‐
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tract	the	image	texture	features	(contrast,	homogeneity,	correlation	and	energy).	For	establish‐
ing	the	relation	between	surface	roughness	and	image	texture	the	regression	analysis	is	applied.	
The	paper	 [29]	demonstrates	 that	 some	 roughness	parameters	 (Ra,	Rq,	Rv,	Rt	and	Rz)	 can	be	
estimated	using	only	image‐extracted	features	and	models,	without	the	knowledge	of	machining	
parameters.	Authors	observe	three	image	texture	features	of	turned	surface:	gradient	factor	of	
surface,	average	cycle	of	texture	and	average	grey	level.	There	is	a	very	high	correlation	between	
surface	roughness	and	the	given	features	of	digital	image.	Authors	in	[9]	investigated	surface	lay	
in	the	surface	roughness	evaluation	using	machine	vision.	Numerous	parameters	of	digital	image	
are	considered	such	as	grey	level	average,	grey	level	co‐occurrence	matrix	based	image	quantifi‐
cation	parameters	(contrast,	correlation,	energy	or	uniformity,	maximum	probability	and	differ‐
ential	 box	 courting	 based	 fractal	 dimension)	 of	machined	 surface	while	 changing	 the	 angle	 of	
taking	images.	Therefore,	it	can	be	concluded	that	investigations	were	directed	towards	building	
a	 system	 (machine	 vision	 system)	 for	 a	 quicker	 and	 cheaper	 control,	 i.e.	 assessment	 of	 the	
roughness	of	machined	surfaces	 in	real	 time.	The	actual	paper	 investigations	are	an	additional	
contribution	for	assessing	roughness	of	machined	surface	based	on	the	features	of	digital	image	
using	the	adaptive	neuro‐fuzzy	inference	system	(ANFIS).	

2. Experimental and methodology 

2.1 Experimental 

Investigation	is	conducted	on	the	material	of	samples	Al6060	T66	(in	accordance	with	the	Euro‐
pean	norms	EN	AW‐6060	T66	[AlMgSi]).	Chemical	composition	of	the	alloy	Al6060	or	EN	AW‐
6060	according	to	EN	573‐3	is	given	in	Table	1.		

Mass	fraction	of	other	elements	can	be	to	the	maximum	of	0.15	%,	and	individually	0.05	%.	
Mechanical	and	physical	properties	(at	20	°C)	of	alloy	Al6060	or	EN	AW‐6060	according	to	EN	
755‐2	are	given	in	Table	2.		

Dimensions	of	samples	are	100	×	60	×	10	mm.	Samples	(Fig.	1)	are	machined	from	flat	bars	of	
transverse	section	60	×	10	mm.	

For	face	milling	of	100	×	60	mm	surface	vertical	CNC	milling	machine	was	used	produced	by	
HASS	type	VF‐2	and	face	milling	cutter	of	diameter	40	mm	produced	by	Walter	with	four	cutting	
inserts	(holder	mark:	F	4042.B.040.Z04.15	and	inserts	mark:	ADMT160608R‐F56	WKP35S).	The	
machining	was	carried	out	based	on	CNC	programme	that	repeated	 the	same	path	of	 the	 tool.	
The	 following	machining	 parameters	were	 being	 changed:	 spindle	 speed,	 feed	 per	 tooth,	 and	
depth	 of	 cut	 in	 an	 order	 defined	by	 the	 selected	mixed‐level	 factorial	 design.	 For	 clamping	 of	
samples	a	hydraulic	machine	vice	Alfa	NCO‐A	was	used.	

As	 the	applied	 fuzzy	 inference	system	will	have	 three	 inputs,	 the	suggested	 factorial	design	
has	 three	 factors.	 By	 a	 detailed	 analysis,	 considering	 the	 total	 number	 if	 input/output	 experi‐
mental	 data	 for	 the	 training	 phase	 and	 the	 checking	 phase	 of	 inference	 system,	 a	mixed‐level	
factorial	design	was	selected.	Five	spindle	speeds	(2000;	3500;	5000;	6500;	8000	rev/min,	re‐
spectively),	six	feeds	per	tooth	(0.025;	0.1;	0.175;	0.25;	0.325;	0.4	mm/tooth,	respectively)	and	
two	depths	of	cut	(1;	2	mm,	respectively)	are	used,	and	two	replicates	of	a	mixed‐level	factorial	
design	are	run.	

	

Table	1	Chemical	composition	of	Al6060	according	to	EN	573‐3	(wt%)	

Si	 Fe	 Cu	 Mn Mg Cr Zn	 Ti	
0.3‐0.6	 0.1‐0.3	 max	0.1	 max	0.1 0.35‐0.6 max	0.1 max	0.1	 max	0.1

	
	

Table	2	Mechanical	and	physical	properties	(at	20	°C)	of	material	Al6060	according	to	EN	755‐2		

Yield	tensile	strength,	MPa 150 Density,	kg/m3 2700
Ultimate	tensile	strength,	MPa		 195 Melting	point,	°C 585‐650
Elongation	at	break,	%	 8 Electrical	conductivity,	mS/m 28‐34
Hardness,	HB	 65 Thermal	conductivity,	W/mK 200‐220
Modulus	of	elasticity,	GPa 70 Coefficient	of	thermal	expansion,	10‐6/K	 23.4
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	Fig.	1	Preparation	of	samples	
	

All	other	features	specific	for	end	milling:	tool	stepover	between	neighbour	paths,	number	of	
passes,	total	length	of	paths,	are	held‐constant	factors,	the	same	as	the	Maxol	cooling/lubricating	
fluid	produced	by	Forol	d.d.,	tool	(milling	cutter)	and	material	of	the	sample.	

2.2 Methodology 

Adaptive	neuro‐fuzzy	 inference	system	(ANFIS)	method	 for	generating	 fuzzy	 inference	system	
requires	 a	 set	 of	 input/output	 experimental	 data.	 The	 fuzzy	 inference	 system	 (FIS)	 has	 three	
input	variables.	In	generating	FIS	the	ANFIS	method	with	three	membership	functions	per	each	
input	was	used.	Therefore,	27	different	fuzzy	rules	are	used	to	form	the	base	of	fuzzy	rules.	

For	the	FIS	first	row	the	base	of	fuzzy	rules	can	be	written	as:	
	
	 Rule	1:	If	ݔ	is	ܣଵ	and	ݕ	is	ܤଵ	and	ݓ	is	ܥଵ	then	ݖ	is	 ଵ݂ሺݔ, ,ݕ 	ሻݓ
	 Rule	2:	If	ݔ	ݏ݅	ܣଶ	and	ݕ	ݏ݅	ܤଶ	and	ݓ	ݏ݅	ܥଶ	then	ݖ	is	 ଶ݂ሺݔ, ,ݕ 	ሻݓ

…	
	 Rule	27:	If	ݔ	is	ܣଷ	and	ݕ	ݏ݅	ܤଷ	and	ݓ	is	ܥଷ	then	ݖ	is	 ଶ݂଻ሺݔ, ,ݕ 	ሻݓ
	
where	ݔ, ,௝ܣ	,inputs	ANFIS	present	ݓ	and	ݕ 	and	sets,	fuzzy		௝ܥ	and	௝ܤ ௜݂ሺݔ, ,ݕ 	polynomial	the	is	ሻݓ
first	 row	 and	 represents	 the	 output	 of	 the	 first	 row	 of	 Sugeno	 FIS.	 The	 system	 has	 adaptive	
nodes	(the	sets'	parameters	that	are	changeable‐adaptive)	and	fixed	nodes	(the	sets'	parameters	
that	 are	 fixed‐unchangeable).	 By	 arrangement,	 the	 nodes	 outputs	 are	marked	 as	 ܳ௟,௜	 where	 ݈	
represents	the	layer	and	݅	the	number	of	nodes.	

Five	layers	are	usually	used	to	explain	the	ANFIS	architecture.	
Layer	1	contains	adaptive	nodes.	Layer	1	node	functions	are	described	as:		

	

ܳଵ,௜ ൌ ሻݔ஺ೕሺߤ ቐ
݆ ൌ 1 ݎ݋݂ ݅ ൌ 1, . . . ,9
݆ ൌ 2 ݎ݋݂ ݅ ൌ 10, . . . ,18
݆ ൌ ݅	ݎ݋݂	3 ൌ 19, . . . ,27

	

ܳଵ,௜ ൌ ሻݕ஻ೕሺߤ ቐ
݆ ൌ ݅	ݎ݋݂	1 ൌ 1,2,3,10,11,12,19,20,21
݆ ൌ ݅	ݎ݋݂	2 ൌ 4,5,6,13,14,15,22,23,24
݆ ൌ ݅	ݎ݋݂	3 ൌ 7,8,9,16,17,18,25,26,27

	 	

ܳଵ,௜ ൌ ሻݓ஼ೕሺߤ ቐ
݆ ൌ ݅	ݎ݋݂	1 ൌ 1,4,7, . . . ,25
݆ ൌ ݅	ݎ݋݂	2 ൌ 2,5,8, . . . ,26
݆ ൌ 3 ݎ݋݂ ݅ ൌ 3,6,9, . . . ,27

	

	

(1)
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where	ݔ, 	node	present	ݓ	and	ݕ inputs,	ܣ௝, 	linguistic	௝ܥ	and	௝ܤ labels	and	ߤ஺ೕ, ‐mem	஼ೕߤ	and	஻ೕߤ
bership	functions.	Membership	functions	determine	the	degree	in	which	some	variable	satisfies	
a	 specific	 rule	 premise.	 There	 are	 various	 membership	 functions.	 In	 this	 paper	 a	 bell‐shape	
membership	function	is	applied	whose	general	form	can	be	written	as:		
	

ሻݔሺߤ ൌ
1

1 ൅ ቀݔ െ ܿ௜
ܽ௜

ቁ
௕೔

ሻݕሺߤ	; ൌ
1

1 ൅ ቀ
ݕ െ ܿ௜
ܽ௜

ቁ
௕೔

; ሻݓሺߤ ൌ
1

1 ൅ ቀݓ െ ܿ௜
ܽ௜

ቁ
௕೔ 	 (2)

where	ܽ௜, ܾ௜	and	ܿ௜		are	parameters	of	fuzzy	sets.	
Layer	2	contains	fixed	nodes	ߎ.	This	layer	fixed	nodes	represent	multiplication	of	input	sig‐

nals	whose	product	is	the	output	for	each	node.	
	

ܳଶ,௜	 ൌ ߱௜ ൌ ஺ೕߤ ⋅ ஻ೕߤ ⋅ ,஼ೕߤ ݎ݋݂ ݅ ൌ 1,… ,27	 (3)

Output	߱௜	is	called	the	firing	strength	of	a	fuzzy	rule.		
Layer	3	contains	fixed	nodes	ܰ.	This	layer	node	functions	calculate	the	ratio	of	the	݅‐th	firing	

strength	of	a	rule	and	the	firing	strength	of	all	rules.		
	

ܳଷ,௜	 ൌ ഥ߱௜=	
ఠ೔

∑ఠ೔
, ݎ݋݂ ݅ ൌ 1,… ,27	 (4)

Output	 ഥ߱௜	is	called	normalized	firing	strength	of	a	fuzzy	rule.	
Layer	4	contains	adaptive	nodes.	This	layer	node	functions	are	expressed	as:	
	

ܳସ,௜	 ൌ ഥ߱௜ ⋅ ௜݂ , ݎ݋݂ ݅ ൌ 1, … ,27	 (5)

where	 ௜݂	represents	conclusions	of	fuzzy	rules	for	which	is	valid:	
	

௜݂ ൌ ݔ௜݌ ൅ ݕ௜ݍ ൅ ݓ௜ݎ ൅ ௜ݏ , ݎ݋݂ ݅ ൌ 1,… ,27	 (6)

where	݅݌, ,݅ݍ 	.parameters	consequent	called	are	݅ݏ	and	݅ݎ
Layer	5	contains	only	one	fixed	node.	Function	of	this	node	is	to	calculate	the	overall	output	

using:		
	

ܳହ	 ൌ ௢݂௨௧ ൌ෍ ഥ߱௜ 	 ⋅ ௜݂ ൌ ሺ ഥ߱௜ݔሻ݌௜ ൅ ሺ ഥ߱௜ݕሻݍ௜ ൅ ሺ ഥ߱௜ݓሻݎ௜ ൅

ଶ଻

௜ୀଵ

ሺ ഥ߱௜ሻݏ௜	 (7)

	

The	arithmetic	average	of	the	roughness	profile	Ra	can	be	expressed	as:		
	

ܴܽ ൌ෍ ഥ߱௜ 	 ⋅ ௜݂ ൌ

௡

௜ୀଵ

෍ ഥ߱௜൫݇௜଴ ൅ ݇௜ଵ ⋅ ݊ ൅ ݇௜ଶ ⋅ ௭݂ ൅ ݇௜ଷ ⋅ ܽ௣൯

௡

௜ୀଵ

	 (8)

	

where	 ݇ ൌ ሾ݇ଵ଴, ݇ଵଵ, ݇ଵଶ, ݇ଵଷ, ݇ଶ଴, ݇ଶଵ, ݇ଶଶ, ݇ଶଷ, … , ݇௡଴, ݇௡ଵ, ݇௡ଶ, ݇௡ଷሿ	 represents	 the	 consequent	
parameters	 vector,	 ݊	 spindle	 speed,	 fz	 feed	 per	 tooth,	 ap	 depth	 of	 cut,	 ഥ߱௜	 normalized	 firing	
strength	and	as	output	the	arithmetic	average	of	the	roughness	profile	Ra.	

Output	of	every	 fuzzy	rule	 is	connected	with	 the	output	 function	defined	by	 three	different	
consequent	parameters.	It	can	be	concluded	from	the	foregoing	that	in	training	of	the	system	81	
parameters	 are	 being	 adapted	which	 then	 requires	minimally	 81	 sets	 of	 input/output	 experi‐
mental	data	for	the	training	of	the	FIS	for	assessing	surface	roughness.	In	addition	to	the	training	
phase,	 the	 input/output	 experimental	 data	 are	 necessary	 for	 the	 checking	 phase	 too.	 For	 the	
checking	phase	10	%	of	input/output	experimental	data	are	to	be	provided.	
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3. Results and discussion 

Fig.	2	shows	a	machined	sample.	The	arithmetic	average	of	the	roughness	profile	Ra	is	measured	
according	to	the	standard	ISO	4288	by	means	of	a	portable	surface	roughness	tester	produced	
by	Taylor	&	Hobson	model	Surtronic	S128.	

The	arithmetic	average	of	the	roughness	profile	Ra	is	measured	on	mid	part	of	samples	(be‐
tween	two	white	horizontal	lines)	as	shown	in	Fig.	2	for	each	run	separately.	The	upper	and	low‐
er	lines	are	40	mm	apart	from	the	ends	of	the	samples	so	that	the	central	part	width	is	20	mm.	
The	arithmetic	average	of	the	roughness	profile	Ra	is	measured	vertically	to	the	tangents	of	tool	
traces	on	the	line	where	the	tool	traces	are	most	apart,	this	line	being	at	10	mm	distance	from	
the	left	and	the	right	edge	of	the	sample	and	is	parallel	with	them.	For	the	measuring	data	pro‐
cessing	the	Talyprofile	software	produced	by	Taylor	&	Hobson	 is	applied,	designed	to	be	used	
with	the	Surtronic	series	S‐100	instruments.	

After	the	experiment	the	acquisition	of	machined	surfaces	digital	 images	of	all	samples	was	
carried	out	using	table	scanner	Scanjet	3100.	The	scanner	optical	resolution	of	1200	points	per	
inch	was	used	to	obtain	greyscale	image,	i.e.	image	of	the	grey	colour	shades.	For	the	greyscale	
image	8	bits	per	pixel	were	used	while	the	grey	colour	shades	values	were	represented	in	256	
levels.	
After	the	acquisition	all	digital	images	are	registered	in	matrix	form	from	which	input	variables	
are	 quantified:	 greyscale	mean	 value	 of	 all	 digital	 image	matrix	members,	 greyscale	 standard	
deviation	 of	 all	 digital	 image	matrix	members	 and	 the	 digital	 image	matrix	 greyscale	 entropy	
that	 are,	 along	with	 the	measured	 arithmetic	 average	 of	 the	 roughness	 profile	Ra,	used	 as	 an	
input/output	data	base	in	creating	the	FIS	for	surface	roughness	assessing.		

The	greyscale	mean	value	of	digital	image	matrix	is:	
	

݊ܽ݁ܯ ൌ
1

ܰ ൈ ܰ
෍෍݂ሺݔ, ሻݕ

ே

௬ୀଵ

ே

௫ୀଵ

	 (9)

where	N	presents	 the	number	of	 columns	and	number	of	 rows	of	digital	 image,	and	 f(x,y)	 is	a	
greyscale	intensity	value	of	the	digital	image	matrix	member	defined	by	x	and	y.	
	

	

	

Fig.	2	Machined	sample	and	roughness	measuring	points		
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The	greyscale	standard	deviation	of	all	digital	 image	matrix	members	(N	=	250)	can	be	de‐
scribed	as:			

݀ݐܵ ൌ
1
ܰ
ඩ෍෍൫݂ሺݔ, ሻݕ െ ݂൯̅

ଶ
ே

௬ୀଵ

ே

௫ୀଵ

	 (10)

where	N	presents	the	number	of	columns	and	number	of	rows	of	the	digital	image	matrix,	f(x,	y)	
is	a	greyscale	intensity	value	of	the	digital	image	matrix	defined	by	x	and	y	while	݂	is	the	digital	
image	matrix	mean	greyscale	value.	

Entropy	is	a	statistical	measure	of	randomness	that	can	be	used	to	characterize	the	texture	of	
the	input	image.	The	digital	image	matrix	greyscale	entropy	is	described	as:		
	

ܧ ൌ෍ሺ݌௜ ൈ logଶ ௜ሻ݌
ଶହ଺

௜ୀଵ

	 (11)

where	E	is	a	scalar	value	representing	the	entropy	of	greyscale	image	I,	and	p	is	a	vector	which	
contains	the	histogram	counts.	

Resolution	of	all	digital	images	used	in	this	investigation	was	250	×	250	pixels.	The	used	reso‐
lution	represents	the	size	of	the	machined	surface	digital	 images	denoting	the	place	where	the	
arithmetic	average	of	 the	roughness	profile	Ra	was	measured	along	with	the	surrounding	sur‐
face.	The	surface	shown	in	the	used	digital	 images	is	between	the	white	horizontal	 lines	of	the	
samples	displayed	in	Fig.	2	for	each	run	separately.	To	serve	the	needs	of	the	current	paper	the	
digital	 images	are	used	of	 those	 runs	 in	which	a	higher	value	of	 the	arithmetic	average	of	 the	
roughness	profile	Ra	was	measured.	The	digital	image	matrix	consists	of	250	rows	and	250	col‐
umns.	

Table	3	displays	the	extracted	values	of	roughness	(higher	values	Ramax	are	displayed	of	two	
repeated	measurements),	and	the	earlier	described	input	variables	for	creating	the	fuzzy	infer‐
ence	system	(mean	greyscale	value	of	all	digital	image	matrix	members,	greyscale	standard	de‐
viation	of	all	digital	image	matrix	members	and	the	digital	image	greyscale	matrix	entropy).		
The	given	data	were	used	for	generating	FIS	for	assessing	surface	roughness	using	ANFIS.	This	
system	 assesses	 the	Ra	values	 on	 the	 basis	 of	 the	machined	 surfaces	 digital	 images	 and	 their	
features.	The	error	of	assessing	i.e.	of	comparisons	provided	by	the	system	with	real	values	Ra,	is	
expressed	by	the	average	normalized	root	mean	square	error	(NRMSE).	The	assessing	error	of	
the	fuzzy	inference	system	created	in	this	investigation	is	0.0698	or	6.98	%.	

The	 figures	 that	 follow	demonstrate	 the	arithmetic	average	of	 the	roughness	profile	Ra	de‐
pendence	 on	 greyscale	 standard	 deviation	 of	 all	 digital	 image	matrix	members	 and	 greyscale	
mean	value	of	all	digital	 image	matrix	members	(Fig.	3),	on	entropy	of	digital	 image	greyscale	
matrix	and	greyscale	standard	deviation	of	all	digital	image	matrix	members	(Fig.	4),	on	entropy	
of	 digital	 image	 greyscale	matrix	 and	 on	 the	 greyscale	mean	 value	 of	 all	 digital	 image	matrix	
members	(Fig.	5).	

The	 arithmetic	 average	of	 the	 roughness	profile	Ra	 ranging	 from	0.194	μm	 to	1.68	μm	has	
been	measured	 in	 the	 experimental	 investigations.	 The	measured	 outputs	 are	 ranged	 in	 four	
classes	of	surface	roughness:	N3	(from	0.1	μm	to	0.2	μm),	N4	(from	0.2	μm	to	0.4	μm),	N5	(from	
0.4	μm	to	0.8	μm),	N6	(from	0.8	μm	to	1.6	μm)	and	N7	(from	1.6	μm	to	3.2	μm).	The	applicable	
parts	of	response	surface	in	this	particular	case	are	given	separately	in	Fig.	6.	

It	can	be	seen	from	Fig.	6	that	slight	changes	in	input	variables	have	a	considerable	effect	on	
output	variable,	the	arithmetic	average	of	the	roughness	profile	Ra.		
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Table	3	Extracted	values	of	roughness	depending	on	technological	parameters	of	machining,	and	the	digital	image	
values	of	variables	for	creating	the	fuzzy	inference	system	

				STD	 RUN	
Feed	per	
tooth,	

mm/tooth

Bench	
feed,	

mm/min	

Spindle	
speed,	
rev/min	

Depth	
of	cut,	
mm	

Ramax,	
µm	

Greyscale	
mean		
value		

Greyscale	
standard		
deviation	

Greyscale	
matrix		
entropy	

1	 99	 0.175 2450	 3500 2 0.236 201.3327 12.9087	 5.7077
2	 32	 0.1	 800	 2000 2 0.194 215.8912 14.4114	 5.8688
3	 40	 0.25	 3500	 3500 2 0.340 216.4442 10.9891	 5.4273
4	 22	 0.25	 6500	 6500 1 0.325 211.9918 14.9249	 5.8883
5	 34	 0.25	 2000	 2000 2 0.291 211.6711 18.7212	 6.2131
6	 92	 0.1	 800	 2000 2 0.259 207.0648 11.9313	 5.6197
7	 91	 0.025 200	 2000 2 0.295 205.5052 14.2197	 5.8618
8	 119	 0.325 10400	 8000 2 0.284 202.4441 21.4677	 6.3535
9	 112	 0.25	 6500	 6500 2 0.892 172.1966 23.6160	 6.5007
10	 35	 0.325 2600	 2000 2 1.270 203.2657 26.0274	 6,6797
11	 6	 0.4	 3200	 2000 1 1.050 181.5731 33.5879	 7.0212
12	 55	 0.025 800	 8000 2 0.549 200.8293 9.9470	 5.3400
13	 3	 0.175 1400	 2000 1 0.510 138.9439 30.9279	 6.8194
14	 96	 0.4	 3200	 2000 2 1.300 192.3719 27.7303	 6.7241
15	 68	 0.1	 1400	 3500 1 0.405 138.9501 18.3823	 6.2209
16	 16	 0.25	 5000	 5000 1 0.845 146.9739 29.7534	 6.8952
17	 69	 0.175 2450	 3500 1 0.504 134.2705 27.7919	 6.7490
18	 115	 0.025 800	 8000 2 0.333 197.0068 8.3465	 5.0556
19	 11	 0.325 4550	 3500 1 0.755 124.9713 27.7997	 6.6697
20	 101	 0.325 4550	 3500 2 1.340 169.0206 24.9581	 6.6209
21	 54	 0.4	 10400	 6500 2 1.560 175.4106 26.5330	 6.5932
22	 105	 0.175 3500	 5000 2 0.631 141.6713 18.3205	 6.0764
23	 30	 0.4	 12800	 8000 1 1.030 149.9594 29.6730	 6.8415
24	 45	 0.175 3500	 5000 2 0.462 139.8943 19.5561	 6.1107
25	 77	 0.325 6500	 5000 1 0.684 142.7332 23.7919	 6.5355
26	 60	 0.4	 12800	 8000 2 1.680 171.5458 25.1323	 6.5677
27	 113	 0.325 8450	 6500 2 1.660 150.6172 23.1638	 6.5385
28	 74	 0.1	 2000	 5000 1 0.413 142.7963 19.5778	 6.2314
29	 78	 0.4	 8000	 5000 1 1.040 149.5937 21.4949	 6.4195
30	 72	 0.4	 5600	 3500 1 1.310 149.2047 21.1949	 6.4186
31	 62	 0.1	 800	 2000 1 0.408 146.4589 17.7637	 6.0372
32	 70	 0.25	 3500	 3500 1 0.742 159.4245 25.2728	 6.5954
33	 107	 0.325 6500	 5000 2 1.570 157.0338 26.5375	 6.7189
34	 51	 0.175 4550	 6500 2 0.359 142.6573 22.1164	 6.4169
35	 33	 0.175 1400	 2000 2 0.417 155.2297 20.8527	 6.3764
36	 7	 0.025 350	 3500 1 0.459 197.1356 8.5898	 5.0740
37	 86	 0.1	 3200	 8000 1 0.376 150.2156 20.6194	 6.3526
38	 103	 0.025 500	 5000 2 0.342 216.3073 10.3385	 5.3718
39	 38	 0.1	 1400	 3500 2 0.526 166.4716 21.4820	 6.4444
40	 100	 0.25	 3500	 3500 2 1.140 164.7204 33.5821	 7.0123
41	 58	 0.25	 8000	 8000 2 1.270 177.2273 29.6023	 6.8859
42	 76	 0.25	 5000	 5000 1 0.802 157.8756 26.7976	 6.6881
43	 81	 0.175 4550	 6500 1 0.521 134.4788 22.0851	 6.3085
44	 89	 0.325 10400	 8000 1 0.761 152.5526 20.9315	 6.3611
45	 42	 0.4	 5600	 3500 2 1.210 167.3245 21.3705	 6.4070
46	 28	 0.25	 8000	 8000 1 0.855 145.4409 25.8796	 6.5799
47	 17	 0.325 6500	 5000 1 0.812 147.7410 20.9663	 6.4149
48	 41	 0.325 4550	 3500 2 1.540 171.2488 20.8178	 6.3214
49	 120	 0.4	 12800	 8000 2 1.470 156.4950 21.1037	 6.4185
50	 47	 0.325 6500	 5000 2 1.090 176.9611 27.9537	 6.8013
51	 111	 0.175 4550	 6500 2 0.470 140.2953 20.8329	 6.3067
52	 98	 0.1	 1400	 3500 2 0.374 145.4403 24.1626	 6.4329
53	 80	 0.1	 2600	 6500 1 0.399 162.8991 21.2284	 6.3343
54	 14	 0.1	 2000	 5000 1 0.366 154.3155 19.6337	 6.2506
55	 46	 0.25	 5000	 5000 2 1.040 176.2519 32.7465	 6.9622
56	 56	 0.1	 3200	 8000 2 0.364 155.8688 17.3140	 6.0190
57	 63	 0.175 1400	 2000 1 0.597 153.3269 29.7856	 6.8004
58	 104	 0.1	 2000	 5000 2 0.386 159.6362 20.5342	 6.2324
59	 93	 0.175 1400	 2000 2 0.422 165.1706 23.2286	 6.4068
60	 117	 0.175 5600	 8000 2 0.508 149.4792 19.4560	 6.0821
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Table	3	Extracted	values	of	roughness	depending	on	technological	parameters	of	machining,	and	the	digital	image	
values	of	variables	for	creating	the	fuzzy	inference	system	(continuation)	

			STD	 RUN	
Feed	per	
tooth,	

mm/tooth

Bench	
feed,	

mm/min	

Spindle	
speed,	
rev/min	

Depth	
of	cut,
mm	

Ramax,	
µm	

Greyscale	
mean		
value		

Greyscale	
standard		
deviation	

Greyscale	
matrix	
entropy	

61	 8	 0.1	 1400	 3500 1 0.402 156.5143 28.9983	 6.7787
62	 67	 0.025 350	 3500 1 0.463 224.1073 11.3163	 5.4469
63	 84	 0.4	 10400	 6500 1 0.977 151.3250 27.0345	 6.6960
64	 90	 0.4	 12800	 8000 1 0.945 155.1779 25.9010	 6.6127
65	 97	 0.025 350	 3500 2 0.202 218.8573 11.8558	 5.5605
66	 83	 0.325 8450	 6500 1 0.666 154.6065 27.3491	 6.7255
67	 59	 0.325 10400	 8000 2 1.300 152.1983 24.2644	 6.5952
68	 106	 0.25	 5000	 5000 2 1.150 157.4970 30.3303	 6.7487
69	 79	 0.025 650	 6500 1 0.336 174.5179 16.0944	 5.9967
70	 5	 0.325 2600	 2000 1 0.778 152.4728 23.3246	 6.5248
71	 48	 0.4	 8000	 5000 2 1.600 163.3946 25.3079	 6.6660
72	 108	 0.4	 8000	 5000 2 1.560 158.2985 19.6642	 6.2761
73	 53	 0.325 8450	 6500 2 1.460 176.6186 27.1825	 6.7422
74	 29	 0.325 10400	 8000 1 0.715 173.9498 23.3387	 6.5550
75	 21	 0.175 4550	 6500 1 0.513 157.2126 25.0313	 6.5654
76	 25	 0.025 800	 8000 1 0.257 194.3272 17.8550	 6.0991
77	 52	 0.25	 6500	 6500 2 1.500 176.9590 34.1330	 7.0064
78	 109	 0.025 650	 6500 2 0.510 215.7320 7.6283	 4.9336
79	 37	 0.025 350	 3500 2 0.264 184.7601 12.6105	 5.6820
80	 64	 0.25	 2000	 2000 1 0.932 164.4880 23.3275	 6.4361
81	 31	 0.025 200	 2000 2 0.326 196.8387 9.8417	 5.3327
82	 49	 0.025 650	 6500 2 0.277 196.4967 18.2400	 6.1901
83	 27	 0.175 5600	 8000 1 0.418 180.7377 30.4711	 6.7616
84	 110	 0.1	 2600	 6500 2 0.319 194.5997 16.2075	 6.0494
85	 61	 0.025 200	 2000 1 0.449 202.4482 12.0212	 5.6169
86	 88	 0.25	 8000	 8000 1 0.345 208.5057 18.1894	 6.2054
87	 50	 0.1	 2600	 6500 2 0.362 216.7653 12.7031	 5.6936
88	 87	 0.175 5600	 8000 1 0.315 203.7227 16.5828	 6.0807
89	 26	 0.1	 3200	 8000 1 0.377 204.2278 17.9229	 6.1923
90	 43	 0.025 500	 5000 2 0.322 225.7510 4.8023	 4.3056
91	 94	 0.25	 2000	 2000 2 0.391 185.6580 17.7899	 6.1080
92	 19	 0.025 650	 6500 1 0.412 226.0397 4.4847	 4.2012
93	 102	 0.4	 5600	 3500 2 0.657 193.8495 17.3608	 6.1385
94	 44	 0.1	 2000	 5000 2 0.302 205.5300 15.0375	 5.9108
95	 15	 0.175 3500	 5000 1 0.317 198.4703 17.8107	 6.1613
96	 73	 0.025 500	 5000 1 0.361 217.4270 5.6124	 4.5311
97	 1	 0.025 200	 2000 1 0.404 210.2537 11.3657	 5.5270
98	 36	 0.4	 3200	 2000 2 0.652 183.9130 18.6225	 6.1525
99	 116	 0.1	 3200	 8000 2 0.371 210.2263 13.8650	 5.8338
100	 82	 0.25	 6500	 6500 1 0.359 194.8133 13.8527	 5.8269
101	 71	 0.325 4550	 3500 1 0.454 179.7367 21.4364	 6.3853
102	 23	 0.325 8450	 6500 1 0.413 200.2917 16.8814	 6.0965
103	 65	 0.325 2600	 2000 1 0.550 183.4905 18.8896	 6.2459
104	 2	 0.1	 800	 2000 1 0.371 220.3295 13.6538	 5.8036
105	 114	 0.4	 10400	 6500 2 0.561 185.6083 18.8118	 6.2636
106	 4	 0.25	 2000	 2000 1 0.369 201.7676 15.8028	 6.0238
107	 18	 0.4	 8000	 5000 1 0.544 186.0058 22.0295	 6.4740
108	 85	 0.025 800	 8000 1 0.408 219.5023 5.5210	 4.4854
109	 75	 0.175 3500	 5000 1 0.347 187.1892 15.5448	 5.9636
110	 24	 0.4	 10400	 6500 1 0.529 205.4299 15.7066	 6.0073
111	 95	 0.325 2600	 2000 2 0.557 176.9512 21.9477	 6.4261
112	 39	 0.175 2450	 3500 2 0.336 190.3445 19.2155	 6.2940
113	 13	 0.025 500	 5000 1 0.415 225.9157 5.7998	 4.5690
114	 9	 0.175 2450	 3500 1 0.323 188.4408 17.3426	 6.1525
115	 66	 0.4	 3200	 2000 1 0.566 182.2851 19.7799	 6.3321
116	 20	 0.1	 2600	 6500 1 0.378 218.3453 12.7629	 5.6885
117	 57	 0.175 5600	 8000 2 0.332 186.9872 18.1653	 6.2152
118	 10	 0.25	 3500	 3500 1 0.356 189.2162 16.7248	 6.1067
119	 12	 0.4	 5600	 3500 1 0.495 184.4284 19.5615	 6.3077
120	 118	 0.25	 8000	 8000 2 0.321 192.7420 17.5391	 6.1643
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Fig.	3	Dependence	of	Ra	on	standard	deviation	and	mean	
value	of	digital	image	matrix	members	

	

Fig.	4	Dependence	of	Ra	on	entropy	and	standard	devia‐
tion	of	digital	image	matrix	members	

Fig.	5	Dependence	of	Ra	on	entropy	and	mean	value	of	
digital	image	matrix	members	

Fig.	6	Applicable	part	of	the	response	surface	
shown	in	Fig.	5	

	
It	can	be	seen	from	the	papers	that	deal	with	assessing	the	roughness	of	machined	surfaces	on	
the	basis	of	the	features	of	digital	 image	that	the	range	of	measured	roughness	has	a	great	im‐
pact	on	the	level	of	error	assessing.	The	wider	the	range	of	measured	roughness,	with	the	uni‐
form	distribution	by	the	roughness	classes,	the	lower	the	error	of	assessment.	The	error	of	as‐
sessment	 in	 this	 study	 (6.98	%)	was	 significantly	 influenced	by	outlier	 values.	 Specifically,	 al‐
most	97	%	of	the	measured	values	of	roughness	belong	to	the	roughness	classes	N4,	N5	and	N6.	
The	remaining	values	and	part	of	roughness	values	in	class	N6	are	outliers.	Without	outliers	the	
error	of	assessment	of	the	machined	surface	roughness	is	expected	to	be	significantly	lower.	

4. Conclusion 

The	conducted	 investigation	 is	part	of	a	project	whose	ultimate	objective	 is	 to	build	an	online	
system	for	machined	surface	roughness	monitoring	i.e.	roughness	monitoring	in	real	time.	The	
system	 should	 faster	 carry	 out	 the	 activities	 of	 required	 control	 of	machined	 surfaces,	 testing	
would	be	cheaper,	and	monitoring	during	machining	would	help	to	timely	react	to	possible	devi‐
ations	and	to	reduce	subsequent	costs.	The	investigations	in	this	paper	are	focused	on	assessing	
the	machined	surface	roughness	based	on	the	features	of	digital	image	with	the	use	of	adaptive	
neuro‐fuzzy	 inference	 system	 (ANFIS).	 A	 controlled	 parameter	 of	 surface	 roughness	 is	 the	
arithmetic	average	of	the	roughness	profile	Ra.	The	following	features	of	digital	image	are	stud‐
ied	in	the	paper:	mean	greyscale	values	of	all	digital	image	matrix	members,	standard	greyscale	
deviation	 of	 all	 digital	 image	matrix	members	 and	 entropy	 of	 digital	 image	 greyscale	matrix.	
Comparison	of	real	values	Ra	and	the	values	provided	by	the	built	system	is	shown	by	the	nor‐
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malized root mean square error (NRMSE), or assessing error. The conducted investigation en-
ters the area of high speed machining. Therefore the machined surfaces are of high quality and 
the measured roughness is very small. Thus the features of digital images become quite similar 
and a higher assessing error is expected. The fuzzy inference system obtained in the present 
investigation has an assessing error of 6.98 %. However, even with such an error, the technical 
requirements set on the workpiece as regards quality of machining, should not be diminished. 

The plan is to expand the research on existing material, but also conduct research on other 
materials. This would be a way to expand the base of digital photos and their features and to 
accumulate sufficient knowledge to influence the reduction of assessing errors.  
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A B S T R A C T	   A R T I C L E   I N F O	

Multi‐layered	functionally	gradient	metal	materials	are	formed	by	metal	ma‐
terial	deposing	with	Laser	Engineered	Net	Shaping	(LENS)	technology.	LENS	
is	 an	 additive	manufacturing	 technique	 that	 employs	 a	 high‐power	 laser	 as	
the	power	source	to	fuse	powdered	metals	into	fully	dense	three‐dimensional	
structures	layer	by	layer.	Layer	thickness	is	an	important	factor	in	machining	
and	processing	of	such	advanced	materials,	as	well	as	in	the	production,	as	a	
feedback	 to	LENS	machine	operator.	Knowing	 the	 thickness	of	 the	manufac‐
tured	layer	of	multi‐layered	metal	material	is	fundamental	for	understanding	
the	 LENS	 process	 and	 optimizing	 the	 machining	 operations.	 In	 this	 paper,	
software	for	visual	multi‐layered	functionally	graded	material	layer	thickness	
measurement	 is	 presented.	 The	 layer	 thickness	 is	 automatically	 determined
by	the	software	that	is	programmed	in	Matlab/Simulink,	high‐level	program‐
ming	language.	The	software	is	using	cross‐section	metallographic	images	of	
cladded	 layers	 for	 thickness	measuring.	Graphic	User	 Interface	 (GUI)	 is	 also	
created	and	presented.	The	results	of	measurement	are	presented	to	demon‐
strate	the	efficiency	of	the	developed	measurement	software.	
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1. Introduction 

The	beginning	of	LENS	technology	was	in	the	1960s,	when	the	first	functional	laser	was	found	by	
Maiman	[1].	Industrial	usage	began	in	the	1980s.	This	technology	is	a	non‐conventional	produc‐
tion	technology	[2].	LENS	technology	is	based	on	selective	continuous	material	deposition.	Metal	
powder	is	melted	by	laser	and	deposed	onto	metal	substrate.	The	process	is	planar.	After	finish‐
ing	the	first	 layer,	 laser	head	lifts	up	and	deposition	of	second	layer	begins,	as	shown	in	Fig.	1.	
This	production	technology	is	used	for	rapid	prototyping,	product	reparation	and	coating	[2].	
	 LENS	is	still	unexplored	technology	and	optimal	machine	settings,	such	as	Laser	power	and	
Cladding	speed	(speed	of	laser	head)	are	difficult	to	determine.	These	two	parameters	have	an	
impact	on	the	hardness	and	thickness	d	of	the	manufactured	layer	in	multi‐layered	functionally	
graded	metal	material.	Furthermore,	the	undesirable	effect	of	delayerization	(shelling	of	cladded	
layers)	of	the	multi‐layered	material	is	tightly	related	with	the	thickness	of	deposited	layers.	The	
thicknesses	of	deposited	layers	have	also	a	significant	influence	on	cutting	forces,	generated	in	
machining	of	these	advanced	materials.	Nevertheless,	Laser	power	and	Cladding	speed	are	usu‐
ally	determined	based	on	 technologist	experience	 in	order	 to	produce	 the	desired	 layer	 thick‐
ness.	Therefore,	there	is	a	practical	interest	to	investigate	the	impact	of	LENS	process	parameters	
on	 the	 thickness	of	 the	manufactured	 layer.	The	effective	 layer	 thickness	measurement	would	
help	 to	determine	 the	 relation	between	 the	 layer	 thickness	 and	LENS	process	parameters	 [3].	
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The	LENS	machine	operator	could	use	the	determined	relation	for	the	optimum	selection	of	the	
LENS	process	parameters.	The	manufactured	layer	thickness	is	also	an	important	parameter	for	
optimizing	of	 the	machining	of	multi‐layered	metal	materials.	The	detail	 knowledge	about	 the	
produced	 layer	 thickness	makes	 easier	 to	 find	 optimal	 cutting	 conditions	 for	 the	milling	 pro‐
cesses.	Especially	 in	end‐milling,	 the	 layer	 thickness	 is	extremely	 important	 for	optimum	axial	
depth	of	cut	determination.	
	 In	 this	 paper,	 a	 visual	 layer	 thickness	 measurement	 algorithm	 is	 described.	 The	 detailed	
structure	of	the	automated	measurement	algorithm	is	presented.		
	 In	the	past,	 the	 layer	thickness	of	 the	multi‐layered	functionally	graded	material	was	meas‐
ured	manually,	from	the	prepared	metallographic	microscopic	images.	These	images	were	suita‐
ble	 for	 the	automated	visual	measurement.	This	procedure	was	 time	consuming,	 labour	 inten‐
sive	and	above	all	inaccurate.		
	 The	measurement	 software	was	 developed	 for	 simplifying	 this	 procedure.	 Due	 to	 the	 very	
encouraging	 test	 results,	 the	GUI	has	been	also	developed	and	embedded	successfully	 into	 the	
measurement	software.	
	 There	has	been	no	published	research	on	 the	 inspecting	of	 layer	 thickness	of	multi‐layered	
gradient	materials	by	using	visual	measurement	systems.		
In	recent	years,	some	optical	measurement	systems	have	been	developed	to	inspect	the	surface	
roughness	of	the	machined	piece	[4,	5].	One	system	employs	a	machine	vision	system	to	inspect	
the	machined	surface	 roughness	 [6].	Other	uses	 fibre‐optics	 to	measure	 the	diffuseness	of	 the	
reflected	light	from	the	surface	[7].	Coman	in	his	research	[8]	outlines	the	application	of	distance	
measuring	with	Matlab/Simulink.		
	 Advances	in	computer	vision	technology	have	led	to	the	investigation	of	its	application	in	tool	
wear	measurement.	Weis	[9]	have	employed	machine	vision	for	measuring	the	condition	of	in‐
serts	on	an	end	mill	during	 the	machining	process.	Dutta	 [10]	and	Shahabi	 [11]	constructed	a	
tool	wear	measuring	system	using	a	CCD	camera	in	high	speed	machining.	Jovanovič	[12]	devel‐
oped	 a	measuring	 device	 for	 automated	 control	 of	machined	 automobile	 parts.	 He	 developed	
measurement	program	and	user	interface	in	LabView	for	visual	inspections	of	dimensions	with	
commercial	web	camera.	The	use	of	all	mentioned	vision‐based	measuring	systems	is	limited	to	
the	 laboratory	 environment.	 These	 articles	 gave	 great	 encouragement	 for	 visual	 measuring	
method	used	in	this	article.	
	 The	 rest	 of	 the	paper	 is	 organized	 as	 follows.	The	developed	 layer	 thickness	measurement	
algorithm	 is	described	 in	 the	 second	 section.	The	 third	 section	 is	presenting	 the	GUI	develop‐
ment	and	the	results.	Conclusions	and	suggestions	for	further	work	and	development	are	given	
in	the	final	section.	

	
Fig.	1	Laser	head	[3]	
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2. Distance measurement software algorithm 

The	 layer	 thickness	 is	measured	based	on	 the	metallographic	microscopic	 images.	The	resolu‐
tion	of	the	images	is	1200	×	720	pixels.	Fig.	2	shows	a	gradient	material	cross	section	of	a	metal‐
lographic	microscopic	image.	This	image	is	the	input	to	the	distance	measurement	software.	The	
layer	thickness	d	is	a	measured	dimension.		
	 The	distance	measurement	 software	 consists	of	 a	 *.m	 file	which	 is	 an	algorithm	part	and	a	
*.fig	file	which	is	a	GUI	(see	Section	2)	file.	The	output	from	the	GUI	is	the	layer	thickness	in	mi‐
crometers	and	in	pixels.	The	detail	flowchart	of	the	distance	measurement	algorithm	is	shown	in	
Fig.	3.	
	

	
Fig.	2	Microscopic	image	with	measurement	distance	marked.	
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Fig.	3	Detailed	flowchart	for	distance	measurement	
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	 Measurement	starts	with	image	reading	from	the	memory.	The	image	must	be	saved	in	a	jpg	
format	and	placed	in	the	same	folder	as	the	m	file	(algorithm).	Then	the	algorithm	transfers	the	
color	image	into	a	grayscale	image	with	“rgb2gray”	command.	
	 This	 step	 is	 necessary	 for	 edge	 recognition.	 After	 the	 edge	 recognition,	 the	 distance	 d	 is	
measured	(see,	Fig	4).	
	 The	algorithm	for	measuring	distance	finds	a	top	edge	and	a	bottom	edge	of	the	multi‐layered	
metal	material	layer.	Image	is	saved	as	a	matrix	in	Matlab	software;	white	pixels	have	value	“1”,	
black	pixels	have	“0”	[13].	The	algorithm	finds	the	cells	in	the	matrix	with	value	“0”.	As	the	posi‐
tion	of	the	top	and	bottom	edge	is	known	in	the	picture	matrix	(value	“1”),	it	is	possible	to	calcu‐
late	the	distance	between	two	edges.	Finally,	the	distance	calculated	in	pixels	is	transformed	into	
micrometers.	The	measurement	result	is	shown	in	Fig.	4.	The	measured	distance	is	marked	with	
red	lines	on	the	image	from	memory	(metallographic	microscopic	image).	The	grayscale	image	is	
visible	in	the	middle.	The	image	with	the	detected	edges	is	shown	at	the	bottom.	Noise	from	edge	
detection	is	circled	red,	therefore	edge	detection	is	not	successful,	measured	distance	is	not	cor‐
rect.	The	algorithm	had	found	“edges”	which	are	not	layer	edges.		
This	problem	was	solved	with	image	filtration.	There	are	built‐in	functions	in	Matlab	which	are	
used	for	filtration	[13].		
	

	
Fig.	4	Edge	detection	result	
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Fig.	5	“Salt	and	pepper”	noise	removed	

	
	

	
Fig.	6	Binary	image	

	
	 “Salt	 and	 pepper”	 noise	 is	 removed	with	median	 filtering,	 “medfilt2”	 command.	 Command	
“medfilt2”	executes	median	filtering	of	the	image	in	two	dimensions.	
	 Each	 output	 pixel	 contains	 the	median	 value	 in	 a	 3‐by‐3	neighbourhood	 around	 the	 corre‐
sponding	pixel	in	the	input	image	[13].	Image	after	noise	reduction	is	shown	in	Fig.	5.	
	 After	noise	reduction,	image	is	transferred	to	a	binary	image.	First	step	in	this	transformation	
is	global	threshold	(level)	computation.	This	is	performed	with	“graytresh”	command.	

The	“graythresh”	computes	a	global	threshold	(level)	that	can	be	used	to	convert	an	intensity	
image	to	a	binary	image	with	command	“im2bw”.	The	level	is	a	normalized	intensity	value	that	
lies	 in	the	range	between	“0”	and	“1”	[13].	The	second	transformation	step	 is	conversion	from	
the	 grayscale	 image	 to	 the	 binary	 image	 by	 using	 computed	 threshold	 from	 previous	 step.	 A	
command	“im2bw”	is	used	for	this	action.		
	 Fig.	6	shows	an	image	after	the	“im2bw”	command.	The	command	substitutes	all	pixels	in	the	
image	with	 luminance	greater	than	computed	threshold	with	 the	value	“1”	(white)	and	substi‐
tutes	the	rest	pixels	with	the	value	“0”	(black)	[13].	 	

The	objects	forms	with	perimeter	smaller	than	8	pixels	are	cleaned	in	two	steps.	Circle	shape	
with	perimeter	8	pixels	is	chosen	in	the	first	step	with	a	command	“strel(‘disk’,8)”.	In	the	second	
step,	 binary	 image	 is	 morphologically	 opened	 with	 a	 command	 “imopen”.	 The	morphological	
open	operation	is	an	erosion	followed	by	a	dilation,	using	the	same	structuring	element	for	both	
operations	[13].	Final	step	in	 image	filtration	is	extremes	removing	which	is	performed	with	a	
“imreconstruct”	command.	An	image	without	extremes	or	objects	with	perimeter	smaller	than	8	
pixels	 is	 shown	 in	Fig.	 7.	Through	 the	above	mentioned	 steps,	 the	 image	 is	prepared	 for	 edge	
detection.	Command	“edge”	is	used	for	this	task.	The	prepared	image	for	thickness	measurement	
is	shown	in	Fig.	8.	The	thickness	is	measured	between	two	red	lines.	After	edge	detection,	algo‐
rithm	finds	cells	with	value	“1”	in	the	image	matrix.	The	top	edge	(cell)	is	found	with	command	
“max”.	The	bottom	edge	(cell)	is	found	with	command	“min”.	A	difference	between	top	and	bot‐
tom	edge	is	 the	layer	thickness.	This	value	is	printed	in	“Command	Window”	of	Matlab.	Thick‐
ness	from	pixels	to	micrometers	is	calculated	using	Eq.	1.	
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݀ሾߤmሿ ൌ
݀ሾpixelsሿ

݇
	 (1)

	
Transformation	ratio	k	 is	determined	 from	microscope	measurement	scale	 (circled	red),	as	

shown	in	Fig.	9.	
To	determine	the	transformation	ratio,	known	distance,	in	this	case	500	µm,	must	be	meas‐

ured	 in	 pixels.	 Quotient	 between	 distance	 in	 pixels	 and	 distance	 in	 micrometres	 is	 transfor‐
mation	ratio	k	(Fig	.10).	

In	this	paper,	the	algorithm	was	tested	for	two	metallographic	microscopic	images.	The	first	
is	shown	above	in	Figs.	2	to	9	(measured	thickness	d	=	889.5	µm).		

The	second	test	is	shown	in	Fig.	11.	
	

	

	
Fig.	7	Image	without	objects	with	perimeter	smaller	than	8	pixels	

	

	
Fig.	8	Image	prepared	for	thickness	measurement	

	

	
Fig.	9	Microscope	measurement	scale	
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Fig.	10	Comparison	between	distance	in	pixels	and	distance	in	micrometers	

	

	
Fig.	11	Algorithm	testing	for	second	metallographic	microscopic	image,	d	=	920.4	µm	

387 pixels
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3. Graphic user interface development, results and discussion 

Graphic	User	Interface	(GUI)	was	created	after	testing	phase.	Matlab	“GUI	Quick	Start”	was	used	
for	the	GUI	creation.	The	created	GUI	is	saved	as	*.fig	file.	Matlab	automatically	generates	the	*.m	
file.	The	measuring	algorithm	is	implemented	in	the	generated	*.m	file.	The	GUI	is	started	with	a	
“Run”	 command.	An	 image	 for	 layer	 thickness	measurement	 is	 chosen	 from	a	GUI	drop‐down	
menu.	

The	GUI	(Fig	.12a)	is	consisted	of	three	parts.	The	first	part	is	located	in	the	left	side	of	the	Fig.	
12.	 It	 shows	 the	 image	which	 is	measured.	 The	 layer	 thickness	which	 is	measured	 is	marked	
with	two	parallel	red	lines.		

The	second	part	of	the	GUI	is	located	in	the	upper	right	side.	This	part	shows	the	measured	
thickness,	both	in	pixels	and	in	micrometres.	The	third	part	of	the	GUI	is	a	drop‐down	menu.		

The	developed	GUI	and	the	measurement	results	are	shown	in	the	Fig.	12(a)	to	12(d).		
The	two‐layered	functionally	graded	metal	material	was	used	in	these	tests.	The	powder	ma‐

terial	is	stainless	steel	316L	and	substrate	material	is	steel	Ck	45.	The	materials	are	the	same	in	
all	tests.		

To	minimize	 the	porosity	of	multi‐layered	material,	 the	 laser	head	 trajectories	during	clad‐
ding	of	two	consecutive	layers	were	programmed	to	be	perpendicular	and	horizontal.	The	weld	
overlapping	in	all	layers	was	set	to	40	%.	The	diameter	of	laser	ray	was	0.8	mm.	The	influence	of	
laser	 head	 trajectories	 during	 cladding	 on	 the	 properties	 of	 the	manufactured	 layers	was	 not	
investigated	in	this	research.	The	scanning	patterns	could	have	an	influence	on	the	layer	thick‐
ness.	

	

Fig.	12	Measured	multi‐layered	functionally	graded	metal	material	layer	thickness	for	different	LENS	machine	set‐
tings	(cladding	speed,	laser	power);	a)	30	mm/s,	400	W;	b)	48	mm/s,	380	W;	c)	60	mm/s,	350	W;	d)	90	mm/s,	320	W	

a) b)

c) d)

1
st
 part 

2
nd
 part 

3
rd
 part 
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	 A	multi‐layered	functionally	graded	material	with	measured	thickness	of	889.5	µm	is	shown	
in	Fig.	12(a).	The	LENS	machine	settings	for	this	test	piece	were:	cladding	speed	30	mm/s;	laser	
power:	400	W.	Real	thickness	of	the	analysed	layer	is	862.4	µm.	This	gives	an	error	of	3.14	%.	

A	multi‐layered	functionally	graded	material	with	measured	thickness	of	695.7	µm	is	shown	
in	Fig.	12(b).	The	LENS	machine	settings	for	this	test	piece	were:	cladding	speed:	48	mm/s;	laser	
power:	380	W.	Real	thickness	of	the	analysed	layer	is	622.1	µm.	This	gives	an	error	of	11.8	%.	

A	test	piece	with	measured	thickness	of	920.4	µm	is	shown	in	Fig.	12(c).	The	LENS	machine	
settings	 for	this	test	piece	were:	60	mm/s;	 laser	power:	350	W.	Real	thickness	of	the	analysed	
layer	is	912.3	µm.	This	gives	an	error	of	0.9	%.	

A	test	piece	with	measured	thickness	of	448.4	µm	is	shown	in	Fig.	12(d).	The	LENS	machine	
settings	for	this	test	piece	were:	cladding	speed:	90	mm/s;	laser	power:	320	W.	Real	thickness	of	
the	analysed	layer	is	414.9	µm.	This	gives	an	error	of	8.1	%.	

The	 distance	measurement	 software	 needs	 approximately	 1	 second	 to	 complete	 the	meas‐
urement	of	the	thickness	of	one	deposited	layer.	In	this	period	seven	steps	of	the	measurement	
algorithm	are	executed	automatically.	The	developed	software	is	able	to	recognize	multi‐layers	
bounds	 and	measure	 the	 thickness	 of	 a	 separate	 layer	 in	 the	multi‐layered	workpiece	where	
several	 layers	of	 identical	material	 are	deposited	on	 the	 substrate.	The	 software	 requires	 two	
seconds	to	determine	the	distances	between	the	four‐layer	bounds	in	four‐layered	material.	The	
distances	are	displayed	on	the	GUI	in	the	order	form	the	upper	to	the	lower	layer.	Therefore,	the	
measurement	process	is	fast	once	the	initial	metallographic	microscopic	images	are	available	in	
a	JPEG	file	format.	

4. Conclusion 

The	scientific	implication	of	this	paper	is	to	present	a	prototype	for	the	visual	measuring	of	layer	
thickness	 in	multi‐layered	metal	materials.	The	 layer	thickness	 is	automatically	determined	by	
the	software	based	on	cross‐section	metallographic	images	in	a	few	seconds.	The	developed	al‐
gorithm	can	be	used	in	industrial	environment	without	special	preparation	and	any	knowledge	
of	graphics	and	programming.	This	makes	the	proposed	measuring	algorithm	practical	and	ap‐
propriate	for	industrial	application.	

The	measurement	algorithm	consists	of	seven	steps,	which	can	be	separated	in	3	parts	(Fig.	
3).	The	first	part	is	responsible	for	image	preparation	and	noise	filtration.	The	second	part	of	the	
algorithm	finds	edges	of	the	analyzed	layer	in	the	metallographic	image.	The	third	part	measures	
distance	between	found	edges.	The	developed	GUI	is	intuitive,	simple	to	use	and	easy	to	imple‐
ment.	The	algorithm	is	not	memory	consuming.		

Measurement	error	depends	on	the	layer	structure.	For	compact	layer	error	is	up	to	3	%.	For	
less	compact	layer	error	can	be	as	high	as	11	%.	Therefore	it	can	be	used	in	controlled	industrial	
environment.		

Knowledge	 about	multi‐layered	 functionally	 graded	metal	materials	 layer	 thickness	makes	
easier	to	find	optimal	cutting	conditions	for	the	milling	process.	Optimal	cutting	conditions	are	
important	for	cutting	tool	durability.	The	critical	parameter	is	an	axial	depth	of	cut.	For	technol‐
ogist	it	is	important	to	know	whether	the	milling	cutter	is	machining	in	the	hard	or	soft	layer	of	
gradient	material.		

The	LENS	machine	operator	could	use	the	measured	layer	thickness	for	the	machine	parame‐
ter	 setup.	 It	would	be	useful	 to	 find	 correlation	between	LENS	machine	parameters	 and	 layer	
thickness.	This	will	be	the	goal	of	future	research.	

The	metallographic	microscopic	images	shown	in	this	paper	are	not	taken	with	the	same	mi‐
croscope	 zoom;	 therefore	 it	would	 be	 beneficial	 to	 create	 an	 image	base	with	 identical	 zoom.	
Such	base	would	make	software	easier	 to	use.	 It	 is	now	necessary	to	adapt	software	 for	every	
measurement	because	of	different	transformation	ratio	k.	

The	future	work	focuses	on	the	metallographic	microscopic	image	base	with	identical	micro‐
scope	zoom.	Additionally,	automated	measurement	with	camera	is	the	ultimate	goal	for	the	de‐
veloped	measurement	algorithm.	
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A B S T R A C T	   A R T I C L E   I N F O	

This	paper	proposes	a	supply‐driven	inoperability	input‐output	model	(SIIM)	
in	analysing	risks	of	manufacturing	systems.	The	approach,	derived	from	the	
Leontief’s	input‐output	model,	was	previously	debated	for	its	implausibility	in	
analysing	 sectors	 in	 an	 economic	 system.	 This	 paper	 provides	 interesting	
insights	 in	 production	 risk	 analysis	 especially	 that	 the	 adoption	 of	 SIIM	 in	
micro‐level	 systems	 particularly	 in	 manufacturing	 systems	 was	 not	 yet	 ex‐
plored	 in	 the	 current	 literature.	 The	 resemblance	 of	 economic	 systems	 and	
manufacturing	systems	in	terms	of	system	components,	input‐output	concept,	
and	 component‐wise	 interdependencies	makes	 the	 approach	 appealing	 and	
highly	plausible.	Thus,	this	work	adopts	SIIM	in	analysing	the	impact	of	sup‐
ply	 perturbations	 in	 a	manufacturing	 system	 brought	 about	 by	 natural	 and	
man‐made	disasters,	economic	shifts,	and	government	policies.	An	actual	case	
study	was	carried	out	in	a	manufacturing	firm	in	the	central	Philippines	and	
two	scenarios	were	presented	 to	 illustrate	 the	proposed	approach.	The	pro‐
posed	approach	is	highly	significant	for	manufacturing	and	risk	practitioners	
in	formulating	mitigation	policies	to	achieve	a	resilient	manufacturing	system.
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1. Introduction 

Competition	among	manufacturing	industries	both	at	local	and	global	contexts	has	been	increas‐
ingly	tighter	today	than	in	the	previous	decades.	These	industries	have	been	implementing	cru‐
cial	strategic	decisions	in	order	to	compete.	Furthermore,	to	sustain	competitiveness,	managers	
must	be	critical	in	various	manufacturing	decision‐making	areas	in	the	context	of	firms'	benefits,	
opportunities,	costs	and	risks.	A	significant	input	to	any	decision‐making	process	in	manufactur‐
ing	systems	is	the	analysis	of	risks	brought	about	by	disruptions	of	internal	and	external	compo‐
nents	where	manufacturing	firms	are	highly	susceptible	to.	Organizations	in	general	and	manu‐
facturing	firms	in	particular	must	seek	to	understand	the	underlying	effects	of	these	disruptions;	
thus,	making	risk	analysis	and	management	an	ongoing	concern	[1].		
Various	 approaches	 on	 risk	 analysis	 of	manufacturing	 at	 firm	 level	 have	 been	 proposed	 in	

domain	literature	but	these	methodologies	are	based	on	qualitative	measures.	The	inoperability	
input‐output	model	 (IIM)	developed	by	 Santos	 and	Haimes	 [2],	 an	 important	 extension	of	 the	
award	winning	input‐output	model	introduced	by	Wassily	Leontief	for	risk	analysis,	assesses	the	
inability	of	 sectors	 to	perform	their	 intended	 functions	known	as	 'inoperability'	 caused	by	ex‐
ternal	perturbations	such	as	natural	disasters,	 terrorism,	epidemic	diseases,	among	others	 [2].	
On	a	macroeconomic	scale,	Santos	and	Haimes	[2],	 Jiang	and	Haimes	[3],	Haimes	et	al.	 [4]	and	
Santos	 [5]	 have	 successfully	 demonstrated	 the	 use	 of	 IIM	 for	 risk	 analysis	 of	 interdependent	
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systems.	The	strength	of	IIM	lies	in	its	capability	of	handling	the	cascading	effects	of	a	final	de‐
mand	perturbation	with	interdependent	system	components,	e.g.	sectors	in	an	economy.	In	con‐
trast,	the	supply‐driven	IIM	(SIIM)	addresses	the	risks	of	possible	changes	in	supply,	also	known	
as	 'value‐added	 perturbation'.	 Nevertheless,	 both	 demand‐driven	 and	 supply‐driven	 IIM	 anal‐
yses	 the	 impact	 of	 perturbations	 brought	 about	 by	 internal	 or	 external,	 natural	 or	man‐made	
processes	[6].	While	IIM	was	applied	generally	for	risk	analysis	in	economic	systems,	it	may	also	
work	for	other	similar	interdependent	systems	such	as	manufacturing	systems	as	shown	in	cur‐
rent	literature.	
The	main	argument	adopted	in	this	work	is	that	the	assessment	of	potential	losses	of	manu‐

facturing	 systems	brought	about	by	external	or	 internal	disruptions	 can	be	addressed	by	per‐
forming	risk	analysis	and	assessment	from	a	systems	perspective.	This	approach	is	a	significant	
input	to	organizational	decision‐making	in	general	and	in	the	evaluation	of	production	processes	
in	particular.	At	 the	manufacturing	 firm	 level	particularly	 in	production	systems,	demand‐side	
perturbation	 is	 less	 plausible	 as	 individual	 processes	 rarely	 have	 final	 demand.	 Thus,	 supply‐
side	perturbation	is	more	relevant	as	sources	of	raw	materials	are	highly	susceptible	to	disrup‐
tions	 caused	 by	 external	 shocks,	 e.g.	 climate	 change	 impacts,	man‐made	 disasters.	 This	 study	
attempts	to	explore	the	application	of	supply‐driven	IIM	in	manufacturing	systems	as	supported	
by	the	notion	that	supply‐side	perturbations	are	more	relevant	than	demand‐side	perturbations.	
This	promotes	the	application	of	SIIM	in	manufacturing	risk	analysis.	While	former	approaches	
provide	 insights	 on	 this	 problem	domain,	 they	 fail	 to	 provide	 a	 quantitative	 analytical	 frame‐
work	which	is	highly	significant	in	manufacturing	decision‐making.	The	motivation	of	adopting	
such	methodology	is	in	its	strength	to	holistically	evaluate	the	processes	and	examine	risks	from	
a	systems	perspective.	A	case	study	in	a	mosquito	coil	manufacturing	system	is	reported	in	this	
work.	The	contribution	of	this	study	is	in	presenting	a	new	methodological	framework	that	ho‐
listically	addresses	risk	analysis	in	manufacturing	systems.	
	

2. Literature review 

2.1 Risk management in organizational decision making 

Risk	management	is	the	identification,	assessment,	and	prioritization	of	potential	losses	brought	
about	by	disruptions	 [1].	Allocating	 scarce	 resources	 in	 the	most	effective	manner	 in	order	 to	
reduce	the	impact	of	disruptions	is	now	becoming	a	challenge	for	decision‐makers	[7].	Zobel	[8]	
presented	a	model	that	highlights	perceived	trade‐offs	in	defining	disaster	resilience	of	an	infra‐
structure,	organization,	or	any	system	which	has	been	made	possible	through	an	adjusted	resili‐
ence	function	and	optimization	model.	Wang	et	al.	[9]	adopted	graph	theory	approach	in	analys‐
ing	vulnerability	for	interdependent	infrastructure	systems	while	fuzzy	set	theory	has	been	used	
in	 assessing	 the	 impact	 of	 flooding	 [10,11].	On	 the	other	hand,	 IIM,	 an	 extension	of	 Leontief’s	
input‐output	model,	has	also	been	adopted	as	a	tool	to	aid	practitioners	and	researchers	in	risk	
analysis	and	assessment	–	an	important	component	of	risk	management	[7].	Nevertheless,	risk	
analysis	has	always	been	an	 integral	part	of	decision‐making	processes	of	any	organization.	 In	
manufacturing	 firms,	 such	 disruptions	 caused	 by	 unavailable	 workers,	 machine	 downtime,	
shortage	of	raw	materials,	natural	disasters,	among	others	yield	potential	inoperability	of	a	pro‐
duction	 process.	 Understanding	 risks	 and	 how	 to	mitigate	 these	 impacts	 from	 a	 systems	 ap‐
proach	advances	current	knowledge	on	manufacturing	resilience	research.	

2.2 Risk analysis with input‐output model 

The	Leontief	 input‐output	model	 (IOM)	describes	 the	 behaviour	 and	 relation	 of	 different	 eco‐
nomic	sectors	and	the	interdependencies	among	them.	IOM	identifies	the	key	sector	in	relation	
to	its	dependence	with	the	other	sectors	[12].	Typically,	once	an	economic	sector	is	prioritized,	
there	comes	a	need	to	provide	risk	mitigation	policies	on	the	impact	of	undesirable	events	and	
production	disruptions.	The	inherent	structure	of	IOM	which	is	to	address	interdependencies	of	
systems	 in	 general	makes	 it	 attractive	 in	 risk	 analysis.	 Prioritization	 of	 the	 key	 sector	 entails	
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implementation	 of	 preventive	 measures,	 policies,	 and	 investments	 for	 development	 and	 im‐
provement	as	well	as	reducing	the	impacts	of	risks	[7].	

In	economic	systems,	an	internal	or	external	failure	of	one	sector	could	make	that	sector	una‐
ble	to	perform	its	intended	functions.	Furthermore,	with	the	inherent	interdependencies	of	eco‐
nomic	sectors,	the	impact	of	this	failure	propagates	to	the	entire	system	which	may	trigger	sys‐
tem’s	dysfunction.	Santos	[5]	coined	the	term	“inoperability”	for	this	phenomenon	leading	to	a	
new	perspective	in	systemic	risk	analysis.	This	leads	to	an	emerging	model	developed	by	Santos	
and	Haimes	[2]	and	Jiang	and	Haimes	[3]	known	as	the	inoperability	input‐output	model	(IIM)	
which	is	basically	derived	from	the	Leontief	IOM.	IIM	is	an	extension	of	the	widely‐accepted	in‐
put‐output	model	which	focuses	on	assessing	the	possible	 impacts	of	a	sector	disruption	 in	an	
economic	system.	

2.3 Demand‐driven inoperability input‐output model 

In	2004,	Haimes	and	Jiang	[3]	founded	an	extension	of	IOM	which	is	the	IIM	–	a	simple	tool	used	
to	quantify	the	possible	losses	and	impacts	of	man‐made	or	natural	disasters	to	a	disrupted	sec‐
tor	and	to	the	entire	system	as	well.	The	works	on	IIM	generally	focus	on	the	demand‐side	inop‐
erability	which	is	expressed	as	the	percentage	of	economic	loss	due	to	a	change	in	final	demand.	
This	 definition	was	 established	 by	 Santos	 and	Haimes	 [2].	 The	 plausibility	 of	 the	 IIM	 has	 has	
gained	 interests	among	domain	scholars	such	 that	extensions	have	been	developed	capable	of	
analysing	the	effects	of	certain	disruptions	[13].	Several	extensions	have	been	reported	in	ana‐
lysing	the	cascading	effects	of	disruptions	which	may	eventually	help	decision‐makers	in	devel‐
oping	and	implementing	risk	mitigation	policies.	

IIM	focuses	on	the	demand‐side	perturbation	caused	by	external	 factors	such	as	man‐made	
disasters	 and	natural	 calamities	 on	 economic	 systems.	Using	 the	widely	used	notations	of	 the	
IIM,	it	can	be	constructed	as	

	

ݍ ൌ ݍ∗ܣ ൅ ܿ∗ (1)
	
where	ܿ∗	is	demand‐side	perturbation	vector,	ܣ∗	is	the	interdependency	matrix,	and	ݍ	is	the	in‐
operability	vector.	

The	demand‐side	perturbation	 vector	 represents	 the	degree	 of	 change	 in	demand	due	 to	 a	
disruption.	This	can	be	calculated	as	'as‐planned'	final	demand	ܿ̂௜	minus	actual	final	demand	ܿ̃௜	of	
the	same	sector,	divided	by	the	'as‐planned'	its	production	level	ݔො௜	which	can	be	written	as	

	
ܿ∗ ൌ ሾ݀݅ܽ݃ ሺݔොሻሿ‐1	ሾܿ̂ െ ܿ̃ሿ	 (2)

The	 demand‐side	 interdependency	 matrix,	 denoted	 by	 	,∗ܣ is	 associated	 with	 the	 Leontief	
technological	matrix	ܣ	and	the	'as‐planned'	production	vector	ݔො.	This	can	be	obtained	using	

	
∗ܣ ൌ ሾ݀݅ܽ݃ሺݔොሻሿିଵሾܣሿሾ݀݅ܽ݃ሺݔොሻ ሿ	 (3)

	
The	demand‐side	inoperability	vector	ݍ	can	be	expressed	as	the	percentage	economic	loss	of	

a	 sector	due	 to	a	 reduced	 final	demand.	The	economic	 loss	can	be	described	as	 the	difference	
between	 the	 'as‐planned'	 production	ݔො	 and	 the	 reduced	 level	 of	 production	ݔ෤.	By	normalizing	
economic	loss	in	terms	of	the	'as‐planned'	production	ݔො,	ݍ	can	be	expressed	as	follows	

	
ݍ ൌ ሾ݀݅ܽ݃ሺݔොሻሿିଵሾݔො െ ෤ݔ ሿ	 (4)

	
With	the	general	formulation	of	the	IIM	which	is	expressed	in	a	matrix	notation	as	ݍ ൌ ݍ∗ܣ ൅ ܿ∗	
the	inoperability	can	then	be	assessed	and	analysed.	

IIM	describes	the	cascading	effects	of	a	perturbation	of	interconnected	sectors	using	quanti‐
tative	values.	Tan	et	al.	 [1]	suggested	that	organizations	must	seek	to	understand	such	disrup‐
tions	and	be	able	to	quantify	their	impact	on	the	focal	sector	and	to	the	entire	system	as	well	in	
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order	 to	 formulate	effective	mitigation	activities.	 IIM	 is	able	 to	assess	 the	 inoperabilities	of	 in‐
terdependent	sectors	caused	by	disasters,	terrorism,	among	others	[2].		

IIM	has	been	widely	used	in	different	applications	such	as	in	evaluating	the	effect	of	terrorism	
attack	[2],	loss	of	natural	resource	inputs	due	to	climate	change	[14],	fuel	issues	[15],	etc.	Along	
with	emerging	applications	of	 IIM,	 several	hybrid	approaches	have	been	developed	 in	 current	
literature	with	IIM	as	its	core.	These	include	the	application	of	IIM	in	economic	sectors	[16],	ap‐
plication	of	IIM	focusing	on	specific	areas	in	a	sector	[17],	developing	different	methodologies	on	
measuring	the	maximum	level	of	perturbation	the	sector	or	the	system	can	tolerate	[18],	appli‐
cations	that	highlight	the	analysis	of	impact	propagation	to	the	upstream	and	downstream	sec‐
tors	[19],	using	a	different	approach	in	translating	qualitative	information	into	quantitative	data	
[20],	risk‐based	applications	of	IIM	and	the	development	of	other	models	to	assess	inoperability	
[7]	as	well	as	analysing	the	dynamic	elements	of	the	matrices	used	in	IIM	[21].	See	Table	1	for	a	
summary	of	the	applications	of	IIM.	Note	that	the	list	is	not	intended	to	be	comprehensive.	
	

Table	1	Applications	of	Inoperability	Input‐output	Model	(IIM)	

	
The	 application	of	 IIM	 in	 assessing	 the	 impact	 of	 disruptions	 in	 economic	 sectors	provides	

guidance	to	decision‐makers	and	policy‐makers	in	implementing	policies,	preventive	measures,	
and	other	investments	to	reduce	the	impacts	of	risks.	However,	the	framework	of	IIM	is	not	only	
limited	to	macro‐economic	analysis.	Being	a	systems	approach,	it	is	also	applicable	to	other	are‐
as	that	can	be	represented	as	systems,	e.g.	in	production	systems	with	processes	as	subsystems.	
Production	 processes	 are	 the	 series	 of	 steps	 required	 in	 transforming	 raw	materials	 into	 fin‐
ished	goods	which	can	be	analogously	treated	as	sectors	of	an	economic	system.	These	processes	
generate	outputs	that	become	inputs	to	other	processes	in	converting	work‐in‐process	invento‐
ries	 into	 finished	 goods.	 Consequently,	 production	 processes	 establish	 interconnections	 with	
other	processes	making	the	entire	system	an	interdependent	one.	The	strength	of	IIM	lies	in	its	

Classification	of	application	 References	 Descriptions	

Application	of	IIM	in	different	areas	of	
the	economy	

[16]	 Used	a	multi‐regional	IIIM	in	transportation	network	
[13]	 Applied	 IIM	to	evaluate	 the	 impact	of	 inoperability	of	 international	

trade	(IT‐IIM)	

Application	of	IIM	in	specific	area	in	a	sector	

[17]	 Focused	 on	 the	 role	 of	 inventory	 with	 respect	 to	 resilience	 and	
inoperability	

[22]	 Used	IIM	to	quantify	the	effect	in	supply	chain	network	disruption	
[23]	 Measured	the	efficacy	of	inventory	due	to	perturbation	

Used	a	different	method	to	know	the	maximum	
level	of	initial	perturbation	the	sector	or	
system	can	withstand	

[24]	 Developed	a	risk	index	which	is	obtained	in	order	to	support	the	IIM	
in	creating	an	action	plan	of	a	system	

[18]	 Created	 a	 shock	 absorption	 index	 which	 measures	 the	 maximum	
level	 of	 initial	 perturbation	 the	 system	 is	 capable	 of	 absorbing	 so	
that	the	entire	system	will	not	be	fully	inoperable	

[25]	 Developed	 functional	 dependency	 net	 analysis	 (FDNA)	 which	 de‐
termines	the	level	of	inoperability	tolerable	by	the	sector	

[26]	 Sensitivity	 analysis	 through	 sensitivity	 index	which	 can	 be	 carried	
out	by	computing	fields	of	influence	

Used	another	approach	of	IIM	that	further	
stipulate	the	interdependencies	of	sectors	

[27]	 Agent‐based	approach	also	is	used	to	break	down	sectors	into	sub‐
sectors	 to	 further	 assess	 the	 inoperability	 of	 these	 interrelated	
sectors	and	the	system	as	a	whole	

[28]	 Decomposition	of	preparedness	problems	done	in	order	to	calculate	
the	 trade‐off	 between	 preparedness	 cost	 and	 resilience	 among	
regions	

Focused	on	propagation	analysis	to	the	
upstream	and	downstream	sectors	

[1]	 Propagation	analysis	is	used	to	know	the	impact	of	a	certain	pertur‐
bation	to	the	downstream	and	upstream	sectors	

[19]	 Focused	 on	 the	 propagation	 of	 critical	 infrastructure	 interdepend‐
ency	

Translated	qualitative	information	into	
quantitative	data	

[29]	 Developed	 stockholder’s	 influence	 expressed	 in	 terms	 of	 loss	 of	 a	
stakeholder	functionality	in	a	scenario	

[20]	 Used	fuzzy	numbers	that	deals	with	imprecise	values	

Risk	management	application	of	IIM	

[7]	 Applied	 IIM	 and	 provided	 risk	management	measures	 to	 potential	
disruption	

[3]	 Risk‐based	framework	of	IIM	to	have	for	a	more	effective	risk	man‐
agement	

Development	a	dynamic	technical	coefficient	
[21]	 Focuses	 on	 the	 temporary	 or	 permanent	 values	 of	 the	 technical	

coefficient	
Dynamic	inoperability	input‐output	model	 [30]	 Focuses	on	the	inoperability	of	sectors	with	respect	to	time	
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capability	 in	 handling	 the	 cascading	 effects	 of	 a	 final	 demand	 perturbation	 to	 interdependent	
system	components,	e.g.	sectors.	In	contrast,	the	supply‐driven	IIM	(SIIM),	which	is	an	analogous	
methodology	of	IIM,	investigates	the	risks	of	possible	changes	in	supply	or	the	so‐called	'value‐
added	perturbations'.	

2.4 Supply‐driven inoperability input‐output model 

The	supply‐driven	static	IIM	(SIIM)	was	derived	by	Leung	et	al.	[6].	SIIM	is	capable	of	quantify‐
ing	 the	 loss	 brought	 about	 by	 a	 value‐added	 disruption	 or	 a	 supply	 perturbation	 of	 a	 certain	
component	 in	 a	 system	and	 its	 effect	 to	 the	other	 components.	However,	 the	 implausibility	of	
SIIM	has	become	an	emerging	issue	in	current	literature.	However,	in	this	study,	its	relevance	in	
evaluating	manufacturing	process	systems	is	presented.	The	SIIM	is	represented	as	

݌ ൌ ሺܫ െ 	∗ݖ௦∗ሻିଵܣ (5)

where	݌	 is	 the	vector	 of	 the	 cost	 change	 in	 output	due	 to	 value‐added	perturbation,	ܣ௦∗	 is	 the	
supply‐based	 interdependency	matrix,	and	ݖ∗	 is	 the	 initial	value‐added	or	supply	perturbation	
vector.	Suppose	that	ሺܫ െ ௦∗ሻିଵܣ ൌ ൫ܾ௜௝൯௡ൈ௡	,	and		

∗ݖ ൌ ݀݅ܽ݃ሺݔොሻିଵሺ̃ݖ െ 	ሻݖ̂ (6)

݌ ൌ ݀݅ܽ݃ሺݔොሻିଵሺݔ෤ െ 	ොሻݔ (7)

∗௦ܣ ൌ ݀݅ܽ݃ሺݔොሻିଵܣ௦ ݀݅ܽ݃ሺݔොሻ	 (8)

The	vector	̂ݖ	is	the	value	of	nominal	value‐added	and	̃ݖ	is	the	value	of	degraded	value‐added	
after	perturbation.	The	computations	necessary	in	carrying	out	the	SIIM	are	analogous	to	those	
of	the	IIM.	
	SIIM	has	been	adopted	for	uncertainty	and	sensitivity	analysis	of	interdependent	infrastruc‐

ture	sectors	[31].	While	IIM	works	for	risk	analysis	in	economic	systems,	it	also	works	for	other	
similar	interdependent	systems	such	as	manufacturing	systems.	The	relevance	of	SIIM	is	on	ana‐
lysing	 the	 interdependent	 components	 in	 a	 system,	 e.g.	 processes	 in	 a	manufacturing	 system,	
where	supply	is	more	considered	relevant	than	demand.	SIIM	is	more	suitable	in	analysing	the	
risks	in	a	manufacturing	system	because	of	the	presence	of	value‐added	inputs	such	as	the	raw	
materials,	labour,	and	machineries	that	are	highly	susceptible	to	disruptions.	Consequently,	SIIM	
is	likewise	more	relevant	than	the	IIM	as	supply	disruptions	are	more	prevalent	in	the	context	of	
manufacturing	due	to	 the	 limited	 final	demand	requirements	of	each	 individual	processes.	For	
instance,	most	manufacturing	systems	have	 final	demand	 in	 their	end‐of‐line	processes	 rather	
than	on	individual	processes.	Thus,	a	final	demand	perturbation	is	considered	trivial	in	this	con‐
text.	With	this,	value‐added	 input	disruptions	characterize	most	manufacturing	systems	which	
are	caused	by	man‐made	or	natural	disasters	forcing	input	prices	to	rise.	

3. Case Study 

3.1 Background of the Case Firm 

Firm	X	is	a	mosquito	coil	manufacturing	firm	situated	in	central	Philippines.	It	is	one	of	the	most	
competitive	 firm	 in	 its	 industry	 and	has	 been	 a	 distributor	 for	more	 than	 five	 decades.	 These	
mosquito	coils	vary	in	sizes,	scents	and	effectiveness.	Although	these	coils	vary	greatly	in	terms	
of	composition	and	characteristics,	their	processes	do	not	differ	significantly.	There	are	ten	pro‐
cesses	 that	 these	 products	 generally	 undergo:	 vertical	 mixing,	 weighing,	 blending,	 kneading,	
stamping,	 air	 drying,	 tunnel	 drying,	 coil	 harvesting,	 spraying,	 and	 packing.	 Two	 scenarios	 are	
presented	in	this	study	to	 illustrate	the	application	of	IIM	in	the	context	of	manufacturing	sys‐
tems	and	to	quantify	the	impact	of	supply	disruption	of	a	process	to	the	entire	system.	See	Ap‐
pendix	A	for	the	flow	of	processes	of	Firm	X.	
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3.2 First scenario: Coffee skin shortage due to tropical typhoons 

Coffee	is	known	to	be	a	natural	insect	repellent	which	makes	coffee	skin	an	essential	material	for	
the	production	of	mosquito	coils.	The	Philippines	is	one	of	the	few	countries	that	are	capable	of	
cultivating	 and	 growing	 four	 varieties	 of	 commercially‐viable	 coffee	 namely	 Arabica,	 Liberia	
(Barako),	Excelsa	and	Robusta.	The	agriculture	and	cultivation	of	crops	in	various	types	includ‐
ing	coffee	beans	have	been	at	risk	over	the	last	decade	due	to	the	fact	that	the	Philippines	has	
been	struck	by	numerous	disasters.	Not	only	are	the	local	farmers	affected	with	this	current	is‐
sue,	but	also	to	the	industries	that	need	coffee	products	in	its	production	[32].	In	recent	news,	at	
least	 116	 hectares	 of	 coffee	 beans	 in	 10	 towns	 in	 Antique,	 located	 also	 in	 central	 Philippines	
were	destroyed	by	Typhoon	Haiyan,	with	local	name	Yolanda	[33].	

SIIM	 is	used	 to	 analyse	 the	effect	of	 this	disruption	 to	 the	manufacturing	 system	of	Firm	X	
which	primarily	acquires	coffee	skin	from	different	parts	of	the	country	for	its	production.	Given	
the	possibility	of	a	typhoon	to	strike	the	source	of	coffee	beans,	SIIM	is	used	to	quantify	the	loss	
in	terms	of	cost‐price	change	due	to	this	possible	value‐added	or	supply	disruption.	A	supposed	
20	%	price	increase	of	coffee	skin	due	to	scarcity	of	supply	which	directly	perturbs	the	blending	
process.	Applying	SIIM	in	the	scenario	makes	it	possible	to	see	the	effects	of	this	perturbation	to	
each	of	the	individual	production	processes.	

Having	a	20	%	value‐added	perturbation	in	blending	process,	caused	by	coffee	skin	shortage,	
results	 to	 relative	 cost‐price	 changes	 to	 the	 other	 processes	 with	 final	 perturbation	 values	
shown	in	Table	2.	The	initial	perturbation	vector	ݖ∗is	obtained	by	placing	0.20	in	the	blending	
process	where	 the	 system	 is	 initially	perturbed	 and	0	values	 for	 the	 rest	 of	 the	entries	which	
means	 that	 there	 are	 no	 initial	 perturbation	 in	 these	 respective	 processes.	 Final	 perturbation	
vector	p	was	obtained	using	Eq.	5.	The	blending	process	obtained	the	largest	p	value	because	its	
value‐added	 is	 directly	 and	 initially	 perturbed.	Due	 to	 the	 initial	 perturbation	 in	 the	 blending	
process,	the	other	processes	in	the	system	are	also	affected	which	can	be	observed	by	their	final	
perturbation	due	to	the	indirect	and	direct	 interrelationships	that	they	have	with	the	blending	
process.	Except	for	the	vertical	mixing	process	because	it	is	a	preceding	process	of	the	perturbed	
blending	process.	It	has	a	zero	value	thus,	a	value‐added	change	in	the	blending	process	does	not	
result	to	a	cost‐price	change	in	the	inputs	of	vertical	mixing.	Since	vertical	mixing	is	the	first	pro‐
cess	in	the	system,	it	does	not	require	inputs	from	other	processes,	e.g.	blending	process.	It	can	
be	also	realized	that	the	processes	with	direct	relationship	with	the	initially	perturbed	blending	
process	have	larger	p	values	compared	to	the	other	processes.		
	

Table	2	Value‐added	perturbation	caused	by	coffee	skin	shortage	
Processes	 z* (initial	perturbation) p	(final	perturbation)
Vertical	Mixing	 0 0.0000	
	Weighing	 0 0.1981	
Blending	 0.2 0.3769	
Kneading	 0 0.1182	
Stamping	 0 0.0841	
Air	Drying	 0 0.0828	
Tunnel	Drying	 0 0.0251	
Coil	Harvesting	 0 0.0247	
Spraying	 0 0.0232	
Packing	 0 0.0218	
	

3.3 Second scenario: Coal price increase due to mine collapse 

Mosquito	coils	need	to	be	hard	to	serve	its	purpose	well	and	be	an	effective	repellent.	Thus,	the	
drying	process	play	a	crucial	role	 in	manufacturing	these	products.	These	coils	go	through	the	
tunnel	drying	process	with	the	use	of	a	steam	boiler	which	primarily	consumes	up	to	3,240	kg	of	
coal	for	every	912	pairs	of	coil.	With	the	daily	demand	of	coils,	coal	is	considered	one	of	the	high‐
volume	raw	materials	used	in	production.		

Coals	are	obtained	through	mining.	Mining	however,	is	considered	one	of	the	most	dangerous	
industrial	activities	globally	as	 several	disasters	have	occurred	 in	mining	 industries	which	are	
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very	unpredictable	in	nature.	At	an	open‐pit	mine	of	the	largest	coal	producer	in	the	Philippines,	
the	western	wall	of	the	mine	collapsed	due	to	heavy	rains	and	13	miners	were	buried	under	the	
soil.	This	occurrence	led	to	a	four‐month	suspension	of	work	in	the	firm	as	mandated	by	the	De‐
partment	 of	 Energy	 of	 the	 Republic	 of	 the	 Philippines.	 Almost	 94	%	 of	 the	 country’s	 coal	 re‐
quirements	 is	 supplied	 by	 the	 firm	 and	 the	 suspension	 of	 the	mining	 operation	 is	 believed	 to	
have	a	large	impact	on	the	market	[34].	This	resulted	to	a	disrupted	supply	of	coal	to	manufac‐
turing	firms	in	their	operations	which	eventually	increased	the	price	of	coal.	

With	the	risk	of	recurrence,	the	scenario	aims	to	look	into	the	effect	of	the	coal	price	increase	
to	the	mosquito	coil	firm’s	processes.	A	value‐added	perturbation	of	36	%	in	the	tunnel	drying	
process	is	assumed	which	is	caused	by	the	increase	in	price	of	coal	due	to	mining	operation	sus‐
pension.	Results	are	shown	in	Table	3.	It	can	be	seen	in	Table	3	that	the	tunnel	drying	has	the	
same	percentage	of	perturbation	in	the	initial	and	final	perturbation,	unlike	the	previous	scenar‐
io,	mainly	because	of	the	interrelationships	it	has	with	the	other	processes.		

As	seen	in	Appendix	A	the	process	flow	of	Firm	X	is	generally	straightforward	thus	the	affect‐
ed	processes	are	those	succeeding	the	perturbed	process.	These	affected	processes	namely	coil	
harvesting,	spraying,	and	packing	is	not	capable	of	contributing	a	perturbation	to	the	tunnel	dry‐
ing	process	 as	 this	 process	 does	 not	 require	 inputs	 from	 these	processes.	Hence,	 it	 is	 not	 de‐
pendent	on	these	processes.	Coil	harvesting	has	a	final	perturbation	value	more	or	less	similar	
with	tunnel	drying	mainly	because	it	directly	receives	the	outputs	of	the	tunnel	drying	process.	
Mindful	of	the	concept	of	linear	process	flow	or	straightforward	interrelationship	of	processes,	
processes	 preceding	 tunnel	 drying	 have	 no	 cost‐price	 change	 values	 p	 since	 these	 processes	
(vertical	mixing	down	to	air	drying)	do	not	receive	inputs	from	tunnel	drying.	

Table	3	Value‐added	perturbation	caused	coal	price	increase	
Processes	 z*	(initial	perturbation) p	(final	perturbation)
Vertical	mixing	 0 0.0000	
Weighing	 0 0.0000	
Blending	 0 0.0000	
Kneading	 0 0.0000	
Stamping	 0 0.0000	
Air	drying	 0 0.0000	
Tunnel	drying	 0.36 0.3600	
Coil	harvesting	 0 0.3545	
Spraying	 0 0.3333	
Packing	 0 0.3128	

 
3.4 Discussion 

In	SIIM,	two	different	scenarios	of	value‐added	perturbations	were	presented	in	the	case	study.	
For	Firm	X,	scenario	1	shows	coffee	skin	shortage	brought	about	by	tropical	typhoons	while	sce‐
nario	2	illustrates	coal	price	increase	due	to	a	disaster	in	mining	operations.	Results	of	the	sce‐
narios	have	quantified	the	final	perturbation	or	cost‐price	changes	of	the	value	of	outputs	of	the	
individual	processes.	 It	can	be	observed	that	Firm	X	has	several	processes	with	zero	final	per‐
turbation	values	due	its	straightforward	flow	of	processes.	The	final	perturbation	value	of	a	par‐
ticular	process	 other	 than	 the	perturbed	process	depends	on	 its	 relationship	 and	dependence	
with	the	initially	perturbed	process	and	the	other	processes.	If	that	particular	process	precedes	
the	perturbed	process	with	no	feedback	loop,	the	impact	of	the	initial	perturbation	is	zero;	that	
is	p	is	zero,	since	it	does	not	receive	inputs	from	the	perturbed	process.	In	contrary,	succeeding	
processes	 of	 the	 perturbed	 process	 are	 affected	 and	 the	 impact	 decreases	 as	 the	 distance,	 in	
terms	of	sequence,	of	a	process	with	the	perturbed	one	increases.	

In	this	case	study,	SIIM	has	been	successfully	implemented	in	analysing	and	quantifying	the	
impact	of	supply	or	value‐added	perturbations	to	the	directly	affected	process	and	its	cascading	
effects	on	the	other	processes	due	to	the	interdependencies	among	processes.	In	this	study,	two	
scenarios	are	presented	to	further	explore	the	applicability	of	SIIM	in	micro‐level	application,	i.e.	
in	manufacturing	 firms.	 For	 both	 scenarios,	 it	 has	 been	 shown	 that	when	 a	 certain	 process	 is	
disrupted	through	a	supply	or	value‐added	perturbation,	 it	will	 inflict	cascading	effects	to	pro‐
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cesses	it	has	interrelationships	with.	The	perturbation	directly	affects	other	processes	the	per‐
turbed	process	has	strong	relationships	with	 i.e.	 the	proceeding	process	which	needs	 the	per‐
turbed	process’	outputs	and	in	contrary,	yield	small	effects	to	processes	that	are	weakly	interre‐
lated	with	 the	perturbed	one.	Therefore,	 the	changes	 in	 the	value	of	 required	output	as	mani‐
fested	by	the	p	values,	which	show	the	cascading	effects	of	 the	 initial	perturbation,	depend	on	
the	process	being	perturbed	and	its	interrelationships	among	other	processes.		

4. Conclusion and future work 

The	supply‐driven	inoperability	input‐output	model	adopted	in	this	work	addresses	risk	analy‐
sis	in	an	interdependent	system	which	is	an	inherent	characteristic	of	most	manufacturing	sys‐
tems.	Contrary	to	current	literature	and	practice	where	risks	are	assessed	on	individual	compo‐
nent	of	 the	manufacturing	 system,	 the	proposed	approach	 identifies	 risks	 taken	 from	 the	per‐
spective	of	analysing	the	system	as	an	 integrated	structure	of	components.	SIIM	quantifies	the	
risks	of	cost‐price	increase	of	manufacturing	process	outputs	brought	about	by	the	increase	in	
prices	of	process	value‐added	inputs	which	may	be	caused	by	natural	or	man‐made	disasters.	It	
simultaneously	considers	production	processes	as	a	 system	rather	 than	 isolating	each	process	
for	analysis.	From	the	study	reported	in	this	work,	it	can	be	inferred	that	SIIM	effectively	quanti‐
fies	the	actual	impact	on	each	process	after	a	value‐added	perturbation	has	occurred.	Results	of	
this	 risk	 assessment	 process	 help	 manufacturing	 managers	 and	 practitioners	 in	 establishing	
policies	 and	 infrastructures	 that	would	 eventually	minimize	 the	 systemic	 risks.	 SIIM	 aids	 the	
firm’s	 management	 and	 other	 manufacturing	 practitioners	 in	 risk	 analysis	 and	 in	 decision‐
making	collectively.	No	approach	in	manufacturing	systems	research	has	been	reported	that	has	
the	capability	SIIM	framework	has	to	offer	and	this	is	considered	as	the	main	contribution	of	this	
work	in	the	literature	of	risk	analysis	and	manufacturing	research.	The	proposed	methodology	is	
considered	to	be	most	suitable	for	manufacturing	firms	rather	than	the	demand‐driven	approach	
mainly	because	each	process	in	a	manufacturing	system	generally	does	not	have	any	final	exog‐
enous	demand	unlike	economic	sectors	where	final	demand	of	each	sector	is	naturally	present.	

A	number	of	future	works	can	be	implemented	with	the	proposed	framework.	First,	the	im‐
preciseness	of	the	data	used	in	the	input‐output	tables	is	crucial	in	enhancing	the	quality	of	the	
results.	To	address	this,	fuzzy	set	theory	may	be	applied	where	data	values	become	fuzzy	num‐
bers	with	membership	 functions.	Future	work	can	be	done	on	this	area	and	then	compare	the	
results	with	the	results	reported	in	this	study	in	order	to	assess	the	robustness	of	the	proposed	
approach.	Secondly,	SIIM	framework	can	be	extended	to	a	dynamic	SIIM	in	order	to	assess	the	
behaviour	of	process	perturbations	with	time.	The	dynamic	SIIM	may	have	the	capability	in	de‐
termining	the	time	when	the	manufacturing	system	achieves	a	status	quo	after	the	occurrence	of	
a	disruption.	Third,	the	proposed	approach	can	be	applied	in	understanding	supply‐side	risks	of	
a	supply	chain	brought	about	by	supply‐demand	uncertainty	[35].	When	supply	chain	risks	are	
assessed,	the	proposed	method	may	be	able	to	quantify	the	risks	associated	with	the	individual	
members	of	 the	 supply	 chain.	An	 interesting	 future	work	might	be	 the	 integration	of	 the	pro‐
posed	approach	with	the	current	directions	of	a	sustainable	supply	chain	[36].	The	assessment	
may	be	incorporated	with	supply	chain	analysis	frameworks	that	address	the	trade‐off	of	max‐
imising	 customer	 service	 level	 and	minimising	work‐in‐process	 inventory	as	proposed,	 for	 in‐
stance,	by	Smew	et	al.	[37].	Finally,	the	emerging	concerns	on	cyber‐risks	generated	from	hack‐
ers,	employees,	 competitors	and	malicious	software	 [38]	can	be	also	addressed	using	 the	pro‐
posed	approach.	
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A B S T R A C T	   A R T I C L E   I N F O	

Carpal	 tunnel	syndrome	(CTS)	 is	 the	most	commonly	reported	work‐related	
musculoskeletal	 disorder	 of	 the	 upper	 extremity.	 In	 this	 communication,	 a	
comparison	of	CTS	and	associated	risk	factors	amongst	traditional	and	semi‐
ergonomic	shocker	manufacturing	assembly	line	workers	in	the	actual	indus‐
trial	environment	has	been	studied	through	questionnaire	and	physical	tests.	
Fisher’s	 exact	 test	 and	Surface	electromyography	 (sEMG)	 signal	 values	have	
been	used	 for	 statistical	 data	 analysis.	 Symptoms	present	 are	numbness	 (in	
80	%	of	 traditional	and	 in	16.66	%	of	semi‐ergonomic),	 tingling	(in	50	%	of	
traditional	 and	 in	 8.33	%	 of	 semi‐ergonomic),	 and	 difficulty	 in	 grasping	 (in	
80	%	of	 traditional	 and	20	%	of	 semi‐ergonomic).	 Tinel’s	 and	Phalen’s	 sign	
also	 show	 an	 almost	 similar	 trend.	 The	 results	 reflect	 that	 the	 traditional	
shocker	manufacturing	workers	 have	more	 CTS	 symptoms	 occurrence	 than	
the	semi‐ergonomic	shocker	manufacturing	workers.	The	sEMG	signal	analy‐
sis	 result	 reveals	 that	 the	 lesser	 muscle	 activity	 values	 (EMG‐RMS	 values)	
indicate	the	contribution	of	CTS	symptom	in	shocker	assembly	line	workers.	
It	 is	 found	 that	 there	 is	 a	 significant	 difference	 in	 EMG‐RMS	 values	 of	 CTS	
symptoms	 and	 control	 subjects	 in	 traditional	 and	 semi‐ergonomic	 shocker	
manufacturing	industries.	It	is	observed	that	if	a	subject	is	affected	with	CTS	
symptoms,	 then	 the	 sEMG	 signal	 value	 is	 0.01223	mV	 in	 case	 of	 traditional	
and	0.02625	mV	in	case	of	semi‐ergonomic	shocker	assembly,	and	for	control	
subjects	 sEMG	signal	 value	 is	0.15614	mV	 in	 traditional	 and	0.17563	mV	 in	
case	of	semi‐ergonomic	shocker	assembly.	
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1. Introduction 

Occupational	health	problems,	injuries	and	disorders	are	primarily	due	to	the	work	characteris‐
tics	and	environment	in	industries	worldwide	[1,	2].	Research	survey	on	Repetitive	Strain	Inju‐
ries	(RSI)	has	been	observed	as	the	most	common	form	of	work	related	illness	of	physical	and	
psychological	affecting	various	organizations	[3‐6].	RSI	directly	affect	the	quality	and	production	
rate	of	work,	health	of	workers,	work	satisfaction,	and	absenteeism	[7‐10].	One	of	the	common	
RSI	 Carpal	 Tunnel	 Syndrome	 (CTS)	 and	 associated	 risk	 factors	 among	 assembly	 line	workers	
engaged	in	traditional	and	semi‐ergonomic	shocker	manufacturing	industries	are	due	to	work‐
related	musculoskeletal	 disorders	 (WMSDs).	 Assembly	 line	workstations	 and	 their	 operations	
are	 executed	 repeatedly	 and	 hence	 result	WMSDs	 [11,	 12].	Musculoskeletal	 disorders	 (MSDs)	
means	conditions	associated	with	the	upper	extremities	(arm	and	hand)	affecting	the	muscles,	
nerves	or	other	soft	tissues,	tendons,	ligaments,	and	joints.	MSDs	are	common	occupational	dis‐
eases	among	assembly	line	workers	due	to	repetitive	movements	or	heavy	workloads	[13,	14].	
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The	assembly	line	workers	of	automotive	industry	are	one	of	several	industries	that	have	high	
incidence	 of	MSDs	 [15,	 16].	 The	 common	 risk	 factor	may	 possible	 be	 the	 repetitive	 awkward	
posture	of	the	worker	relative	to	the	work	while	trying	to	access	different	tasks	in	automotive	
assembly	 line.	 Previous	 studies	 for	 automotive	 industry	workforce	have	 shown	 that	 awkward	
postures	 increase	 the	 risk	 of	MSDs	 [17‐19].	 Published	 literature	 indicate	 that	 reducing	work‐
place	exposure	 to	known	 risk	 factors	 including	awkward	posture	 results	 in	 reduced	MSD	 risk	
[20‐22].	The	Ovako	Working	Posture	Analysis	System	(OWAS)	method	using	3D	simulation	 to	
identify	and	evaluate	harmful	working	posture	was	carried	out	 [23].	CTS	 is	one	of	 the	 type	of	
MSDs	affects	1	%	of	general	population	and	5	%	of	working	population	undergoing	repetitive	
movements	of	wrists	and	hands	 in	daily	 living.	CTS	 is	a	narrow	tunnel	 in	 the	wrist	 formed	by	
ligament	 and	 bone.	 The	 common	 symptoms	 of	 hand	 pain,	wrist	 pain,	 numbness,	 tingling,	 and	
pain	within	the	median	nerve	were	analysed	[24,	25].	Investigation	on	carpal	tunnel	and	osteofi‐
brotic	tunnel	surrounded	by	carpal	bones	and	the	strong	transverse	carpal	ligament	was	done.	
Nine	 tendons	 run	 through	 the	 tunnel,	 as	well	 as	 the	median	nerve,	which	 is	 the	 closest	 to	 the	
surface,	and	 the	associated	blood	vessels.	CTS	occurs	when	the	 ligaments	running	through	the	
carpal	tunnel	get	inflamed	due	to	relatively	small	yet	lasting	or	repeated	pressure	or	vibration,	
which	causes	swelling	of	tendon	sheaths	resulting	in	elevated	pressure	in	the	carpal	tunnel	and	
hence	entrapment	of	 the	median	nerve	against	 the	transverse	carpal	 ligament	[26].	Studies	on	
CTS	 by	 over‐worked,	 over‐strained	 muscles	 of	 arms	 and	 hands,	 possibly	 leading	 to	 muscle	
strength	problems	were	carried	out	[27].		

A	review	on	long	exposure	to	repetitive	flexion	and	extension	of	the	wrist	studies	were	ana‐
lysed	and	the	diagnostic	procedure	were	highlighted	[28].	The	detection,	amplification	and	re‐
cording	 of	 changes	 in	 skin	 voltage	 produced	 by	 underlying	 skeletal	 muscle	 contraction	 are	
termed	 as	 electromyography	 and	 recording	 obtained	 is	 called	 Electromyogram.	 The	Abductor	
Pollicis	Brevis	(APB)	and	its	affect	by	muscle	entropy	associated	with	CTS	were	discussed	[29‐
31].	Many	clinical	and	biomechanical	studies	on	CTS,	the	electrophysiological	properties	of	the	
APB	muscle	were	investigated	[32‐35].	EMG	signal	is	a	biomedical	signal	that	measures	electri‐
cal	 currents	 generated	 in	 muscles	 during	 its	 contraction	 and	 expansion	 representing	 neuro‐
muscular	activities.	The	nervous	system	always	controls	 the	muscular	activity.	The	analysis	of	
EMG	signal	and	physiological	properties	of	muscles	was	carried	out	[36].	Study	on	EMG	to	detect	
muscular	disorder	along	with	muscular	abnormalities	caused	by	other	system	disease	 such	as	
nerve	dysfunction	was	done	[37].	Investigation	on	surface	EMG	and	its	use	by	personnel	other	
than	 medical	 doctors	 was	 carried	 out	 [38].	 Studies	 on	 anthropometric	 characteristics	 of	 the	
hand,	muscle	tensile	strength	related	to	hand	grip	movement	was	carried	out	[39].	Several	stud‐
ies	confirmed	persons	with	high	BMI	to	be	a	group	at	high	risk	for	developing	CTS.	High	BMI	is	
also	associated	with	decreased	sensory	conductivity	of	the	median	nerve	[40‐43].	

In	the	present	study	an	attempt	has	been	made	to	monitor	the	impact	of	CTS	and	associated	
risk	 factors	 in	traditional	and	semi‐ergonomic	shocker	manufacturing	 industries	through	Fish‐
er’s	exact	test	and	sEMG	signal	analysis.	

2. Materials and methods 

This	work	was	carried	out	at	two	shocker	industries	in	Haryana	State,	India.	140	workers	of	two	
shocker	 manufacturing	 industries,	 one	 is	 based	 on	 traditional	 and	 other	 on	 semi‐ergonomic	
standards,	were	 included	in	the	study.	 In	traditional	shocker	assembly	all	parts	are	assembled	
manually	and	some	operation	by	machines	(like	cylinder	bottom	pressing,	cylinder	valve	tight‐
ening	with	 the	 help	 of	 riveting	machine)	 are	 performed	on	 an	 assembly	 line.	 Semi‐ergonomic	
shocker	assembly	is	a	system	of	using	machines	considering	human	machine	interface	and	ergo‐
nomical	aspects	 for	assembly	of	shock	absorber.	There	are	70	workforce	 in	 traditional,	with	a	
mean	 age	 of	 39.29	 ±	 7.76	 years,	 range	 25‐56,	 and	 70	 in	 semi‐ergonomic,	with	 a	mean	 age	 of	
29.23	±3.54	years,	range	23‐40.	The	number	of	workers	at	the	studied	line	was	91	in	traditional	
and	85	in	semi‐ergonomic.	In	the	present	study	we	excluded	those	who	did	not	work	at	the	line,	
those	who	were	off	work	due	to	sick‐leave,	pregnancy,	education,	chronic	illness	or	due	to	other	
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reasons.	The	study	included	those	140	that	were	present	at	their	workstation	on	the	day	of	ex‐
amination	of	those	specific	workstations.	The	full	questionnaire	is	shown	in	the	Appendix	A.	

2.1 Shock absorber operations and assembly systems 

The	ergonomics	study	has	been	conducted	on	total	140	workers	of	two	shocker	manufacturing	
industries.	One	 is	based	on	 traditional	and	other	on	semi‐ergonomic	standards	having	manual	
operations	such	as	case	tube	cleaning,	cylinder	cleaning,	component	cleaning,	guide	disk	assem‐
bly,	 piston	 valve	 tightening/riveting,	 cylinder	 bottom	 valve	 assembly/tightening,	 oil	 filling	 in	
cylinder,	cylinder	bottom	pressing,	piston	rod	circlipping,	oil	seal	assembly,	oil	seal	pressing	and	
beading	and	Sealing.	A	brief	description	of	each	operation	is	given	below.		

Case	tube	cleaning		

In	this	operation	the	outer	tube	is	cleaned	extensively	so	that	the	shocker	can	work	properly.	It	
is	made	up	of	mild	steel	and	having	weighs	around	2	kg.	The	operation	is	performed	in	a	clean‐
ing	chamber	with	a	suitable	brush	in	both	the	industries.		

Cylinder	cleaning		

To	remove	 foreign	particles	properly	 from	outer	 surface	of	 cylinder	 the	phosphate	 solution	 is	
used.	In	semi‐ergonomic	industry	both	case	tube	cleaning	and	cylinder	cleaning	operations	are	
performed	at	same	work	station	as	shown	in	Fig.	1.	

	

										 	

Fig.	1	A	typical	photograph	of	case	tube	and	cylinder	cleaning	event	at	traditional	and	
semi‐ergonomic	shocker	assembly	line	

Component	cleaning		

Small	components	like	bush,	washer	and	oil	seal	are	cleaned	in	a	tray	by	the	air	pressure	to	wipe	
out	 the	 dust	 and	 foreign	 particles	 properly.	 The	 number	 of	 operators	 engaged	 in	 traditional	
shocker	assembly	unit	are	five	whereas	in	semi‐ergonomic	industry	are	four.	In	both	the	indus‐
tries	the	operation	was	performed	in	cleaning	chamber	as	shown	in	Fig.	2.	

	

										 	

Fig.	2	A	typical	photograph	of	component	cleaning	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	
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Guide	disk	assembly		

In	this	operation	guide	disk	is	used	for	piston	and	main	spring	support.	The	assembly	is	done	by	
spanner	and	air	nut	runner.	The	four	numbers	of	operators	are	engaged	in	traditional	and	semi‐
ergonomic	industries.	In	traditional	manufacturing	unit,	the	operation	is	performed	by	a	conven‐
tional	 spanner	 at	 guide	 disk	 assembly	 station	whereas	 in	 semi‐ergonomic	 industry,	 it	 is	 per‐
formed	on	a	moving	conveyor	by	air	nut	runner	as	shown	in	Fig.	3.	
	

	 									 	

Fig.	3	A	typical	photograph	of	guide	disk	assembly	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	

Piston	valve	tightening/riveting		

In	both	the	industries,	the	operation	is	performed	by	a	riveting	press	at	piston	valve	tightening	
station.	The	operation	is	performed	on	moving	conveyor	and	piston	valve	is	tightened	by	rivet‐
ing	machine.	The	number	of	operators	engaged	is	five	in	both	the	industries	as	shown	in	Fig.	4.	

	

										 	

Fig.	4	A	typical	photograph	of	piston	valve	tightening	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	

Cylinder	bottom	valve	assembly/tightening		

In	both	the	industries,	the	operation	is	performed	at	cylinder	bottom	valve	assembly	station	and	
cylinder	bottom	valve	 is	 tightened	by	 riveting	press.	The	operation	 is	performed	on	a	moving	
conveyor	and	piston	valve	is	tightened	by	air	nut	runner.	The	number	of	operators	engaged	in	
traditional	and	semi‐ergonomic	industries	is	four	and	five	respectively	as	shown	in	Fig.	5.	

	

										 	

Fig.	5	A	typical	photograph	of	cylinder	bottom	valve	assembly	event	at	traditional	and	
semi‐ergonomic	shocker	assembly	line	
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Oil	filling	in	cylinder	

For	friction	control	the	lubricant	oil	 is	poured	manually	 in	the	cylinder	in	traditional	manufac‐
turing	unit	whereas	in	semi‐ergonomic	industry,	it	is	done	by	oil	filing	machine.	Number	of	op‐
erators	 engaged	 in	 traditional	 and	 semi‐ergonomic	 industry	 is	 five	 and	 three	 respectively	 as	
shown	in	Fig.	6.	
	

										 	

Fig.	6	A	typical	photograph	of	oil	filling	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	

Cylinder	bottom	pressing		

In	this	operation,	after	tightening	the	cylinder	bottom	valve,	cylinder	bottom	is	pressed	by	five	
tonnage	presses.	In	traditional	industry	four	operators	are	engaged	whereas	in	semi‐ergonomic	
industry	three	operators	are	engaged	as	shown	in	Fig.	7.	

	

										 	

Fig.	7	A	typical	photograph	of	cylinder	bottom	pressing	event	at	traditional	and		
semi‐ergonomic	shocker	assembly	line	

Piston	rod	circlipping	

In	traditional	industry	the	operation	is	performed	with	the	help	of	conventional	spanner	where‐
as	 in	semi‐ergonomic	 industry	the	operation	 is	performed	by	air	nut	runner.	The	operator	en‐
gaged	in	this	operation	is	four	in	both	the	industries	as	shown	in	Fig.	8.	

									 	

Fig.	8	A	typical	photograph	of	piston	rod	circlipping	event	at	traditional	and		
semi‐ergonomic	shocker	assembly	line	

Oil	seal	assembly		

Oil	 seal	 prevents	 the	 oil	 leakage	 from	 cylinder	 during	movement	 of	 piston	 in	 cylinder.	 In	 this	
operation	oil	seal	is	assembled	to	the	top	of	cylinder.	It	contains	rubber	seal,	valve	inlet	and	a	nut	
which	is	assembled	manually	with	the	help	of	spanner	in	both	industries.	The	operators	engaged	
in	this	operation	are	five	in	both	the	industries	as	shown	in	Fig.	9.	
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Fig.	9	A	typical	photograph	of	oil	seal	assembly	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	

	

Oil	seal	pressing	

In	this	operation,	oil	seal	assembly	is	pushed	with	the	help	of	a	riveting	machine	in	both	the	in‐
dustries.	 The	 number	 of	 operators	 engaged	 in	 the	 operation	 is	 five	 in	 both	 the	 industries	 as	
shown	in	Fig.	10.	

										 	

Fig.	10	A	typical	photograph	of	oil	seal	pressing	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	

Beading	and	sealing	

In	 beading	 operation,	 the	 casing	 chamber	 of	 shocker	 is	 closed	with	 special	 purpose	machine	
called	beading	machine.	In	traditional	manufacturing	unit,	five	operators	are	engaged.	The	seal‐
ing	operation	is	similar	to	beading	operation	but	it	is	performed	on	a	similar	kind	of	special	pur‐
pose	machine,	for	the	enforcement	of	beading	joint	to	ensure	the	leakage	of	hydraulic	oil	and	air	
in	 the	 casing	 tube	 chamber.	 In	 semi‐ergonomic	 industry,	 the	beading	 and	 sealing	operation	 is	
performed	on	the	same	machine	and	total	eleven	operators	are	engaged	in	this	combined	task	as	
shown	in	Fig.	11	and	Fig.	12.	

	

										 	
Fig.	11	A	typical	photograph	of	beading	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	

	

										 	

Fig.	12	A	typical	photograph	of	sealing	event	at	traditional	and	semi‐ergonomic	shocker	assembly	line	
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2.2. Methods 

The	study	was	conducted	at	two	shocker	manufacturing	plants.	The	companies	provided	a	list	of	
all	 jobs	in	the	facility.	The	present	study	was	conducted	in	traditional	and	semi‐	ergonomic	as‐
sembly	profile	section.	The	workers	were	interviewed	and	examined	at	the	work‐site.	The	health	
questionnaire	 was	 designed	 and	 statistical	 measurements	 were	 taken.	 Verbal	 consent	 of	 the	
workers	was	being	taken	and	physical	tests	have	been	conducted.	The	health	questionnaire	in‐
cluded	statistical	description,	investigation	through	physical	examination,	CTS	symptom	severity	
scale	 and	 on‐job	 observation.	 Physical	 examination	 included	 height,	 weight,	 BMI,	 and	 grip	
strength	measurement	 in	 assembly	 line	 as	 shown	 in	 Table	 1.	 All	 physical	 examinations	were	
being	conducted	through	analog	instruments.	Readings	were	noted	and	tabulated.	The	descrip‐
tive	statistics	of	the	parameters	with	mean	and	standard	deviation	were	computed	and	shown	in	
the	Table	1.	

Hand	grip	strengths	were	taken	so	as	to	find	out	there	relationships	with	potential	CTS	symp‐
toms.	CTS	symptom	severity	scale	is	divided	into	four	levels,	namely	0,	1,	2	and	3.	The	level	0	for	
no,	1	for	mild,	2	for	moderate,	and	3	is	for	severe	CTS	symptoms	condition.	No	means	zero	pain,	
one	means	pain	 in	Abductor	Pollicis	Brevis	 (APB)	muscle.	Mild	means	pain	 in	APB	and	Flexor	
Pollicis	Brevis	 (FPB)	muscle,	moderate	means	pain	 in	 fingers,	 thenar	muscles	and	hands	occa‐
sionally,	severe	means	intolerable	pain	in	fingers,	thenar	muscles,	hands,	elbow	up	to	shoulder.	
CTS	symptom	severity	scale	has	been	applied	upon	potential	CTS	symptoms	namely	wrist	pain,	
hand	pain,	numbness,	tingling,	difficulty	 in	grasping	and	weakness	to	 investigate	the	impact	of	
CTS	symptoms.	Repetitiveness	in	the	job	has	been	categorized	into	two	levels	namely	high	and	
low	based	on	cycle	 time.	The	physical	examination	 included	4	 items	namely	shoulders,	hands,	
wrist	and	fingers.	The	work	exposure	evaluation	was	done	in	two	ways;	the	workers	own	opin‐
ion	 in	 the	questionnaire	and	an	evaluation	by	 the	 investigators	 including	an	ergonomic	 study.	
The	whole	examination	took	place	in	the	supervisor’s	office,	nearby	the	actual	workstation.		

The	results	from	these	sources	were	compared	for	each	of	the	operations	investigated.	Work‐
ers	at	the	same	workstation	did	the	same	job,	and	there	was	job	rotation	every	two	hours.	The	
standard	values	of	weight	of	the	job	and	magnitude	of	the	force	applied	during	operations	by	the	
workers	was	provided	by	the	company.	

2.3 Statistical description 

The	collected	data	 from	questionnaire	and	physical	 tests	 is	 summarized	based	on	age,	weight,	
height,	BMI,	hand	grip	strength,	and	job	duration	in	assembly	line	as	shown	in	Table	1.	The	de‐
scriptive	statistics	of	the	parameters	with	mean	and	standard	deviation	have	been	mentioned	in	
the	Table	1.		

Table	1	Statistics	of	two	shocker	manufacturing	assembly	line	workers	
	
Factor	of	concern	

Traditional	shocker	
manufacturing	workers	

(Mean	±	S.D.)	

Semi‐ergonomic	shocker	
manufacturing	workers	

(Mean	±	S.D.)	
Number	 70 70	
Age	(years)	 39.29	±	7.76 29.23	±3.54
Weight	(kg)	 67.54	±	7.91 64.33	±	5.60
Height	(m)	 1.667	±	0.072 1.664	±	0.067
BMI	(kg/m2)	 23.29±	0.65 23.18	±	0.59
Grip	strength	(kg)	 42.06	±	16.57 50.67	±	18.83
Employment	time	at	present	site	(years)	 12.57	±	7.40 4.57	±	3.08

	

2.4 Experimental set up of sEMG  

Myoelectric	signal	represents	the	electrical	activity	of	muscles	and	its	signal	value	is	represented	
in	millivolts	obtained	by	surface	electromyography	(sEMG)	technique.	sEMG	signals	have	been	
taken	by	BIOPAC	MP‐45	data	acquisition	unit	as	shown	in	Fig.	13.	The	MP‐45	unit	is	an	electri‐
cally	isolated	data	acquisition	unit,	designed	for	biophysical	measurements.	The	MP‐45	receives	
power	 from	 the	 computer	 (USB	port).	 The	MP	Unit	 has	 an	 internal	microprocessor	 to	 control	
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data	acquisition	and	communication	with	the	computer.	The	MP‐45	Unit	takes	incoming	signals	
and	converts	them	into	digital	signals	that	can	be	processed	with	the	computer.	There	are	analog	
input	channels	(two	on	MP‐45),	one	of	which	can	be	used	as	a	trigger	input.	In	the	present	study	
140	workers	have	been	examined	by	the	BIOPAC	MP‐45	instrument.	To	take	readings	from	the	
muscles	of	a	subject	three	electrodes	are	used.	The	negative	electrode	(white)	is	placed	on	APB	
muscle	and	positive	electrode	(red)	is	placed	6	to	10	cm	away	from	negative	electrode.	The	third	
electrode	(black)	is	grounded.	An	EMG	reading	of	APB	muscle	of	dominant	hand	is	recorded	for	
180	s	for	a	series	of	clenching	fists	as	hard	as	possible,	and	then	followed	by	slow	release.	Low	
voltage	stimulator,	electrodes	and	electrode	lead	set	are	shown	in	Figs.	14,	15,	and	16.	

	

										 	
	

																														Fig.	13	EMG	Experimentation	set‐up																																Fig.	14	Low	voltage	stimulator	
 

							 										 	
		

																																													Fig.	15	Electrodes																																																												Fig.	16	Electrode	Lead	Set	

	

2.5. Statistical tool for CTS analysis 

Following	statistical	tool	has	been	used	for	CTS	analysis.		

Fisher’s	exact	test		

Fisher’s	exact	test	is	used	to	check	statistical	significance	of	2×2	contingency	Tables.	In	present	
study	Fisher’s	exact	 test	has	been	used	to	check	all	 the	symptoms	of	CTS	 in	collected	data	of	
traditional	and	semi‐ergonomic	industries	workers	for	comparison	on	the	basis	of	response	of	
workers	for	all	the	symptoms	in	yes	or	no.	Notations	a,	b,	c	and	d	are	assigned	to	cells	for	fish‐
er’s	exact	test	and	the	grand	total	is	assigned	the	notation	n	and	are	presented	in	Table	2.		

Table	2	A	2	×	2	contingency	table	set‐up	for	Fisher‘s	exact	test	

Description	
Traditional	shocker	

manufacturing	worker	
Semi‐ergonomic	shocker	
manufacturing	worker	

Total	

Symptom	present	(Test	positive)	 a	 b	 a	+	b	

Symptom	not	present	(Test	negative)	 c	 d	 c	+	d	

Total	 a	+	c	 b	+	d	 n	
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The	probability	value	p	is	computed	by	the	hyper	geometric	distribution	and	expressed	as	
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where	the	number	of	observations	obtained	for	analysis	is	small	(sample	size	≤	30)	[44].	

3. Results and discussions 

3.1 CTS symptoms based analysis by Fisher’s exact test 

The	 CTS	 symptoms	 like	 hand	 pain	 (pain	 is	 felt	 in	 the	 part	 of	 upper	 extremity	 distal	 to	wrist	
joint),	wrist	pain	(pain	is	felt	in	between	distal	portion	of	forearm	and	proximal	portion	of	hand),	
numbness	 (loss	 of	 sensation),	 tingling	 (sensation	 of	 having	 sharp	 object	 pressure	 on	 affected	
area),	difficulty	in	grasping	(inability	of	holding	any	object	 in	palmer	aspect	of	hand	properly),	
weakness	(lack	of	strength	to	do	a	particular	 job),	Tinel’s	sign,	and	Phenal’s	sign	 in	 traditional	
and	 semi‐ergonomic	 shocker	 manufacturing	 workers	 with	 their	 percentage	 of	 presence	 are	
computed	from	the	collected	data	and	Eq.	1.	The	p‐value	so	obtained	is	used	to	check	the	signifi‐
cance	of	the	symptoms	as	shown	in	Table	3.	

Table	3	Test	of	difference	between	traditional	and	semi‐ergonomic	shocker	manufacturing	workers	considering	CTS	
related	symptoms,	and	by	applying	Fisher’s	exact	test	

Symptoms	

Traditional	shocker		
manufacturing	worker	

Semi‐ergonomic	shocker	
manufacturing	worker	

p‐value	 Significance	
No.	of	
workers	

CTS	symptoms	
sufferer	

%
	

No.	of	
workers

CTS	symptoms	
sufferer	

%
	

Hand	pain	 10	 2	 20 5 1 20 0.4945	 Not	significant
Wrist	pain	 12	 1	 8.33 3 1 33.33 0.3428	 Not	significant

Numbness	 5	 4	 80	 12	 2	 16.66	 0.0266	
Significant	
(P	<	0.05)	

Tingling	 10	 5	 50	 12	 1	 8.33	 0.0405	
Significant
(P	<	0.05)	

Difficulty	in	
grasping	 5	 4	 80	 10	 2	 20	 0.0449	

Significant
(P	<	0.05)	

Weakness	 7	 1	 14.2	8	 3	 1	 33.33	 0.4660	 Not	significant	

Tinel’s	sign	 12	 8	 66.67	 11	 2	 18.18	 0.0237	
Significant
(P	<	0.05)	

Phenal’s	
sign	

9	 5	 55.55	 14	 2	 14.28	 0.0467	
Significant
(P	<	0.05)	

From	the	Table	3	it	is	observed	that	due	to	difficulty	in	grasping	problems	80	%	of	traditional	
and	20	%	of	 semi‐ergonomic	 shocker	manufacturing	workers	 (p	<	0.05),	 have	been	unable	 to	
perform	 the	 usual	 activities.	 The	 data	 analyzed	 from	questionnaire	 also	 show	 that	 traditional	
shocker	manufacturing	 workers	 have	more	 percentage	 of	 CTS	 symptoms	 like	 numbness,	 tin‐
gling,	Tinel’s	and	Phalen’s	sign.	Tinel’s	sign	occurred	in	66.67	%	of	the	traditional	and	18.18	%	of	
the	Semi‐ergonomic	shocker	manufacturing	workers	(p	<	0.05).	Phalen’s	sign	also	show	almost	
similar	trend.	Hand	pain,	wrist	pain	and	feeling	of	weakness	cannot	correlate	to	CTS	in	the	pre‐
sent	study,	as	these	are	recognized	as	insignificant	by	Fisher’s	exact	test.	The	results	reflect	that	
the	 traditional	 shocker	manufacturing	workers	 had	more	 CTS	 symptoms	 occurrence	 than	 the	
Semi‐ergonomic	shocker	manufacturing	workers.	

3.2 Analysis of sEMG signal 

The	mean	RMS	value	of	sEMG	signals	has	been	taken	from	10‐40	s	for	each	worker.	All	the	signal	
values	of	sEMG	are	in	millivolts	(mV).	The	sEMG	signal	graph	of	a	worker	for	time	interval	20‐24	
s	in	traditional	and	semi‐ergonomic	shocker	assembly	line	is	shown	in	Fig.	17	and	Fig.	18.	The	
wave	form	of	a	subject	is	shown	in	Fig.	19.	Mean	EMG‐RMS	value	(mV)	of	140	workers	was	ob‐
tained	using	BIOPAC	MP‐45	acqua‐knowledge	software.	From	the	sEMG	data	the	values	of	Raw‐
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EMG,	 Integrated‐EMG	 and	 Root‐mean	 square	 EMG	 are	 obtained.	 The	 Raw‐EMG	 is	 the	 unpro‐
cessed	 signal	 of	 amplitude	 between	 0‐6	mV	measured	 from	 peak	 to	 peak	 and	 represents	 the	
amount	of	muscle	energy	measured.	Raw‐EMG	signal	helps	mostly	in	qualitative	analysis.	Inte‐
grated‐EMG	 is	 the	 calculation	 of	 area	 under	 the	 rectified	 signal.	 Values	 are	 summed	 over	 the	
specified	time	then	divided	by	the	total	number	of	values.	Values	will	increase	continuously	over	
time.	It	quantifies	the	muscle	activity.	Root‐mean	square	EMG	(EMG‐RMS)	values	are	calculated	
by	 squaring	each	data	point,	 summing	 the	 squares,	dividing	 the	 sum	of	 squares	by	number	of	
observations,	and	taking	the	square	root	and	it	represent	the	quantification	of	muscle	activity.	

	

Fig.	17	sEMG	signal	graph	of	a	worker	for	time	interval	20‐24	s	in	traditional	shocker	assembly	line	

	

	
Fig.	18	sEMG	signal	graph	of	a	worker	for	time	interval	20‐24	s	in	semi‐ergonomic	shocker	assembly	line	
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																																																																																			Time	fractions	

Fig.	19	Wave	data	graph	of	shocker	manufacturing	worker	for	time	interval	20‐24	s	

Mean	EMG‐RMS	value	were	calculated	on	the	basis	of	CTS	symptoms	occurrence	 in	traditional	
and	semi‐ergonomic	shocker	manufacturing	assembly	line	workers	as	shown	in	Table	4.	Aver‐
age	of	mean	EMG‐RMS	values	of	workers	having	CTS	symptoms	was	found	to	be	lower	than	the	
value	of	 control	 subjects.	Hence,	 lower	muscle	 activity	 amongst	workers	having	potential	 CTS	
symptoms	confirms	the	presence	of	CTS	symptoms.	

Table	4	Mean	EMG‐RMS	value	of	shocker	assembly	line	workers	
Workers	 CTS	symptoms	subjects Control	subjects
Traditional	shocker	assembly	 0.01223 0.15614	
Semi‐ergonomic	shocker	assembly	 0.02625 0.17563	

4. Conclusions 

The	results	elicit	that	CTS	symptoms	are	present	among	the	workers	engaged	in	shocker	assem‐
bly	 line	 doing	 the	 repetitive	 job.	 It	 has	 been	 observed	 that	 traditional	 shocker	manufacturing	
workers	are	more	at	risk	of	CTS	symptoms	occurrence	than	the	semi‐ergonomic	shocker	manu‐
facturing	workers.	Positive	Tinel’s	sign	occurred	in	66.67	%	of	the	traditional	and	18.18	%	of	the	
semi‐ergonomic	shocker	manufacturing	workers.	Positive	Phalen’s	sign	occurred	in	55.55	%	of	
the	traditional	and	14.28	%	of	the	semi‐ergonomic	shocker	manufacturing	workers.	Difficulty	in	
grasping	occurred	in	80	%	of	the	traditional	and	in	20	%	of	the	semi‐ergonomic	shocker	manu‐
facturing	workers.	The	study	also	shows	50	%	of	cases	of	tingling	in	traditional	shocker	manu‐
facturing	workers	as	 compared	 to	8.33	%	of	 semi‐ergonomic	 shocker	manufacturing	workers.	
This	may	be	due	to	more	involvement	of	manual	repetition,	awkward	posture	and	stressful	exer‐
tion	in	traditional	manufacturing	industry	as	compared	to	semi‐ergonomic	industry.	The	sEMG	
signal	analysis	 result	 reveals	 that	 the	 lesser	muscle	activity	values	 (EMG‐RMS	values)	 indicate	
the	contribution	of	CTS	symptom	in	shocker	assembly	line	workers.	It	is	observed	that	if	a	sub‐
ject	is	affected	with	CTS	symptoms	then	sEMG	signal	value	is	0.01223	mV	in	case	of	traditional	
and	 0.02625	mV	 in	 case	 of	 semi‐ergonomic	 shocker	 assembly	 and	 for	 control	 subjects	 sEMG	
signal	 value	 is	 0.15614	mV	 in	 traditional	 and	0.17563	mV	 in	 case	 of	 semi‐ergonomic	 shocker	
assembly.	 The	 lesser	 EMG‐RMS	 value	 of	 CTS	 symptoms	 subjects	may	 be	 due	 to	 the	muscular	
disorder	and	abnormalities	caused	by	nerve	dysfunction.	
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Appendix A 
North Eastern Regional Institute of Science and Technology 
(Deemed University, Nirjuli, Arunachal Pradesh, Established by Government of India) 
 
To study Carpal Tunnel Syndrome (CTS) among personnel in shocker manufacturing plants 

 
GENERAL INFORMATION 

 
Name:                                                                                                                        Date: 

Age:                                                                                                                            Email Id: 

Gender:                                                                                                                     Contact No.: 

Employers Name/Company:                                                                             Occupation:  

Main functional areas of job, Major tools,                                                      Level of education 
equipment machinery used in performing job                                             Previous wrist Fracture 
Previous diagnosis of a musculoskeletal disorder 

 
 

Repetitive task 
in job 

Cycle 
time 

Weight R/L/Both h/Day Bending Breaks Partially/whole 
body vibration 

        

 
Hand grip strength (kg)                                                                           Shoulder strength (kg) (push + pull) 

LH                  RH                                                                      

Weight:                                                                                                        Push: 
Height:                                                                                                         Pull: 
Do you fell the job is of repetitive nature :                     Yes ( )                              No ( ) 
                                                                                         (if Yes specify the rating) 

      ______/s 
           ______/min 

       ______/h 
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WORK SYMPTOM SEVERITY SCALE 
 

INSTRUCTIONS: The following questions refer to your symptoms during the past two weeks 
(circle one answer to each question) 

 

 Wrist 
pain 

Hand 
pain Numbness Tingling Difficulty in 

grasping Weakness Tinel’s 
sign 

Phalen’s 
sign 

Case tube 
cleaning 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Cylinder 
cleaning 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Component 
cleaning 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Guide disk 
assembly 

0 1 2 3 4 
 

0 1 2 3 4 
 

0 1 2 3 4 
 

0 1 2 3 4 
 

0 1 2 3 4 
 

0 1 2 3 4 
 

0 1 2 3 4 
 

0 1 2 3 4 
 

Cylinder 
bottom 
pressing 

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Oil filling in 
cylinder 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 
 

Cylinder 
bottom valve 
assembly 

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Piston valve/ 
Tightening/ 
Riveting 

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Piston rod 
circlipping 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Oil seal 
assembly 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Oil seal 
pressing 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

Beading and 
sealing 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 

 
How long have you been in the present job? 
Describe some difficulties in performing the job like – lack of concentration, focusing problem, depression due to 
CTS prone job etc. 

# 0 = No, 1 = Mild, 2 = Moderate, 3 = High, 4 = Severe 
 

Personal Risk Factors (Yes/No) 

1) Diabetes/BP/Heart problem/asthma 
2) Hand preference 
3) Obesity and lack of sport 
4) Grasp with force 
5) Turn and screw 
6) Arm above the shoulder 
7) Use of vibrating tools 
 

Occupational Risk Factor (Yes/No) 

1) Manual material handling 
2) Frequent bending and twisting 
3) Heavy physical load 
4) Static work posture 
5) Whole body vibration 
6) Force applied 
7) Localized mechanical compression 
8) Awkward posture 
9) Working in cold environments 
10) Working with cold hands 
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A B S T R A C T	   A R T I C L E   I N F O	

In	 a	 turbulent	 and	 highly	 competitive	 business	 environment,	 management	
always	pursues	options	 to	reduce	overall	operating	costs.	The	vendor‐buyer	
integrated	 system	 has	 recently	 drawn	 attention	 from	managers,	 because	 it	
can	benefit	both	parties	of	the	supply	chain	and	it	is	suitable	to	be	applied	to	a	
so‐called	 intra‐supply	chain	system	within	 the	present‐day	globalized	enter‐
prise.	This	study	attempts	to	simultaneously	determine	production	and	ship‐
ment	decisions	for	a	multi‐product	vendor‐buyer	integrated	inventory	system	
with	a	rework	process,	wherein	multiple	products	are	fabricated	in	sequence	
by	 a	 single	 machine	 under	 a	 rotation	 cycle	 time	 policy.	 All	 defective	 items
produced	 in	 regular	 production	 are	 assumed	 repairable,	 and	 are	 reworked	
right	 after	 the	 regular	 production	 ends.	 Finished	 goods	 of	 each	 product	 are	
transported	to	sales	offices/customers	after	rework.	A	multi‐delivery	policy	is	
applied,	 wherein	 a	 fixed	 quantity	 of	 n	 instalments	 of	 the	 finished	 batch	 is	
delivered	 at	 fixed	 intervals	 during	 the	 delivery	 timeframe.	 Mathematical	
modelling	 and	 optimization	 techniques	 are	 used	 to	 help	 simultaneously	 de‐
termine	 the	 optimal	 production	 and	 shipment	 decisions	 that	 minimize	 the	
expected	overall	 system	costs.	A	numerical	example	 is	used	 to	show	the	ap‐
plicability	of	our	research	results.	
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1. Introduction 

This	study	attempts	to	simultaneously	determine	production	and	shipment	decisions	for	a	multi‐	
product	vendor‐buyer	integrated	inventory	system	with	a	rework	process.	Higher	machine	utili‐
zation	 and	 minimum	 total	 production‐inventory‐delivery	 costs	 are	 two	 important	 operating	
goals,	 among	 others,	 for	 present‐day	 producers	 in	 supply‐chain	 environments.	 In	 order	 to	
achieve	 higher	 machine	 utilization,	 the	 management	 of	 manufacturing	 firms	 often	 proposes	
making	multiple	products	in	sequence	on	a	single	machine	[1‐3].	Gaalman	[4]	proposed	a	multi‐
item	production	smoothing	model	using	an	aggregation	technique	that	uses	structural	proper‐
ties	of	the	inventory‐production	model.	Leachman	and	Gascon	[5]	studied	a	multi‐product	sin‐
gle‐machine	 manufacturing	 system	 where	 demand	 is	 stochastic	 and	 time‐varying.	 Heuristic	
scheduling	policy	is	proposed	and	it	can	integrate	feedback	control	according	to	inventory	levels	
of	economic	production	cycles.	The	policy	can	be	applied	to	decision	making	involving	the	type	
and	quantity	of	items	to	be	produced	during	the	next	time	period.	Zipkin	[6]	studied	the	perfor‐
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mance	of	a	multi‐item	production‐inventory	system.	Two	alternative	policies	representing	dif‐
ferent	modes	of	collecting	and	utilizing	information	are	considered	and	compared.	He	derived	a	
closed‐form	measure	of	performance	for	one	of	them,	namely	the	first‐come‐first‐served	(FCFS)	
policy,	and	proposed	a	comparable	approximation	for	the	other,	namely	the	longest‐queue	poli‐
cy.	These	results	were	illustrated	and	tested	via	simulations,	and	used	to	address	several	basic	
managerial	issues.	Muramatsu	et	al.	[7]	studied	a	multi‐product,	multi‐process	dynamic	lot‐size	
scheduling	problem	with	setup	time,	lot	sizing,	lot	sequencing,	and	dispatching	features.	A	near‐
optimal	solution	method	along	with	computational	procedure	was	presented	for	the	proposed	
problem.	They	also	 solved	sub	problems	with	known	values	of	Lagrange	multiplier.	 Jodlbauer	
and	 Reitner	 [8]	 explored	 a	 stochastic	 multi‐product,	 make‐to‐order	 fabrication	 system	 under	
common	cycle	policy.	The	effects	of	demand,	cycle	time,	safety	stock,	processing	time	and	setup	
time	 on	 service	 levels,	 and	 total	 system	 cost	were	 determined.	 Algorithms	 for	 calculating	 the	
cycle	time	that	leads	to	maximum	service	levels	at	constant	safety	stocks	was	introduced.	Addi‐
tional	studies	[9‐15]	are	related	to	different	aspects	of	the	multi‐item	production	management	
and	optimization	issues.		
	 Unlike	conventional	economic	production	quantity	(EPQ)	model	[16]	that	assumes	a	continu‐
ous	inventory	issuing	policy,	multiple	or	periodic	product	delivery	policies	are	often	used	in	real	
vendor‐buyer	 integrated	 production‐delivery	 systems.	 Hahm	 and	 Yano	 [17]	 derived	 optimal	
frequency	 of	 production	 and	 delivery	 for	 a	 single‐product	 vendor‐buyer	 integrated	 inventory	
model,	with	the	objective	of	minimizing	the	long‐run	average	cost	per	unit	time.	Production	set‐
up	costs	and	 inventory	holding	costs	 for	both	vendor	and	buyer,	 and	 transportation	costs	are	
considered.	They	proved	that	in	an	optimal	solution,	the	ratio	between	production	interval	and	
delivery	interval	must	be	an	integer.	Eben‐Chaime	[18]	studied	the	effect	of	discreteness	in	ven‐
dor‐buyer	relationships.	An	analytical	methodology	was	developed	to	characterize	the	effect	of	
the	cycle	ratio	on	inventory	levels.	Sarmah	et	al.	[19]	explored	a	coordination	problem	in	a	situa‐
tion	where	 there	 is	a	 single	producer	and	multiple	heterogeneous	customers.	Two	cases	were	
studied:	 (i)	 an	 ex‐site	 distribution	 case	 that	 considered	 vendor	 dominance,	 where	 a	 vendor	
transports	end	product	to	a	group	of	customers	at	a	common	replenishment	time	and	(ii)	an	ex‐
factory	distribution	 case	 considering	 customer	dominance	 and	 a	 common	 replenishment	 time	
for	 distribution.	 They	 developed	 a	 coordination	 mechanism	 to	 improve	 supply	 chain	 perfor‐
mance	and	focused	on	the	ways	of	negotiations	to	obtain	a	due	share	of	extra	savings	for	busi‐
ness	parties.	Other	studies	that	addressed	various	aspects	of	periodic	or	multi‐delivery	issues	in	
vendor‐buyer	integrated	systems	can	also	be	found	in	[20‐27].	
	 Product	quality	assurance	is	another	critical	success	factor	for	most	present‐day	manufactur‐
ing	 firms.	 In	 real‐world	 production	 environments,	 the	 generation	 of	 random	 nonconforming	
products	is	almost	inevitable.	Reworking	these	defective	items	can	be	an	alternative	to	not	only	
assuring	product	quality	but	also	lowering	the	quality	costs	in	production	[28].	Consequently,	it	
helps	 to	minimize	production‐inventory	costs.	For	example,	 the	production	of	plastic	goods	 in	
the	plastic	injection	process,	printed	circuit	board	assemblies	(PCBAs)	in	PCBA	manufacturing,	
and	so	on.	Zargar	[29]	explored	the	effects	of	two	different	reworking	policies	on	the	cycle	time.	
One	is	that	the	“mother”	lot	is	held	back,	while	the	“child”	sub‐lots	are	reworked,	after	rework	is	
completed	both	members	are	reunited	for	the	next	process;	 the	other	 is	 that	the	mother	 lot	 is	
permitted	to	proceed	to	the	next	process,	while	the	child	is	held	back.	Queuing	models	for	these	
policies	were	developed	and	a	simulation	of	a	wafer	production	model	 is	used	to	demonstrate	
the	effectiveness	and	impacts	of	the	proposed	policies.	Inderfurth	et	al.	[30]	examined	a	produc‐
tion	system	with	a	rework	process	using	the	same	facility.	They	assumed	that	the	defective	items	
deteriorate	while	waiting	for	rework.	There	is	a	given	deterioration	time	limit	and	deterioration	
increases	in	time.	A	polynomial	dynamic	programming	algorithm	was	proposed	for	resolving	the	
problem	and	the	objective	was	to	derive	lot	sizes	and	aspects	of	items	to	be	reworked	that	min‐
imizes	overall	costs.	Chiu	et	al.	[31]	explored	the	optimal	common	cycle	time	for	multiple	prod‐
ucts	 finite	 production	 rate	 (FPR)	 system	 with	 rework	 and	 multiple	 shipments	 polices.	 Their	
study	 focused	on	derivation	of	 an	optimal	 cycle	 time	 for	 the	producer	 to	minimize	producer’s	
overall	 production‐inventory	 costs.	 Chiu	 et	 al.	 [32]	 studied	 a	 single‐product	intra‐supply	 chain	
system	with	multiple	sales	offices	and	quality	assurance.	They	considered	that	a	single	product	is	
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fabricated	by	the	production	unit	of	a	firm,	and	upon	completion	of	the	quality	assurance	tasks,	
the	entire	 lot	 is	 transported	to	multiple	sales	 locations	of	 the	 firm.	Their	objective	 is	 to	decide	
the	optimal	production‐shipment	policy	that	minimizes	total	costs	for	the	intra‐supply	chain	of	
the	firm.	Additional	studies	[33‐40]	address	different	aspects	of	imperfection	issues	in	produc‐
tion	systems.	
	 Since	the	vendor‐buyer	integrated	type	of	system	can	benefit	both	parties	of	the	supply	chain,	
and	it	is	suitable	to	be	applied	to	an	intra‐supply	chain	system	within	the	present‐day	globalized	
enterprise	to	assist	managers	in	achieving	the	goal	of	lowering	overall	operating	costs.	Motivat‐
ed	by	this	concept	[32],	the	present	study	extends	the	multi‐product	FPR	problem	[31]	to	a	so‐
called	multi‐product	intra‐supply	chain	problem,	and	attempts	to	simultaneously	determine	pro‐
duction	and	shipment	decisions	for	such	a	practical	multi‐product	vendor‐buyer	integrated	in‐
ventory	system	with	a	rework	process.	As	little	attention	has	been	paid	to	this	specific	research	
area,	the	present	study	is	intended	to	fill	the	gap.	

2. The proposed model and formulation 

This	study	attempts	 to	simultaneously	determine	the	production	and	shipment	decisions	 for	a	
multi‐item	vendor‐buyer	integrated	inventory	system	with	a	rework	process.	Fabricating	multi‐
ple	products	on	a	single	machine	with	the	aim	of	maximizing	machine	utilization	is	an	operating	
goal	of	most	manufacturing	firms.	In	the	proposed	multi‐product	intra‐supply	chain	system,	the	
production	rate	is	P1i	per	year	and	the	annual	demand	rate	is	λi,	where	i	=	1,	2,	…,	L.	All	products	
made	are	checked	for	their	quality,	and	the	unit	screening	cost	is	included	in	the	unit	production	
cost	Ci.	It	is	also	assumed	that	the	production	process	can	randomly	produce	xi	portion	of	non‐
conforming	items	at	a	rate	di,	where	di	can	be	expressed	as	di		=	xi	P1i,	and	(P1i	–	di	–	λi)	>	0	must	be	
satisfied	in	order	to	sustain	regular	operations	(i.e.,	avoid	the	occurrence	of	shortage).	All	defec‐
tive	items	produced	are	reworked	and	fully	repaired	at	the	rate	of	P2i	at	the	end	of	each	produc‐
tion	cycle,	with	additional	rework	cost	CRi	per	item.	After	the	rework	process,	the	entire	quality	
assured	lot	of	each	product	i	are	transported	to	sales	offices/customers	under	a	multi‐delivery	
policy,	in	which	n	fixed	quantity	instalments	of	the	lot	are	shipped	at	fixed	intervals	of	time	in	t3i	
(see	Figs.	1	and	2	[31]).	

	
Fig.	1	On‐hand	inventory	level	of	perfect	quality	product	i	at	time	t	in	the	proposed	system	[31]	
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Fig.	2	On‐hand	inventory	level	of	defective	product	i	at	time	t	in	the	proposed	system	[31]	
	
	 The	on‐hand	inventory	of	product	i	stored	at	the	sales	offices/customers’	side	is	illustrated	in	
Fig.	3.	Accordingly,	the	sales	offices’	holding	cost	along	with	delivery	cost	for	all	L	products	are	
included	in	the	proposed	cost	analysis.	Moreover,	in	order	to	ensure	the	production	equipment	
has	sufficient	capacity	in	regular	and	rework	processes	so	as	to	meet	demands	for	all	L	products,	
the	following	formula	must	hold:	∑ ൫ሺ1݅ܲ/݅ߣሻ ൅ ሺ2݅ܲ/݅ߣ݅ݔሻ൯ ൏ ܮ1

݅ൌ1 .	
	

 

Fig.	3	On‐hand	inventory	level	of	product	i	stored	at	the	sales	offices	at	time	t	in	the	proposed	system	
	
	 In	 the	proposed	mathematical	analysis,	 for	each	product	 i	 the	 following	cost-correlated	pa‐
rameters	are	used:	producer’s	production	setup	cost	Ki,	unit	 inventory	holding	cost	hi,	holding	
cost	h1i	per	item	undergoing	rework,	sales	offices’	unit	holding	cost	h2i,	fixed	transportation	cost	
K1i	per	shipment,	and	unit	delivery	cost	CTi.	Other	notations	used	are	listed	below:	

H1i	 –	 	maximum	on‐hand	inventory	in	units	of	product	i	when	regular	production	finishes	
H2i	 –	 	maximum	on‐hand	inventory	in	units	of	product	i	when	rework	process	terminates	
t1i		 –	 	production	uptime	of	product	i	in	the	proposed	system	
t2i		 –	 	rework	time	of	product	i	in	the	proposed	system	
t3i		 –	 	delivery	time	of	product	i	in	the	proposed	system	
tni		 –	 	 fixed	interval	of	time	between	each	delivery	of	product	i	in	t3i	
n		 –	 	number	of	shipments	transported	to	sales	offices	per	cycle	(a	decision	variable)	
T	 –	 	 the	common	production	cycle	time	(the	other	decision	variable)	
Qi		 –	 	production	batch	size	per	cycle	for	product	i	
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I(t)i	 –	 level	of	on‐hand	inventory	of	perfect	quality	product	i	at	time	t	
ID(t)I		 –		 level	of	on‐hand	inventory	of	defective	product	i	at	time	t	
Ic(t)i		 	–		 level	of	on‐hand	inventory	of	product	i	stored	at	the	sales	offices	at	time	t	
Di	 	 –	 fixed	quantity	of	finished	items	of	product	i	transported	to	sales	offices/customers	
	 	 	 per	shipment	
Ii	 	 –	 left	over	items	of	product	i	per	shipment	at	the	end	tni	
TC(Qi,n)		–		 overall	production‐inventory‐transportation	costs	per	cycle	for	product	i	
E[TCU(Qi,n)]	 –	 overall	expected	production‐inventory‐transportation	costs	per	year	for	
	 	 	 	 	 producing	L	products	in	the	proposed	system	
E[TCU(T,n)]	 –		overall	expected	production‐inventory‐transportation	costs	per	year	for

	 	 	 producing	L	products	in	the	proposed	system	using	the	common	cycle	time	
	 	 	 	 	 rather	than	lot	size	as	decision	variable.	
	

By	observing	Figs.	1	and	2,	the	following	formulas	can	be	obtained:	

ଵ௜ܪ ൌ ሺ ଵܲ௜ െ ݀௜ሻݐଵ௜	 (1)

ଶ௜ܪ ൌ ଵ௜ܪ ൅ ଶܲ௜ݐଶ௜ 	 (2)

ଵ௜ݐ ൌ
ܳ௜
ଵܲ௜
ൌ

ଵ௜ܪ
ଵܲ௜ െ ݀௜

	
	

(3)

ଶ௜ݐ ൌ
௜ܳ௜ݔ
ଶܲ௜
	 (4)

ଷ௜ݐ ൌ ௡௜ݐ݊ ൌ ܶ െ ሺݐଵ௜ ൅ 	ଶ௜ሻݐ (5)

ܶ ൌ ଵ௜ݐ ൅ ଷ௜ݐଶ௜൅ݐ 	 (6)

݀௜ݐଵ௜ ൌ 	௜ܳ௜ݔ (7)

Total	delivery	costs	of	n	shipments	of	product	i	at	t3i	is	

ଵ௜ܭ݊ ൅ 	௜ܳ௜்ܥ (8)

From	Fig.	1,	the	holding	cost	of	the	finished	items	of	product	i	at	t3	is	

݄௜ ൬
݊ െ 1
2݊

൰ܪଶ௜ݐଷ௜ 	 (9)

According	to	the	proposed	multi‐delivery	policy,	when	n	fixed	quantity	(i.e.,	D)	instalments	of	
finished	lot	of	product	i	are	transported	to	sales	offices	at	a	fixed	time	interval	tni,	the	following	
formulas	are	obtained:	

௡௜ݐ ൌ
ଷ௜ݐ
݊
	 (10)

௜ܦ ൌ
ଶ௜ܪ
݊
	 (11)

௜ܫ ൌ ௜ܦ െ ௡௜ݐ௜ߣ 	 (12)

	 The	sales	offices’	stock	holding	cost	of	product	i	is	[36]	

݄ଶ௜ ቈ݊
ሺܦ௜ െ ௜ሻܫ

2
௡௜ݐ ൅

௜ܫ݊
2
ሺݐଵ௜ ൅ ଶ௜ሻݐ ൅

݊ሺ݊ ൅ 1ሻ

2
	௡௜቉ݐ௜ܫ

(13)

	 Therefore,	TC(Qi,	n)	for	i	=	1,	2,	…,	L,	comprises	the	variable	fabrication	cost,	setup	cost,	varia‐
ble	 reworking	 cost,	 production	 units’	 inventory	 holding	 cost	 during	 the	 periods	 t1i,	 t2i,	 and	 t3i	
(including	holding	cost	of	nonconforming	items	in	t1i),	inventory	holding	cost	of	reworked	items	
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in	 t2i,	 fixed	 and	 variable	 transportation	 costs,	 and	 the	 stock	 holding	 cost	 from	 the	 sales	 offic‐
es/customers,	is	

෍ܶܥሺܳ௜, ݊ሻ ൌ෍ቊܥ௜ܳ௜ ൅ ௜ܭ ൅ ௜ܳ௜ሻݔோ௜ሺܥ
௅

௜ୀଵ

௅

௜ୀଵ

൅ ݄௜ ቈ
ଵ௜ܪ ൅ ݀ଵ௜ݐଵ௜

2
ሺݐଵ௜ሻ ൅

ଵ௜ܪ ൅ ଶ௜ܪ
2

ሺݐଶ௜ሻ ൅
ሺ݊ െ 1ሻ

2݊
ሺܪଶ௜ݐଷ௜ሻ቉

൅ ݄ଵ௜
݀ଵ௜ݐଵ௜
2

ሺݐଶ௜ሻ൅݊ܭଵ௜ ൅ ௜ܳ௜்ܥ

൅ ݄ଶ௜ ቈ݊
ሺܦ௜ െ ௜ሻܫ

2
ሺݐ௡௜ሻ ൅

௜ܫ݊
2
ሺݐଵ௜൅ݐଶ௜ሻ ൅
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(14)

	 Substituting	relevant	parameters	from	Eqs.	1	to	13	in	Eq.	14,	using	the	expected	values	of	x	to	
take	 randomness	 of	 defective	 rate	 into	 account,	 and	 applying	 the	 renewal	 reward	 theorem,	
E[TCU(Qi,	n)]	is	obtained	as	follows:	
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	 Since	Qi	=	T	λi,	Eq.	15	becomes	
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(16)

2.1 Deriving optimal production‐shipment policy 

In	this	section,	Hessian	matrix	equations	(Rardin	[41])	are	used	to	help	determine	the	optimal	
operating	policy	 of	 the	 common	production	 cycle	 time	T*	 and	 the	number	 of	 deliveries	n*.	 In	
order	to	prove	that	the	expected	system	cost	function	is	convex,	we	must	first	verify	that	Eq.	17	
holds:	
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	 The	following	equations	can	be	obtained	from	Eq.	16:	
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߲ଶܧሾܷܶܥሺܶ, ݊ሻሿ
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	 Substituting	Eqs.	19,	21,	and	22	in	Eq.	17,	the	following	equation	is	obtained:	
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	 Since	Ki	and	T	are	all	positive,	Eq.	23	is	positive.	Therefore,	E[TCU(T,	n)]	is	strictly	convex	for	
all	T	and	n	not	equal	to	zero,	and	E[TCU(T,	n)]	has	a	minimum	value.	In	order	to	determine	the	
optimal	 operating	 production‐shipment	 policy	 (i.e.,	T*	 and	n*),	 we	 set	 the	 first	 derivatives	 of	
E[TCU(T,	n)]	with	respect	to	T	and	with	respect	to	n	equal	to	zeros,	and	solve	the	linear	system	
(i.e.,	Eqs.	18	and	20).	With	further	derivations,	the	following	equation	is	obtained:	
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and	
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	 Eq.	25	results	in	a	real	number,	but	in	reality	the	number	of	deliveries	should	be	represented	
as	an	 integer.	Two	adjacent	 integers	 to	n	 are	examined,	 respectively,	 to	determine	 the	 integer	
value	of	n*	that	minimizes	E[TCU(T,	n)].	Let	n–	denote	the	largest	integer	less	than	or	equal	to	n	
and	n+	denote	the	smallest	integer	greater	than	or	equal	to	n	(as	derived	from	Eq.	25).	First,	we	
apply	n–	and	n+	in	Eq.	24	to	obtain	their	corresponding	T	values,	respectively.	Next,	we	plug	each	
pair	 in	E[TCU(T,	n)]	 and	 choose	 the	 production‐shipment	 policy	 that	 has	 the	minimal	 system	
costs	[13].	

3. Numerical example 

Consider	five	products	being	manufactured	in	sequence	on	a	machine	under	the	common	cycle	
time	policy	in	a	multi‐product	inventory	system	with	a	rework	process.	Their	annual	production	
rates	P1i	are	58,000,	59,000,	60,000,	61,000,	and	62,000,	respectively,	and	their	annual	demand	
rates	λi	are	3,000,	3,200,	3,400,	3,600,	and	3,800,	respectively.	For	each	product,	the	production	
units	 has	 experienced	 the	 random	 nonconforming	 rates	 that	 follow	 the	 uniform	 distribution	
over	 intervals	of	 [0,	0.05],	 [0,	0.10],	 [0,	0.15],	 [0,	0.20],	 and	 [0,	0.25],	 respectively.	All	noncon‐
forming	products	are	assumed	to	be	repairable	and	are	reworked	at	the	end	of	the	regular	pro‐
duction,	at	annual	rates	P2i	of	46,400,	47,200,	48,000,	48,800,	and	49,600,	respectively.	Addition‐
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al	 costs	 for	 rework	 are	 $50,	 $55,	 $60,	 $65,	 and	 $70	per	 nonconforming	 product,	 respectively.	
Other	values	of	system	variables	used	in	this	example	are	listed	below:	

Ki		 –	 production	setup	costs	are	$17,000,	$17,500,	$18,000,	$18,500,	and	$19,000,	respectively.	
Ci		 –	 fabrication	cost	per	item	are	$80,	$90,	$100,	$110,	and	$120,	respectively.	
hi		 –	 inventory	holding	cost	per	item	are	$10,	$15,	$20,	$25,	and	$30,	respectively.	
h1i		–	 unit	holding	costs	during	rework	are	$30,	$35,	$40,	$45,	and	$50,	respectively.	
K1i	 –	 fixed	cost	per	delivery	are	$1,800,	$1,900,	$2,000,	$2,100,	and	$2,200,	respectively.	
h2i		–	 stock	holding	cost	per	item	at	sales	offices	are	$70,	$75,	$80,	$85,	and	$90,	respectively.	
CTi	 –	 transporting	cost	per	item	are	$0.1,	$0.2,	$0.3,	$0.4,	and	$0.5,	respectively.	

	 First,	 in	order	 to	determine	the	number	of	deliveries,	one	can	apply	Eq.	25	and	obtain	n*	=	
4.4278.	As	stated	in	section	2.1,	practically,	n*	should	be	an	integer	number	only,	and	to	find	the	
integer	value	of	n*	one	can	plug	n+	=	5	and	n–	=	4	in	Eq.	24	and	obtain	(T	=	0.6666,	n+	=	5)	and	(T	=	
0.6193,	 n–	=	 4),	 respectively.	 Next,	 apply	 Eq.	 16	 with	 these	 two	 different	 policies	 to	 obtain	
E[TCU(0.6666,	5)]	=	$2,229,865	and	E[TCU(0.6193,	4)]	=	$2,229,658,	respectively.	By	choosing	a	
policy	with	minimum	cost,	 the	optimal	production‐shipment	policy	 for	the	proposed	system	is	
determined	as	n*	=	4,	T*	=	0.6193,	and	E[TCU(T*,	n*)]	=	$2,229,658.	The	effect	of	the	variation	in	
the	rotation	cycle	time	T	and	the	number	of	shipments	n	on	E[TCU(T,	n)]	is	illustrated	in	Fig.	4.	
	 Further	analysis	indicates	that	for	the	same	system	without	considering	rework	process	(i.e.,	
treating	 all	 nonconforming	 items	 as	 scrap),	 E[TCU(T,	n)]	 =	 $2,352,622.	 This	 cost	 is	 $122,964	
higher	 than	our	proposed	model,	or	25.91	%	of	other	related	costs	 (i.e.,	 total	 system	costs	ex‐
clude	the	variable	manufacturing	costs)	when	considering	the	rework	of	nonconforming	items.	

Another	interesting	finding	from	our	numerical	analysis	is	the	rate	of	the	rework	process.	The	
effect	 of	 the	 variation	 in	 the	 ratio	 of	 rework	 and	 regular	production	 rates	 (i.e.,	P2i/P1i)	 on	 the	
optimal	rotation	cycle	time	T*	and	on	the	expected	system	cost	E[TCU(T*,	n*)],	 is	 illustrated	in	
Figs.	5	and	6,	respectively.	It	can	be	noted	that	as	the	P2i/P1i	ratio	decreases,	T*	decreases	slightly,	
and	when	the	P2i/P1i	ratio	drops	below	0.5,	T*	starts	to	decrease	significantly	(i.e.,	when	the	time	
required	 to	 rework	a	nonconforming	 item	 is	 twice	or	more	 than	 twice	as	much	as	 the	regular	
time	needed	to	produce	an	item).	
 

 

Fig.	4	Effects	of	the	variations	in	common	production	cycle	time	T	and	number	of	deliveries	n	on	E[TCU(T,	n)]	

	

Fig.	5	Effects	of	the	variation	in	the	P2i/P1i	ratio	on	optimal	common	production	cycle	time	T*	
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Fig. 6 Effects of the variation in the P2i/P1i ratio on the expected system cost E[TCU(T*, n*)] 
 

From Fig. 6, it may be noted that as the P2i/P1i ratio decreases, the expected system cost 
E[TCU(T*, n*)] increases slightly, and when P2i/P1i drops below 0.5, E[TCU(T*, n*)] starts to in-
crease significantly. 

4. Conclusion 
The vendor-buyer integrated system has recently drawn attention from managers, because it 
can benefit both parties of the supply chain and it is suitable to be applied to a so-called intra-
supply chain system within the present-day globalized enterprise. Optimization of such an intra-
supply chain system assists managers in achieving the goal of lowering overall operating costs. 
Motivated by this concept, the present study developed an exact mathematical model to simul-
taneously determine the production and shipment decisions for a multi-product vendor-buyer 
integrated inventory system with a rework process. The research results not only can assist 
management of such a realistic system in making a best operational decision, but also enable the 
practitioners in the fields to better understand and control over the effects of variations in dif-
ferent system parameters on the optimal production-shipment policy and on the expected sys-
tem costs (see Figs. 5 and 6). 

One interesting topic for future study will be to consider the effect of stochastic demand on 
the optimal production-shipment decision. To cope with the non-deterministic nature in de-
mand, the following extra features may be considered: (1) identification of the probability dis-
tribution of the actual demand; (2) safety stock, lost sales, or backordering (when demand ex-
ceeds supply); and (3) optional discount sales (when supply exceeds demand), etc. 

Acknowledgement 
Authors sincerely appreciate National Science Council (NSC) of Taiwan for supporting this study under grant number: 
NSC 102-2410-H-324-015-MY2. 

References 
[1] Tersine, R.J. (1994). Principles of inventory and materials management, PTR Prentice-Hall, New Jersey, USA. 
[2] Zipkin, P.H. (2000). Foundations of inventory management, McGraw-Hill, New York, USA. 
[3] Nahmias, S. (2009). Production and operations analysis, (6th edition), McGraw-Hill, New York, USA. 
[4] Gaalman, G.J. (1978). Optimal aggregation of multi-item production smoothing models, Management Science, Vol. 

24, No. 16, 1733-1739, doi: 10.1287/mnsc.24.16.1733. 
[5] Leachman, R.C., Gascon, A. (1988). A heuristic scheduling policy for multi-item, single-machine production sys-

tems with time-varying, stochastic demands, Management Science, Vol. 34, No. 3, 377-390, doi: 10.1287/ 
mnsc.34.3.377. 

[6] Zipkin, P.H. (1995). Performance analysis of a multi-item production-inventory system under alternative poli-
cies, Management Science, Vol. 41, No. 4, 690-703, doi: 10.1287/mnsc.41.4.690. 

[7] Muramatsu, K., Warman, A., Kobayashi, M. (2003). A near-optimal solution method of multi-item multi-process 
dynamic lot size scheduling problem, JSME International Journal, Series C: Mechanical Systems, Machine Elements 
and Manufacturing, Vol. 46, No. 1, 46-53, doi: 10.1299/jsmec.46.46. 

Advances in Production Engineering & Management 11(2) 2016 149 
 

http://dx.doi.org/10.1287/mnsc.24.16.1733
http://dx.doi.org/10.1287/mnsc.34.3.377
http://dx.doi.org/10.1287/mnsc.34.3.377
http://dx.doi.org/10.1287/mnsc.41.4.690
http://dx.doi.org/10.1299/jsmec.46.46


Chiu, Chiang, Chiu, Song 
 

[8] Jodlbauer, H., Reitner, S. (2012). Optimizing service-level and relevant cost for a stochastic multi-item cyclic 
production system, International Journal of Production Economics, Vol. 136, No. 2, 306-317, doi: 10.1016/ 
j.ijpe.2011.12.015. 

[9] Gordon, G.R., Surkis, J. (1975). A control policy for multi-item inventories with fluctuating demand using simula-
tion, Computers & Operations Research, Vol. 2, No. 2, 91-100, doi: 10.1016/0305-0548(75)90012-X. 

[10] Aggarwal, V. (1984). Grouping multi-item inventory using common cycle periods, European Journal of Operation-
al Research, Vol. 17, No. 3, 369-372, doi: 10.1016/0377-2217(84)90132-2. 

[11] Federgruen, A., Katalan, Z. (1998). Determining production schedules under base-stock policies in single facility 
multi-item production systems, Operations Research, Vol. 46, No. 6, 883-898, doi: 10.1287/opre.46.6.883. 

[12] Guchhait, P., Maiti, M.K., Maiti, M. (2010). Multi-item inventory model of breakable items with stock-dependent 
demand under stock and time dependent breakability rate, Computers & Industrial Engineering, Vol. 59, No. 4, 
911-920, doi: 10.1016/j.cie.2010.09.001. 

[13] Chiu, Y.-S.P., Huang, C.-C., Wu, M.-F., Chang, H.-H. (2013). Joint determination of rotation cycle time and number 
of shipments for a multi-item EPQ model with random defective rate, Economic Modelling, Vol. 35, 112-117, doi: 
10.1016/j.econmod.2013.06.024. 

[14] Wu, M.-F., Chiu, Y.-S.P., Sung, P.-C. (2014). Optimization of a multi-product EPQ model with scrap and an im-
proved multi-delivery policy, Journal of Engineering Research, Vol. 2, No. 4., 103-118, doi: 10.7603/s40632-014-
0027-7. 

[15] Chiu, Y.-S.P., Sung, P.-C., Chiu, S.W., Chou, C.-L. (2015). Mathematical modeling of a multi-product EMQ model with 
an enhanced end items issuing policy and failures in rework, SpringerPlus, Vol. 4:679, No. 1, 1-11, doi: 
10.1186/s40064-015-1487-4. 

[16] Taft, E.W. (1918). The most economical production lot, Iron Age, Vol. 101, 1410-1412. 
[17] Hahm, J., Yano, C.A. (1992). The economic lot and delivery scheduling problem: The single item case, Internation-

al Journal of Production Economics, Vol. 28, No. 2, 235-252, doi: 10.1016/0925-5273(92)90036-7. 
[18] Eben-Chaime, M. (2004). The effect of discreteness in vendor-buyer relationships, IIE Transactions, Vol. 36, No. 6, 

583-589, doi: 10.1080/07408170490438717. 
[19] Sarmah, S.P., Acharya, D., Goyal, S.K. (2008). Coordination of a single-manufacturer/multi-buyer supply chain 

with credit option, International Journal of Production Economics, Vol. 111, No. 2, 676-685, doi: 10.1016/ 
j.ijpe.2007.04.003. 

[20] Schwarz, L.B., Deuermeyer, B.L., Badinelli, R.D. (1985). Fill-rate optimization in a one-warehouse N-identical 
retailer distribution system, Management Science, Vol. 31, No. 4, 488-498, doi: 10.1287/mnsc.31.4.488. 

[21] Hall, R.W. (1996). On the integration of production and distribution: economic order and production quantity 
implications, Transportation Research Part B: Methodological, Vol. 30, No. 5, 387-403, doi: 10.1016/0191-
2615(96)00002-1. 

[22] Sarker, R.A., Khan, L.R. (1999). An optimal batch size for a production system operating under periodic delivery 
policy, Computers & Industrial Engineering, Vol. 37, No. 4, 711-730, doi: 10.1016/S0360-8352(00)00006-1. 

[23] Çömez, N., Stecke, K.E., Çakanyıldırım, M. (2012). Multiple in-cycle transshipments with positive delivery times, 
Production and Operations Management, Vol. 21, No. 2, 378-395, doi: 10.1111/j.1937-5956.2011.01244.x. 

[24] Chiu, S.W., Sung, P.-C., Tseng, C.-T., Chiu, Y.-S.P. (2015). Multi-product FPR model with rework and multi-shipment 
policy resolved by algebraic approach, Journal of Scientific and Industrial Research, Vol. 74, No. 10, 555-559. 

[25] Safaei, M. (2014). An integrated multi-objective model for allocating the limited sources in a multiple multi-stage 
lean supply chain, Economic Modelling, Vol. 37, 224-237, doi: 10.1016/j.econmod.2013.10.018. 

[26] Ocampo, L.A. (2015). A hierarchical framework for index computation in sustainable manufacturing, Advances in 
Production Engineering & Management, Vol. 10, No. 1, 40-50, doi: 10.14743/apem2015.1.191. 

[27] Chiu, S.W., Huang, C.-C., Chiang, K.-W., Wu, M.-F. (2015). On intra-supply chain system with an improved distribu-
tion plan, multiple sales locations and quality assurance, SpringerPlus, Vol. 4:687, No. 1, 1-11, doi: 10.1186/ 
s40064-015-1498-1. 

[28] Silver, E.A., Pyke, D.F., Peterson, R. (1998). Inventory management and production planning and scheduling, (3rd 
edition), John Wiley & Sons, New York, USA. 

[29] Zargar, A.M. (1995). Effect of rework strategies on cycle time, Computers & Industrial Engineering, Vol. 29, No. 1-
4, 239-243, doi: 10.1016/0360-8352(95)00078-F. 

[30] Inderfurth, K., Janiak, A., Kovalyov, M.Y., Werner, F. (2006). Batching work and rework processes with limited 
deterioration of reworkables, Computers & Operations Research, Vol. 33, No. 6, 1595-1605, doi: 10.1016/j.cor. 
2004.11.009. 

[31] Chiu, Y-S.P., Pan, N., Chiu, S.W., Chiang, K.-W. (2012). Optimal production cycle time for multi-item FPR model 
with rework and multi-shipment policy, International Journal for Engineering Modelling, Vol. 25, No. 1-4, 51-57. 

[32] Chiu, S.W., Lee, C.-H., Chiu, Y.-S.P., Cheng, F.-T. (2013). Intra-supply chain system with multiple sales locations and 
quality assurance, Expert Systems with Applications, Vol. 40, No. 7, 2669-2676, doi: 10.1016/j.eswa. 2012.11.008. 

[33] Yu, K.-Y.C., Bricker, D.L. (1993). Analysis of a Markov chain model of a multistage manufacturing system with 
inspection, rejection, and rework, IIE Transactions, Vol. 25, No. 1, 109-112, doi: 10.1080/07408179308964271. 

[34] Biswas, P., Sarker, B.R. (2008). Optimal batch quantity models for a lean production system with in-cycle rework 
and scrap, International Journal of Production Research, Vol. 46, No. 23, 6585-6610, doi: 10.1080/00207540 
802230330. 

[35] Widyadana, G.A., Wee, H.M. (2011). Optimal deteriorating items production inventory models with random 
machine breakdown and stochastic repair time, Applied Mathematical Modelling, Vol. 35, No. 7, 3495-3508, doi: 
10.1016/j.apm.2011.01.006. 

150 Advances in Production Engineering & Management 11(2) 2016 
 

http://dx.doi.org/10.1016/j.ijpe.2011.12.015
http://dx.doi.org/10.1016/j.ijpe.2011.12.015
http://dx.doi.org/10.1016/0305-0548(75)90012-X
http://dx.doi.org/10.1016/0377-2217(84)90132-2
http://dx.doi.org/10.1287/opre.46.6.883
http://dx.doi.org/10.1016/j.cie.2010.09.001
http://dx.doi.org/10.1016/j.econmod.2013.06.024
http://dx.doi.org/10.1016/j.econmod.2013.06.024
http://dx.doi.org/10.7603/s40632-014-0027-7
http://dx.doi.org/10.7603/s40632-014-0027-7
http://dx.doi.org/10.1186/s40064-015-1487-4
http://dx.doi.org/10.1186/s40064-015-1487-4
http://dx.doi.org/10.1016/0925-5273(92)90036-7
http://dx.doi.org/10.1080/07408170490438717
http://dx.doi.org/10.1016/j.ijpe.2007.04.003
http://dx.doi.org/10.1016/j.ijpe.2007.04.003
http://dx.doi.org/10.1287/mnsc.31.4.488
http://dx.doi.org/10.1016/0191-2615(96)00002-1
http://dx.doi.org/10.1016/0191-2615(96)00002-1
http://dx.doi.org/10.1016/S0360-8352(00)00006-1
http://dx.doi.org/10.1111/j.1937-5956.2011.01244.x
http://dx.doi.org/10.1016/j.econmod.2013.10.018
http://dx.doi.org/10.14743/apem2015.1.191
http://dx.doi.org/10.1186/s40064-015-1498-1
http://dx.doi.org/10.1186/s40064-015-1498-1
http://dx.doi.org/10.1016/0360-8352(95)00078-F
http://dx.doi.org/10.1016/j.cor.2004.11.009
http://dx.doi.org/10.1016/j.cor.2004.11.009
http://dx.doi.org/10.1016/j.eswa.2012.11.008
http://dx.doi.org/10.1080/07408179308964271
http://dx.doi.org/10.1080/00207540802230330
http://dx.doi.org/10.1080/00207540802230330
http://dx.doi.org/10.1016/j.apm.2011.01.006
http://dx.doi.org/10.1016/j.apm.2011.01.006


Simultaneous determination of production and shipment decisions for a multi-product inventory system with a rework process 
 

[36] Chiu, Y.-S.P., Chen, Y.-C., Lin, H.-D., Chang, H.-H. (2014). Combining an improved multi-delivery policy into a 
single-producer multi-retailer integrated inventory system with scrap in production, Economic Modelling, Vol. 
39, 163-167, doi: 10.1016/j.econmod.2014.02.031. 

[37] Tseng, C.-T., Wu, M.-F., Lin, H.-D., Chiu, Y.-S.P. (2014). Solving a vendor–buyer integrated problem with rework and 
a specific multi-delivery policy by a two-phase algebraic approach, Economic Modelling, Vol. 36, 30-36, doi: 
10.1016/j.econmod.2013.09.013. 

[38] Lin, G.C., Gong, D.-C., Chang, C.-C. (2014). On an economic production quantity model with two unreliable key 
components subject to random failures, Journal of Scientific and Industrial Research, Vol. 73, 149-152. 

[39] Chiu, Y-S.P., Chang, H.-H. (2014). Optimal run time for EPQ model with scrap, rework and stochastic break-
downs: A note, Economic Modelling, Vol. 37, 143-148, doi: 10.1016/j.econmod.2013.11.006. 

[40] Haider, A., Mirza, J. (2015). An implementation of lean scheduling in a job shop environment, Advances in Produc-
tion Engineering & Management, Vol. 10, No. 1, 5-17, doi: 10.14743/apem2015.1.188. 

[41] Rardin, R.L. (1998). Optimization in operations research, Prentice-Hall, New Jersey, USA. 

Advances in Production Engineering & Management 11(2) 2016 151 
 

http://dx.doi.org/10.1016/j.econmod.2014.02.031
http://dx.doi.org/10.1016/j.econmod.2013.09.013
http://dx.doi.org/10.1016/j.econmod.2013.09.013
http://dx.doi.org/10.1016/j.econmod.2013.11.006
http://dx.doi.org/10.14743/apem2015.1.188


 
152  Advances in Production Engineering & Management 11(2) 2016

 

Calendar of events 

 14th	Annual	Industrial	Simulation	Conference,	Bucharest,	Romania,	June	6‐8,	2016.	

 3rd	CIRP	Conference	on	Surface	Integrity,	Charlotte,	NC,	USA,	June	8‐10,	2016.	

 International	Symposium	on	Green	Manufacturing	and	Applications,	Bali,	Indonesia,	June	21‐
25,	2016.		

 8th	IFAC	Conference	on	Manufacturing	Modelling,	Management	and	Control,	Troyes,	France,	
June	28‐30,	2016.	

 28th	European	Conference	on	Operational	Research,	Poznan,	Poland,	July	3‐6,	2016.		

 10th	CIRP	Conference	on	Intelligent	Computation	in	Manufacturing	Engineering,	Gulf	of	Na‐
ples,	Italy,	July	20‐22,	2016.	

 International	Conference	on	Design	and	Production	Engineering,	Berlin,	Germany,	July	25‐26,	
2016.	

 21st	IEEE	International	Conference	on	Emerging	Technologies	and	Factory	Automation,	Ber‐
lin,	Germany,	September	6‐9,	2016.	

 20th	 International	Research/Expert	Conference	–	Trends	 in	 the	Development	of	Machinery	
and	Associated	Technology,	Mediterranean	Sea	Cruising,	24	September	to	1st	October,	2016.	

 5th	CIRP	Global	Web	Conference	 –	Research	 and	 Innovation	 for	 Future	Production,	 Patras,	
Greece,	October	4‐6,	2016.	

 27th	 DAAAM	 International	 Symposium,	 Mostar,	 Bosnia	 and	 Herzegovina,	 October	 26‐29,	
2016.	

 3rd	International	Conference	on	Mechatronics,	Automation	and	Manufacturing,	Tokyo,	Japan,	
October	29‐31,	2016.	

 10th	 International	 Conference	 on	 Industrial	 Tools	 and	 Advances	 Processing	 Technologies,	
Ljubljana,	Slovenia,	April	24‐26,	2017.	

 19th	 International	 Conference	 on	 Production	 Engineering	 and	 Management,	 Boston,	 USA,	
April	24‐25,	2017.	



 
 

Notes for contributors 

General 

Articles	 submitted	 to	 the	APEM	journal	 should	 be	 original	 and	unpublished	 contributions	 and	
should	not	be	under	consideration	for	any	other	publication	at	the	same	time.	Manuscript	should	
be	written	in	English.	Responsibility	for	the	contents	of	the	paper	rests	upon	the	authors	and	not	
upon	the	editors	or	the	publisher.	Authors	of	submitted	papers	automatically	accept	a	copyright	
transfer	 to	 Production	Engineering	 Institute,	 University	of	Maribor.	 For	 most	 up‐to‐date	 infor‐
mation	on	publishing	procedure	please	see	the	APEM	journal	homepage	apem‐journal.org.	
 

Submission of papers  

A	 submission	 must	 include	 the	 corresponding	 author's	 complete	 name,	 affiliation,	 address,	
phone	and	fax	numbers,	and	e‐mail	address.	All	papers	for	consideration	by	Advances	in	Produc‐
tion	Engineering	&	Management	should	be	submitted	by	e‐mail	to	the	journal	Editor‐in‐Chief:	
	

Miran Brezocnik, Editor‐in‐Chief 
UNIVERSITY OF MARIBOR 
Faculty of Mechanical Engineering 
Production Engineering Institute 
Smetanova ulica 17, SI – 2000 Maribor 
Slovenia, European Union 
E‐mail: editor@apem‐journal.org 

 

Manuscript preparation 

Manuscript	 should	 be	 prepared	 in	Microsoft	Word	2007	 (or	 higher	 version)	 word	 processor.	
Word	.docx	 format	 is	required.	Papers	on	A4	format,	single‐spaced,	 typed	in	one	column,	using	
body	text	font	size	of	11	pt,	should	not	exceed	12	pages,	including	abstract,	keywords,	body	text,	
figures,	 tables,	acknowledgements	(if	any),	references,	and	appendices	(if	any).	The	title	of	 the	
paper,	authors'	names,	affiliations	and	headings	of	the	body	text	should	be	in	Calibri	font.	Body	
text,	figures	and	tables	captions	have	to	be	written	in	Cambria	font.	Mathematical	equations	and	
expressions	must	be	set	in	Microsoft	Word	Equation	Editor	and	written	in	Cambria	Math	font.	For	
detail	 instructions	 on	manuscript	 preparation	 please	 see	 instruction	 for	 authors	 in	 the	APEM	
journal	homepage	apem‐journal.org.	
 

The review process 

Every	manuscript	submitted	for	possible	publication	in	the	APEM	journal	is	first	briefly	reviewed	
by	the	editor	for	general	suitability	for	the	journal.	Notification	of	successful	submission	is	sent.	
After	 initial	 screening,	 and	 checking	 by	 a	 special	 plagiarism	 detection	 tool,	 the	manuscript	 is	
passed	 on	 to	 at	 least	 two	 referees.	 A	 double‐blind	 peer	 review	 process	 ensures	 the	 content's	
validity	and	relevance.	Optionally,	authors	are	invited	to	suggest	up	to	three	well‐respected	ex‐
perts	 in	 the	 field	discussed	 in	 the	article	who	might	 act	 as	 reviewers.	The	 review	process	 can	
take	up	to	eight	weeks.	Based	on	the	comments	of	 the	referees,	 the	editor	will	 take	a	decision	
about	 the	paper.	The	 following	decisions	 can	be	made:	 accepting	 the	paper,	 reconsidering	 the	
paper	after	changes,	or	rejecting	the	paper.	Accepted	papers	may	not	be	offered	elsewhere	for	
publication.	The	editor	may,	in	some	circumstances,	vary	this	process	at	his	discretion.	

	
Proofs 

Proofs	will	be	sent	to	the	corresponding	author	and	should	be	returned	within	3	days	of	receipt.	
Corrections	should	be	restricted	to	typesetting	errors	and	minor	changes.	

	
Offprints 

An	e‐offprint,	i.e.,	a	PDF	version	of	the	published	article,	will	be	sent	by	e‐mail	to	the	correspond‐
ing	author.	Additionally,	one	complete	copy	of	the	journal	will	be	sent	free	of	charge	to	the	cor‐
responding	author	of	the	published	article.	



Advances in
Production
Engineering &
Management

ISSN 1854-6250

9 771854 625008

apem-journal.org

APEM
journal

Production Engineering Institute (PEI)
University of Maribor

APEM homepage: apem-journal.org

Contents

Copyright © 2016 PEI. All rights reserved.

Volume 11 | Number 2 | June 2016 | pp 73-154

Scope and topics 76

A simulation approach to the process planning problem using a modified
particle swarm optimization
Wang, J.F.; Kang, W.L.; Zhao, J.L.; Chu, K.Y.

77

Surface roughness assessing based on digital image features
Simunovic, G.; Svalina, I.; Simunovic, K.; Saric, T.; Havrlisan, S.; Vukelic, D.

93

Visual measurement of layer thickness in multi-layered functionally graded
metal materials
Zuperl, U.; Radic, A.; Cus, F.; Irgolic, T.

105

Modelling supply risks in interdependent manufacturing systems: A case study
Omega, R.S.; Noel, V.M.; Masbad, J.G.; Ocampo, L.A.

115

Analysis for prevalence of carpal tunnel syndrome in shocker
manufacturing workers
Kumar, S.; Muralidhar, M.

126

Simultaneous determination of production and shipment decisions for a
multi-product inventory system with a rework process
Chiu, Y.P.; Chiang, K. W. ; Chiu, S.W.; Song, M. S.

141

Calendar of events 152

Notes for contributors 153

http://apem-journal.org/
http://apem-journal.org/
http://apem-journal.org/Archives/2016/VOL11-ISSUE02.html
http://dx.doi.org/10.14743/apem2016.2.211
http://dx.doi.org/10.14743/apem2016.2.212
http://dx.doi.org/10.14743/apem2016.2.213
http://dx.doi.org/10.14743/apem2016.2.214
http://dx.doi.org/10.14743/apem2016.2.215
http://dx.doi.org/10.14743/apem2016.2.216

	Front cover
	Identification Statement
	Contents
	Scope and topics
	A simulation approach to the process planning problemusing a modified particle swarm optimization
	Surface roughness assessing based on digital image features
	Visual measurement of layer thickness in multi‐layered functionally graded metal materials
	Modelling supply risks in interdependent manufacturingsystems: A case study
	Analysis for prevalence of carpal tunnel syndrome inshocker manufacturing workers
	Simultaneous determination of production and shipmentdecisions for a multi‐product inventory system with arework process
	Calendar of events
	Notes for contributors
	Back cover

