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Abstract

Let A be a (0, 1)-matrix such that PA is indecomposable for every permutation matrix
P and there are 2n + 3 positive entries in A. Assume that A is also nonconvertible in a
sense that no change of signs of matrix entries, satisfies the condition that the permanent of
A equals to the determinant of the changed matrix.

We characterized all matrices with the above properties in terms of bipartite graphs.
Here 2n + 3 is known to be the smallest integer for which nonconvertible fully indecom-
posable matrices do exist. So, our result provides the complete characterization of extremal
matrices in this class.
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1 Introduction
Let Mm,n(Σ) denote the set of matrices of size m×n with entries from a certain algebraic
set Σ. Unless explicitly stated otherwise, Σ ⊆ Z is a subset of integers. Typically Σ =
{0, 1} or Σ = {−1, 1} and in these two cases we will write Mm,n(0, 1) or Mm,n(±1),
and if m = n, then we write shortly Mn,n(Σ) = Mn(Σ). We consider two well known
functions of matrices, permanent and determinant, which are defined by formulas:

perA =
∑
σ∈Sn

n∏
i=1

aiσ(i), detA =
∑
σ∈Sn

n∏
i=1

sgn(σ)aiσ(i),

where Sn is the group of permutations of order n and sgn(σ) is a sign of permutation σ.
Permanent is a good counting function in combinatorics and applications, but there is

no fast algorithms known for computing the permanent function itself on arbitrary matrices.
Ryser formula which requires O(n2n−1) multiplication operations is still one of the best
known algorithms, for details see [1] or [9]. Moreover, Valiant proved that computing
even a permanent of (0, 1)-matrix is #P-complete problem ([12]). Recent investigations of
permanents of (0, 1) and (−1, 1) matrices can be found in [6] and [3], correspondingly,
and references therein. In comparison, the determinant which is very similar to permanent
can be easily computed by Gauss elimination algorithm. One of the possible approaches
to compute permanent is to convert it by a certain transformation to the determinant. The
sign-conversion is one of the classical possibilities to construct such a transformation.

We say that matrixA ∈Mn(0, 1) is sign convertible or just convertible if there is matrix
X ∈ Mn(±1) such that perA = det(A ◦ X), where operation ◦ is the Hadamard, i.e.,
entrywise product. The notion of convertibility was presented by Pólya in [10] and studied
by different mathematicians (for details see [4, 5, 9]). Convertibility of (0, 1)-matrices is
equivalent to many problems in graph theory (for details see [7, 8, 11, 13]). Thus the class
of (0, 1)-matrices is particularly important.

In [4] different notions of bounds of convertibility were presented. We say that integer
Ωn is an upper bound for convertibility if for any A ∈ Mn(0, 1) with perA > 0 and with
more than Ωn nonzero entries it follows thatA is not convertible. We say that ωn is a lower
bound for convertibility if any matrix A ∈ Mn(0, 1) with less than ωn positive entries is
convertible. It is known that Ωn = n2+3n−2

2 (see [5]) and ωn = n+ 6 (see [4]).
In [2] lower bounds for convertibility were found under additional assumption that ma-

trices are indecomposable or fully indecomposable. Note that instead of indecomposable
some authors use other terminology like irreducible, see a book by Brualdi and Ryser [1].
Since the present paper is a continuation of our previous work [2] we use the same ter-
minology as in [2]. Notice that the term ”fully indecomposable” is also used in the same
monograph (see [1, page 112]). Let us state the corresponding definitions below.

E-mail addresses: mbudrevich@yandex.ru (Mikhail Budrevich), gregor.dolinar@fe.uni-lj.si (Gregor
Dolinar), guterman@list.ru (Alexander Guterman), bojan.kuzma@famnit.upr.si (Bojan Kuzma)
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Definition 1.1. A matrix A ∈Mn(0, 1) is called decomposable if there exists permutation
matrix P ∈Mn(0, 1) such that

A = P

(
B 0
C D

)
P t,

where B,D are square matrices and C is possibly a rectangular matrix. If A is not decom-
posable, it is called indecomposable.

Definition 1.2. A matrix A ∈ Mn(0, 1) is called partially decomposable if there exist
permutation matrices P,Q ∈Mn(0, 1) such that

A = P

(
B 0
C D

)
Q,

whereB,D are square matrices and C is possibly a rectangular matrix. IfA is not partially
decomposable, it is called fully indecomposable.

Remark 1.3. One observes easily that A ∈ Mn(0, 1) is not fully indecomposable if and
only if for some integer p ∈ {1, . . . , n − 1} there exists a zero block of size p × (n − p)
in A.

Remark 1.4. We note that a fully indecomposable matrix is always indecomposable, but
the converse may not be true. Observe that in each row and in each column of a fully
indecomposable matrix there are at least 2 positive entries.

In [2, Example 4.3] we showed that lower bound for indecomposable matrices equals
n+ 6 and can not be improved. For fully indecomposable matrices better lower bound was
found in the same paper.

Theorem 1.5 ([2]). Let A ∈ Mn(0, 1) be a fully indecomposable matrix with less than
2n+ 3 positive entries. Then matrix A is convertible.

Our aim is to describe extremal case of Theorem 1.5. Namely, we classify all fully
indecomposable matrices with 2n+ 3 positive entries which are nonconvertible. Our paper
is organized as follows. In Section 2 we reformulate the notion of convolution (introduced
in [2]) in terms of bipartite graphs and describe the properties of this operation. In Section 3
we prove our main result Theorem 3.13 on the characterization of the extremal case using
the language of the graph theory.

2 Convolution via bipartite graphs
The following notion of convolution was presented in [2].

Definition 2.1. Let A ∈ Mn(0, 1) and let the first row of A has exactly two non-zero
entries a11, a12. Then the convolution ofA by the first row is the following matrix S1(A) ∈
Mn−1(0, 1),

S1(A) =


max(a21, a22) a23 · · · a2n
max(a31, a32) a33 · · · a3n

...
...

. . .
...

max(an1, an2) an3 · · · ann

 .
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Here we delete the first row and take the maximum between the corresponding elements in
the first and second columns.

Similarly, if the i-th row of A has exactly two nonzero entries aij , aik, j < k, the
convolution Si(A) ∈ Mn−1(0, 1) of A by the i-th row is defined as the matrix obtained
from A by deleting the i-th row and k-th column and exchanging the j-th column by the
maximum of j-th and k-th columns.

Notation 2.2. Let A ∈ Mm,n(Σ), α ⊆ {1, . . . ,m} and β ⊆ {1, . . . , n}. By A(α|β) we
denote the matrix obtained from A by removing rows with indexes from α and columns
with indexes from β. By A[α|β] we denote the submatrix of A located on intersection of
rows with indexes from α and columns with indexes from β. We will write shortlyA(|1, 2)
instead of A({}|{1, 2}) etc.

Our main goal in this section is to present the notion of convolution with the help of
graphs. Let Γ = Γ(V,W,E) be a simple bipartite graph with V ∪W as the set of vertices
and E as the set of edges. Write V = {v1, . . . , vm} and W = {w1, . . . , wn}. We say
that matrix A ∈ Mm,n(0, 1) is biadjacency matrix of Γ if the following holds: aij = 1 if
and only if {vi, wj} ∈ E. Thus |V | is equal to the number of rows in A and |W | is equal
to the number of columns in A. The number of edges of a vertex v is a valency of this
vertex. Since we study square (0, 1)-matrices we will consider only bipartite graphs with
|V | = |W |.

Remark 2.3. Let Γ = Γ(V,W,E) be a simple bipartite graph and A ∈Mn(0, 1) its biad-
jacency matrix. Then permutation of rows of A corresponds to renumbering of vertices in
V , permutation of columns of A corresponds to renumbering of vertices in W and transpo-
sition of A corresponds to exchange of sets V and W . Thus these transformations do not
change the structure of the graph.

Suppose that convolution can be applied to a matrix A ∈ Mn(0, 1), i.e., suppose A
has a row with exactly two nonzero entries. By Remark 2.3 we can assume that A has
two positive elements a11 and a12 in the first row and S1(A) is a convolution of A by the
first row. Let A be biadjacency matrix of Γ = Γ(V,W,E), see Figure 1(a), and S1(A) be
biadjacency matrix of Γ1, see Figure 1(b).
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Figure 1: Convolution.
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Lemma 2.4. Let A ∈ Mn(0, 1). Let the first row of A has exactly two non-zero entries
a11, a12, and let S1(A) be the convolution of A. Then bipartite graph Γ1 with biadja-
cency matrix S1(A) is constructed from bipartite graph Γ with biadjacency matrix A by
the following steps:

(1) Vertices v1 and w1 are removed.

(2) Every edge in Γ of the form {x,w1} for x ∈ {v2, . . . , vn} is replaced by an edge in
Γ1 of the form {x,w2} .

Proof. To obtain S1(A) from A the following transformations are done.

1. The first row and the first column of A are removed. Thus vertices v1 ∈ V and
w1 ∈W are removed from Γ.

2. Since A(1|1, 2) = S1(A)(|1) the corresponding subgraphs in Γ and Γ1 coincide.

3. In S1(A) elements of the first column are represented by max(ai1, ai2), where i =
2, . . . , n. Since we consider (0, 1)-matrices there are four possible options.

3.1. Suppose ai1 = ai2 = 0. Then max(ai1, ai2) = 0 and no edges in Γ and Γ1

correspond to these entries of A and S1(A).

3.2. Suppose ai1 = 1 and ai2 = 0. Then there is an edge {vi, w1} in Γ. Since
max(ai1, ai2) = 1 this edge in Γ1 is replaced by {vi, w2}. For i = 2 this case
is represented in Figure 1(a) for Γ and in Figure 1(b) for Γ1 by dash-dotted
edges.

3.3. Suppose ai1 = 0 and ai2 = 1. Then there is an edge {vi, w2} in Γ. Since
max(ai1, ai2) = 1 this edge remains also in Γ1. For i = 4 this case is repre-
sented in Figure 1(a) for Γ and in Figure 1(b) for Γ1 by dotted edges.

3.4. Suppose ai1 = ai2 = 1. Then there are edges {vi, w1} and {vi, w2} in Γ.
Since max(ai1, ai2) = 1 these edges are replaced by the edge {vi, w2} in Γ1.
For i = 3 this case is represented in Figure 1(a) for Γ and in Figure 1(b) for Γ1

by dashed edges. In this case we will say that edges are merged.

3 Main result
We will use the following results obtained in [2].

Theorem 3.1 ([2, Theorem 3.6]). LetA ∈Mn(0, 1). Let the first row ofA have exactly two
nonzero entries a11 and a12, and let S1(A) be the convolution of A. Then A is convertible
if and only if S1(A) is convertible.

Theorem 3.2 ([2, Theorem 3.8]). LetA ∈Mn(0, 1) be a fully indecomposable matrix with
at most 2n+ 2 positive entries. Then A is convertible.

Now we prove that the convolution of a fully indecomposable matrix is fully indecom-
posable.

Lemma 3.3. Let A ∈ Mn(0, 1). Let the first row of A have exactly two nonzero entries
a11 and a12, and let S1(A) be the convolution of A. Let A be fully indecomposable. Then
S1(A) is fully indecomposable.
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Proof. Assume on the contrary that S1(A) is partially decomposable. Then there exists a
k × (n− k − 1) zero submatrix B = S1(A)[i1, . . . , ik|j1, . . . , jn−k−1] for some 1 ≤ k ≤
n− 2 and some i1 < · · · < ik and j1 < · · · < jn−k−1. We consider two cases depending
on whether B includes the first column of S1(A) or not.

1. Suppose j1 > 1. Since A(1|1, 2) = S1(A)(|1) then B is a submatrix of A as well,
i.e., B = A[i1 + 1, . . . , ik + 1|j1 + 1, . . . , jn−k−1 + 1]. Since a1,l = 0 for l > 2 and
since j1 + 1 > 2 it follows that A[1, i1 + 1, . . . , ik + 1|j1 + 1, . . . , jn−k−1 + 1] is a
(k+1)×(n−k−1) zero submatrix. SoA is partially decomposable, a contradiction.

2. Suppose j1 = 1. Let S1(A) = (sij). Since 0 = sil,1 = max(ail+1,1, ail+1,2) for
any l = 1, . . . , k it follows that A[i1 + 1, . . . , ik + 1|1, j1 + 1, . . . , jn−k−1 + 1] is a
k × (n− k) zero submatrix. So A is partially decomposable, a contradiction.

The following example shows that the converse does not hold, i.e., if S1(A) is fully
indecomposable, then A is not necessarily a fully indecomposable.

Example 3.4. The matrixA, defined below, is partially decomposable while S1(A) is fully
indecomposable.

A =


1 1 0 0
0 1 1 1
0 1 1 1
0 1 1 1


Notation 3.5. Let A ∈Mn(0, 1). By ν(A) we denote the number of positive entries of A.
By Jk ∈Mk(0, 1) we denote the k-by-k matrix with all entries equal to 1.

Lemma 3.6. Let A ∈ Mn(0, 1), n > 3, be a fully indecomposable nonconvertible matrix
with ν(A) = 2n+3. Then the convolution can be applied recursively to obtain J3. On step
k of the process we obtain fully indecomposable, nonconvertible matrix of order (n − k)
with 2(n− k) + 3 positive entries.

Proof. By Remark 1.4 in each row of A there are at least two positive elements. Since
ν(A) = 2n+ 3 by Pigeonhole principle there is a row in A with exactly 2 positive entries.
With no loss of generality these entries are a11 and a12. Since the convolution S1 removes
the first row of A it follows that ν(S1(A)) ≤ 2(n − 1) + 3. By Theorem 3.1, S1(A) is
nonconvertible and by Lemma 3.3, S1(A) is fully indecomposable. Thus by Theorem 3.2,
ν(S1(A)) ≥ 2(n− 1) + 3.

Combining both inequalities we obtain ν(S1(A)) = 2(n − 1) + 3 and matrix S1(A)
meets all the conditions of this lemma. Repeating the arguments n− 3 times we obtain J3.

Lemma 3.7. Let A ∈ Mn(0, 1), n > 3, be a fully indecomposable nonconvertible matrix
with ν(A) = 2n + 3 and with exactly two positive entries a11 = a12 = 1 in the first row.
Let A and S1(A) be the biadjacency matrices of bipartite graphs Γ and Γ1, respectively.
Then Γ1 is constructed from Γ without merging edges.

Proof. Suppose the edges {x,w1} and {x,w2} of Γ are merged by convolution. It means
that there is i > 1 such that ai1 = ai2 = 1. These two positive entries are replaced by
one in matrix S1(A). Thus ν(S1(A)) ≤ 2n + 3 − 3 = 2(n − 1) + 2, which contradicts
Lemma 3.6.
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Lemma 3.8. Let A ∈ Mn(0, 1), n ≥ 3, be a fully indecomposable nonconvertible matrix
with ν(A) = 2n + 3. Then in A there are n − 3 columns (rows) with exactly two positive
entries and 3 columns (rows) with exactly three positive entries.

Proof. By Remark 1.4 in each row of A there are at least two positive entries. By Lem-
ma 3.6 we can construct sequence of n−3 convolutions to obtain matrix J3. By Lemma 3.7
there are no merges of edges, hence after applying a convolution the number of positive
entries in non-deleted rows does not change.

To prove the statement for columns we transpose the matrix and repeat our arguments.

A chain of three edges is any sequence of edges of the form {a, v1}, {v1, v2}, {v2, b}
which constitute a path of length 3 for some vertices a, v1, v2, b.

Lemma 3.9. Let A ∈ Mn(0, 1), n > 3, be a fully indecomposable nonconvertible matrix
with ν(A) = 2n + 3 and with exactly two positive entries a11 = a12 = 1 in the first
row. Then the first or the second column (or both) contains exactly two nonzero entries.
Moreover, suppose the first column ofA contains exactly two nonzero entries and letA and
S1(A) be the biadjacency matrices of bipartite graphs Γ and Γ1, respectively. Then Γ1 is
obtained from Γ by replacing a chain of three edges by a single edge and deleting the two
intermediate vertices of this chain.

Remark 3.10. No generality is lost in assuming that first column contains exactly two
nonzero entries — we can always swap the first two columns to achieve this.

Remark 3.11. Conversely, under the assumptions and notations of Lemma 3.9, Γ is ob-
tained from Γ1 by subdividing an edge with two additional vertices. Note that this proce-
dure preserves bipartiteness of graphs.

Proof of Lemma 3.9. By Lemma 3.8 in each column ofA there are either 2 or 3 positive en-
tries. Since permutation of columns does not change the structure of the graph we consider
three cases.

1. Suppose that in the first and in the second columns of A there are three positive en-
tries. By Lemma 3.7 no edges were merged in S1(A). Thus there are four positive
entries in the first column of S1(A). Note that by Lemma 3.6, S1(A) is fully inde-
composable nonconvertible matrix of order n − 1 and ν(S1(A)) = 2(n − 1) + 3,
so by Lemma 3.8 in each column of S1(A) there are at most three positive entries, a
contradiction.

2. Suppose there are two and three positive entries in the first and in the second column
of the matrix. With no loss of generality we can permute columns of the matrix to
obtain two positive entries in the first column and three positive entries in the second
column. By Lemma 3.7 no edges are merged thus ai1ai2 = 0 for any i ≥ 2. We
may assume that a11 = a21 = 1 in the first column and a12 = a32 = a42 =
1 in the second column. The structure of the graph is represented in Figure 2(a).
By Lemma 2.4 convolution S1(A) remove vertices v1 and w1 and edges {v1, w1}
and {v1, w2} and the edge {v2, w1} is replaced by the edge {v2, w2}. The resulted
graph is represented in Figure 2(b). The removed elements of Γ are represented by
dotted edges (Figure 2(a)) the added element of Γ1 are represented by dashed edge
(Figure 2(b)). Thus the chain {w2, v1}, {v1, w1}, {w1, v2} is replaced by the edge
{w2, v2} to obtain graph Γ1. The lemma is proved in this case.
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Figure 2: Convolution of matrix with 3 positive entries in 1st column and 2 positive entries
in 2nd column.

3. Suppose there are two positive entries in the first column and two positive entries in
the second column. By Lemma 3.7 no edges are merged thus ai1ai2 = 0 for any
i ≥ 2. We may assume that a11 = a21 = 1 in the first column and a12 = a32 = 1
in the second column. The structure of the graph is represented in Figure 3(a). By
Lemma 2.4 convolution S1(A) remove vertices v1 and w1 and edges {v1, w1} and
{v1, w2} and the edge {v2, w1} is replaced by the edge {v2, w2}. The resulted graph
is represented in Figure 3(b). Thus the chain {w2, v1}, {v1, w1}, {w1, v2} (dotted
edges, Figure 3(a)) is replaced by the edge {w2, v2} (dashed edge, Figure 3(b)) to
obtain graph Γ1. The lemma is proved.
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Figure 3: Convolution of matrix with 2 positive entries in 1st column and 2 positive entries
in 2nd column.

Lemma 3.12. Let Γ be a graph obtained from the bipartite graph Γ1 by subdividing one
or more its edges with even number of points. Let A(Γ1) and A(Γ) be the corresponding
biadjancency matrices. If A(Γ1) is fully indecomposable then same holds for A(Γ).

Proof. We use the notation from the proof of Remark 3.11. It suffices, by induction, to
consider the case when Γ is obtained from Γ1 by subdividing only one of its edges with two
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vertices. Without loss of generality we may assume that the subdivided edge is {v1, w1}
and that we are adding vertices v0, w0. Then, the matrix corresponding to Γ has the form

A(Γ) =



v0 v1 v2 ... vn

w0 1 1 0 . . . 0
w1 1 0 F . . . F
w2 0 F F . . . F
...

...
...

...
. . .

...
wn 0 F F . . . F


where F denote the entries of the biadjacency matrix A(Γ1). It follows from Remark 1.3
that A(Γ) is fully indecomposable if and only if it does not contain a zero block of size
p × (n + 1 − p) for some p = 1, . . . , n where n + 1 is the size of A(Γ). Now, by the
induction, the n × n matrix A(Γ1) is fully indecomposable so it does not contain a zero
block of size 1 × (n − 1). It follows that the (n + 1) × (n + 1) matrix A(Γ) has at least
two ones in each row, i.e. has no zero block of size 1 × n. The first row of A(Γ) contains
n−1 zeros. However, at the corresponding columns (2)–(n+1) (the starting column being
indexed by 0), the other rows of A(Γ) consists of elements of A(Γ1) so cannot have n− 1
zero entries. That is, A(Γ) does not contain a zero block of size 2 × (n − 1). Likewise
we see that inside columns (3)–(n) the matrix A(Γ1) does not contain a zero 2 × (n − 2)
which implies that A(Γ) contains no 3× (n− 2) block. Proceed inductively to deduce that
A(Γ) contains no zero p× (n+ 1− p) block. Hence, A(Γ) is fully indecomposable.

Theorem 3.13. Let A ∈ Mn(0, 1), n ≥ 3, be a fully indecomposable nonconvertible
matrix with ν(A) = 2n + 3. Let Γ = Γ(V,W,E) be a simple bipartite graph with A
as its biadjacency matrix. Then up to renumbering of vertices, Γ has the following three
properties.

(1) Vertices vi, wj , where i, j ∈ {1, 2, 3}, have valency 3, and every other vertex has
valency 2.

(2) If i, j ∈ {1, 2, 3} and {vi, wj} /∈ E, then there is a unique path connecting vi to wj
whose intermediate vertices are all of valency 2.

(3) The graph is connected.

Remark 3.14. The disjoint union of a complete bipartite graph and an even cycle K3,3 +
C2n−6 satisfies all the assumptions of Theorem 3.13 except the third item. This graph is
not a biadjacency graph of fully indecomposable n-by-n matrix with 2n+ 3 units.

Proof. By Lemma 3.6 there is a sequence of n − 3 convolutions to obtain matrix J3 from
A. Matrix J3 is a biadjacency matrix of a complete bipartite graphK3,3. This graph fulfills
the conditions of the theorem. Let us reverse these convolutions to obtain graph Γ. Note
that by Remark 3.11 on each reverse step the resulted graph is bipartite.

By Lemma 3.9 each convolution replaces a chain of three edges by a single edge. Thus
the reverse operation will add two vertices with valency 2 and replace a single edge by a
chain of three edges, hence the valencies of vertices which were added on the previous steps
do not change. Thus Condition (1) of the theorem is satisfied after each reverse operation.

All edges in the graph K3,3 can be represented as a chain of length 1 from vertex
vi to vertex wj . Thus each reverse operation replaces a single edge by a chain of three
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edges whose both intermediate vertices are of valency 2 in some chain of edges. Obviously
this operation preserves chains of edges from vi to wj , where i, j ∈ {1, 2, 3}, possibly
extending a length of one of these chains by 2. Thus Conditions (2) and (3) are satisfied.

Remark 3.15. With the help of Remark 3.11 and Lemma 3.12 we can formulate Theo-
rem 3.13 also in the following way. A bipartite graph Γ corresponds to a fully indecompos-
able nonconvertible biadjacency matrix A with ν(A) = 2n+ 3 if and only if Γ is obtained
from K3,3 by subdividing each edge with an even number of vertices (possibly 0).

Recall that if two matrices are the same modulo permutations of rows/columns and
transposition, then their biadjacency graphs are isomorphic. Conversely, assume the bi-
adjacency graphs Γ1 and Γ2 of two fully indecomposable nonconvertible n-by-n matrices
A1, A2 ∈Mn(0, 1) with 2n+ 3 units are isomorphic. The two graphs are bipartite having
two maximum sets of independent vertices Vi and Wi. Their graph isomorphism must ei-
ther map V1 bijectively onto V2 and W1 bijectively onto W2, or it maps V1 bijectively onto
W2 and W1 bijectively onto V2. The first case corresponds to permuting rows/columns of
matrix A1 to obtain A2, while the second case composes this with transposition.

Therefore, the cardinality of the set Ω of equivalent classes of fully indecomposable
nonconvertible matricesA ∈Mn(0, 1) with v(A) = 2n+3, modulo permutations of rows,
columns, and transposition, equals the number of pairwise nonisomorphic graphs, obtained
from K3,3 by subdividing each edge with an even number of vertices (possibly 0) such that
in total we place additional 2(n− 3) vertices.

Theorem 3.16. Up to a permutation of rows and columns and up to a transposition, any
fully indecomposable nonconvertible matrix A ∈ Mn(0, 1) with ν(A) = 2n + 3 can be
described by a matrix C ∈M3(Z+), such that the sum of elements of C is n− 3.

Proof. In the proof of Theorem 3.13 it is was shown that any bipartite graph Γ with a fully
indecomposable nonconvertible biadjacency matrix A ∈Mn(0, 1), ν(A) = 2n+ 3, can be
constructed by a sequence of n−3 replacements of a single edge by a chain of three edges.
Thus for a full description of Γ we must define lengths of chains from vi to wj , where
i, j ∈ {1, 2, 3}. Each chain has length 2k + 1, where k ≥ 0 is a number of times when an
edge from this chain was replaced by a chain of three edges. Equivalently, it is a number of
convolutions that modified this chain. By Lemma 3.6 total number of convolutions to obtain
K3,3 from Γ is n − 3. It follows that Γ can be described by 9 numbers ki, i ∈ {1, . . . , 9},
such that

∑9
i=1 ki = n− 3.

Let us arrange these numbers in a matrix C = (cij) ∈ M3(Z+) such that cij is equal
to a number of convolutions corresponding to a chain from vi to wj . Permutation of rows
(columns) is equivalent to renumbering of vertices vi, i ∈ {1, 2, 3} (wi, i ∈ {1, 2, 3}).
Transposition of C is equivalent to a permutation of sets of vertices V and W of a graph Γ.
Thus the structure of Γ does not change and the theorem is proved.

Example 3.17. For n = 7 there are 16 not equivalent nonconvertible (0, 1)-matrices with
2n + 3 ones. They are described by the following nonnegative integer matrices with the
sum of elements equal to 4.4 0 0

0 0 0
0 0 0

 3 1 0
0 0 0
0 0 0

 3 0 0
0 1 0
0 0 0

 2 2 0
0 0 0
0 0 0





M. Budrevich et al.: Graph characterization of fully indecomposable nonconvertible . . . 151

2 0 0
0 2 0
0 0 0

 2 1 1
0 0 0
0 0 0

 2 1 0
0 0 1
0 0 0

 2 1 0
0 1 0
0 0 0


2 1 0

1 0 0
0 0 0

 2 0 0
0 1 1
0 0 0

 2 0 0
0 1 0
0 0 1

 1 1 1
1 0 0
0 0 0


1 1 0

0 1 1
0 0 0

 1 1 0
1 1 0
0 0 0

 1 1 0
0 1 0
0 0 1

 1 1 0
0 0 1
0 0 1
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