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A B S T R A C T A R T I C L E   I N F O 
Production scheduling, which directly influences the completion time and 
throughput of workshops, has received extensive research. However, due to 
the high cost of real-world production verification, most literature did not 
verify the optimized scheduling scheme in real-world workshops. This paper 
studied the verification of scheduling schemes and environments, using a 
discrete event simulation (DES) platform. The aim of this study is to provide 
an efficient way to verify the correctness of scheduling environments estab-
lished by programming languages and scheduling results obtained by intelli-
gent algorithms. The system architecture of scheduling verification based on 
DES is established. The modelling approach via DES is proposed by designing 
parametric workshop generation, flexible production control, and real-time 
data processing. The popular distributed permutation flowshop scheduling 
problem is selected as a case study, where the optimal scheduling scheme 
obtained by a deep reinforcement learning algorithm is fed into the produc-
tion simulation model in Plant Simulation software. The experiment results 
show that the proposed scheduling verification approach can validate the 
scheduling scheme and environment effectively. The utilization and Gantt 
charts clearly show the performance of scheduling schemes. This work can 
help to verify the scheduling schemes and programmed scheduling environ-
ment efficiently without costly real-world validation. 

 Keywords: 
Production scheduling; 
Distributed flowshop scheduling; 
Discrete event simulation (DES); 
Deep reinforcement learning; 
Production simulation; 
Modelling; 
Scheduling verification; 
Plant Simulation software 
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1. Introduction
Production scheduling is an important problem for real-world manufacturers. Effective schedul-
ing schemes can help to reduce production costs, decrease completion time, and increase 
throughput. For several decades, production scheduling has received extensive research inter-
est. For example, only for the permutation flowshop scheduling problem, more than 100 kinds of 
heuristic and meta-heuristic algorithms have been proposed according to the reviews of 
Fernandez-Viagas et al. [1]. 

mailto:jywang@sia.cn
mailto:zgxu@sia.cn


Yang, Wang, Xin, Xu 
 

402 Advances in Production Engineering & Management 17(4) 2022 
 

Under the globalized economy, companies tend to establish production bases in different re-
gions to fulfill the production requirement of customers distributed in different areas. Under 
distributed manufacturing, the distributed permutation flowshop scheduling problem (DPFSP) 
was proposed by Naderi, Ruiz [2]. In the DPFSP, a set of factories are distributed in different 
regions. A set of jobs can be processed in one of the factories. The optimization problem is to 
minimize the total completion time of all jobs by properly assigning jobs to factories and sched-
uling jobs in each factory. The DPFSP has been solved by several kinds of intelligent algorithms, 
such as iterated greedy algorithm [3], artificial bee colony algorithm [4], cooperative memetic 
algorithm [5], etc. Some realistic characteristics have been considered in the DPFSP, such as se-
quence-dependent setup times[6, 7], blocking constraint [8, 9], no-wait constraint [10], no-idle 
constraint [11], hybrid flowshop [12], batch delivery [13], etc. 

Most product scheduling is optimized by intelligent algorithms. Usually, intelligent algo-
rithms are written in programming languages, such as C++, Java, MATLAB, Python, etc. At the 
same time, the production environment for simulating and optimizing the scheduling scheme is 
also programmed using programming languages. Although the scheduling scheme can be opti-
mized through the programmed scheduling simulation environment, the correctness of the 
scheduling simulation environment and scheduling scheme remains a problem. Since the verifi-
cation for an optimized scheduling scheme is crucial for implementation in real-world factories, 
the verification for the simulation environment and scheduling schemes should be performed. 

In current literature, only very few studies applied proposed scheduling models and algo-
rithms to real production workshops, such as applied to the manufacturing execution system 
(MES) of a real factory. A few studies only used real-world data as production instances. Howev-
er, most literature did not apply the scheduling algorithms and methods to real-world produc-
tion cases. For the scheduling application in real-world production, Zhou et al. [14] studied the 
multi-objective flexible job shop scheduling problem using multi-agent-based hyper-heuristics 
and applied the proposed methods and algorithms to an aero-engine blade manufacturing plant. 
For the usage of real-world data, Jiang et al. [15] studied a real case scheduling problem for aer-
ospace industry components in a flexible job shop. Li et al. [16] solved the welding shop schedul-
ing problem using a discrete artificial bee colony algorithm and applied the algorithm in a real-
world girder welding shop. Yankai et al. [17] studied the hybrid flowshop scheduling problem, in 
which numerical experiments are carried out based on real-world cases in a hot-rolling work-
shop. Wang et al. [18] studied the energy-aware welding shop scheduling problem using a de-
composition-based multi-objective evolutionary algorithm and applied the proposed algorithm 
to a real-world case. Schumacher, Buchholz [19] studied the hybrid flow shop scheduling prob-
lem under uncertainty and applied the proposed methods to a real-world production case. 
Ojstersek et al. [20] studied the multi-objective scheduling problem of flexible job shops using a 
real-world manufacturing dataset.  

Although some literature used real-world data for problem-solving, most scheduling litera-
ture did not verify the correctness of scheduling simulation and scheduling results. The reasons 
may be as follows. Firstly, the implementation of production scheduling in a real-world work-
shop costs too much with a lot of production resources required. In addition, some researchers 
do not have suitable industrial cooperation for validation or lack a production line in the labora-
tory for proper production validation. With the development of simulation software, discrete 
event simulation (DES) servers as an efficient tool for production optimization and validation. 

The Plant Simulation software is one of the widely used production simulation platforms. 
Some researchers used the Plant Simulation to optimize production processes and validate the 
production scenarios. Yang et al. [21] proposed a modelling method for workshop modelling in 
Plant Simulation and optimized the production configurations of an assembly shop. Xu et al. [22] 
studied the optimization problem of multi-stage production scheduling. Wang et al. [23] studied 
the reliability allocation method for a production system using Plant Simulation. Pekarcikova et 
al. [24] studied the simulation testing of the E-Kanban to improve the efficiency of logistics pro-
cesses. Yang et al. [25] optimized the assembly transport optimization problem in a reconfigura-
ble flow shop. Pekarcikova et al. [26] studied the bottleneck problem in the logistics flow of a 
manufacturing company using Plant Simulation software. Li et al. [27] dealt with the bottleneck 
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identification and alleviation in a blocked serial production line via Plant Simulation. Jurczyk-
Bunkowska [28] studied the tactical manufacturing capacity planning of a medium-sized pro-
duction enterprise by Plant Simulation. Gregor et al. [29] verified the routes of an automated 
guided vehicle using Plant Simulation. Li et al. [30] studied resource allocation in a production 
logistics system using Plant Simulation software. Gola et al. [31] used the Plant Simulation soft-
ware to identify the bottlenecks in a reconfigurable manufacturing system. 

In addition to optimizing and verifying the production process, Plant Simulation software has 
also been used to optimize some scheduling problems by using the built-in intelligent algorithm 
packages. Xu et al. [22] optimized a multi-stage production scheduling problem of an automated 
production system by using Plant Simulation software. Istokovic et al. [32] determined the order 
and size of production batches in a flow shop using the genetic algorithm optimization tool of 
Plant Simulation. Ferro et al. [33] used Plant Simulation to optimize the production planning of 
the textile industry. 

From the above literature review, we can know that the verification of the scheduling scheme 
has not received adequate research, and Plant Simulation software has been used to optimize 
and verify some production processes. Verifying the scheduling scheme and programmed envi-
ronment via the Plant Simulation platform is an efficient way. However, few studies investigated 
the verification of scheduling schemes and programmed production environment with the help 
of Plant Simulation. 

This paper studied the verification of scheduling schemes and environments based on a dis-
crete event simulation platform—Plant Simulation software. The distributed permutation flow-
shop scheduling problem is verified in Plant Simulation. The aim of this study is to provide effi-
cient and costless verifications for the programmed scheduling environment and obtained 
scheduling schemes, before applying those scheduling schemes in real-world workshops. The 
overall system architecture of verifying scheduling schemes via Plant Simulation platform is 
established. The distributed permutation flowshops are established in Plant Simulation platform. 
The simulation results in Plant Simulation validate the correctness of the programmed schedul-
ing environment programmed in Python and the scheduling results obtained by algorithms. 

Particularly, the main contributions of this paper are as follows: 
• The system architecture of scheduling verification based on scheduling optimization and 

Plant Simulation is established. The scheduling scheme is optimized by intelligent algo-
rithms programmed in Python language. Then, the optimized scheduling scheme is simu-
lated and verified in the established production model in Plant Simulation platform. 

• The modelling approach for production workshops via Plant Simulation platform is pro-
posed. The production simulation model is established by designing parametric modelling 
of workshops, flexible production control, and real-time data processing. 

• The whole verification process is validated by a case study on the distributed permutation 
flowshop scheduling problem. The videos of scheduling optimization and production sim-
ulation are provided. 

The rest of the paper is listed as follows. Section 2 illustrates the system architecture of the 
scheduling verification approach. Section 3 establishes the production workshops using Plant 
Simulation platform. Section 4 verifies the scheduling environment and scheme using a case 
study. Section 5 concludes the paper and provides suggestions for future research. 

2. System architecture of the scheduling verification approach 
The scheduling validation approach contains intelligent scheduling optimization via intelligent 
algorithms and production simulation via Plant Simulation. The intelligent scheduling optimiza-
tion generates the scheduling scheme and results. Based on the scheduling scheme, the produc-
tion model built in Plant Simulation platform executes the production process. The results ob-
tained from Plant Simulation and those obtained from the intelligent scheduling algorithms are 
compared to verify whether the programmed scheduling environment and scheduling algo-
rithms are correct. The system architecture of the scheduling verification approach is shown in 
Fig. 1. 
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Fig. 1 The system architecture of the proposed scheduling validation approach based on intelligent scheduling 

        optimization and Plant Simulation 

2.1 Scheduling optimization based on intelligent algorithms 

Most production scheduling in the literature is optimized using intelligent algorithms. Before 
optimizing the scheduling scheme, the scheduling simulation environment should be pro-
grammed. The scheduling simulation environment can process jobs and calculate the objective 
of candidate schedule schemes. Some popular languages for programming the environment are 
C++, C#, MATLAB, Java, Python, etc. However, the real-time production interface reflecting the 
real-time production process is seldom programmed due to the coding complexity. Thus, it is 
difficult to check the correctness of the production simulation process for the programmed pro-
duction environment. 

The optimal scheduling scheme is obtained by performing the optimization process using in-
telligent algorithms. Due to extensive research, many kinds of algorithms have been proposed to 
solve the scheduling problems, such as heuristics, meta-heuristics [3], deep reinforcement learn-
ing algorithms [34], etc. 

After the optimization process, the optimal scheduling schemes, including the job sequence 
for each factory, and the beginning and end processing time, are obtained. Besides, the schedul-
ing results, including the completion time of all factories and the objective value for the schedul-
ing scheme, are returned. 

2.2 Production modelling and simulation execution 

The production simulation model is established in Plant Simulation platform according to the 
production resources and processes of the studied scheduling problem. Plant Simulation soft-
ware can build the production model efficiently by constructing machines, flow lines, jobs, buff-
ers, and source jobs. The production control is programmed by SimTalk language in Plant Simu-
lation platform. The scheduling scheme obtained by intelligent algorithms is fed to the produc-
tion model in Plant Simulation to get the correct scheduling results. 

2.3 Verification by comparing production and scheduling results 

After the exact execution of the job sequences in each factory, the production results for the se-
lected scheduling scheme are obtained from Plant Simulation platform. Then, the production 
results are compared with the scheduling results obtained from the intelligent algorithms. For 
each production scheme, the maximum completion time Cmax and objective value obj are com-
pared between the production and scheduling results. 
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3. Modelling of production workshops via Plant Simulation 
The production model can be established efficiently via Plant Simulation platform, which con-
tains powerful production modelling tools. The main components of a production simulation 
model are the production resources, production control methods, production data, and visuali-
zation tools, as shown in Fig. 2. The production resources contain machines, buffers, production 
lines, etc. The production control is realized by control methods. The production data contains 
some necessary production and real-time data, such as processing times, arrival time, due date, 
etc. The visualization tools provide various charts for the real-time production status and work-
shop performance. 

Production resources Production control

Production data Visualization

 
Fig. 2 The main compensates of a production model in Plant Simulation platform 

3.1 Parametric modelling of workshops 

Workshops are established through parametric modelling. Each workshop contains job storage, 
buffer, machines, and transfer line between machines. To increase the efficiency of modelling, all 
of the above production resources are generated by the control method Start as shown in Fig. 3. 
The code for generating machines and buffers is shown in algorithm 1. The production process is 
modelled exactly as those used in the scheduling algorithms. Thus, the unlimited buffer size is 
adopted between machines, the transfer time is not considered. 

Algorithm 1. Procedure of parametric modelling for generating a workshop using the SimTalk language 
1: for j:=1 to n  
2:  for i:=1 to m loop 
3:   if i>1 then 
4:    Name:=Sprint("BF",j,i) 
5:    Obj2:=.Materialflow.Buffer.createObject(current, 40+i*100, 100+(26+60*n)/n*(j+1), Name) 
6:    Obj2.ZoomX:=0.5, Obj2.ZoomY:=0.5, Obj2.Proctime:=0, Obj2.Capacity:=-1 
7:   .Materialflow.Connector.connect(Obj, Obj2), Obj:=Obj2 
8:   end 
9:   Name:=Sprint("M",j,i) 

10:   Obj2:=.Materialflow.Singleproc.createObject(current, 80+i*100,100+(26+60*n)/np*(j+1), Name) 
11:   Obj2.Label := sprint("M",j,i), OBj2.EntranceCtrl:="Set_time" 
12:   obj2.entrancectrlbeforeactions:=true 
13:   if i>1 then 
14:    .Materialflow.Connector.connect(Obj, Obj2) 
15:   end 
16:   Obj:=Obj2 
17:  next 

18: next 



Yang, Wang, Xin, Xu 
 

406 Advances in Production Engineering & Management 17(4) 2022 
 

3.2 Modelling of production control 

The production control ensures that workshops produce jobs according to the correct produc-
tion processes and job sequences. Jobs are released from the source to the workshop when the 
arrival time is reached. The processing time is set for each machine when a new job arrived at 
this machine. When a job is finished in a machine, the job is transferred to the buffer of the next 
machine, and the next job is transferred from the previous buffer. When a job is finished in all 
machines of a workshop, the job is transferred to the Drain. 

3.3 Modelling of production data 

In addition to the production process, the production data is also fundamental to correctly simu-
late the production schedule. As shown in Fig. 3, the arrival time and due date of jobs are stored 
in the table file Attri. Jobs are created by the jobs_create method based on the arrival time of jobs. 
The table file PT stores the processing times of jobs on machines. The processing time is extract-
ed by the method Set_time and set for the corresponding machines. 

3.4 Statistical analysis and visualization 

One of the advantages of the Plant Simulation platform is its powerful statistical and visualiza-
tion function. As shown in Fig. 3, in the production model, the variables Cmax and obj denote the 
maximum completion time of workshops and the objective value of the current scheduling 
scheme, respectively. The Gantt chart shows the job sequence and processing durations on ma-
chines. The utilization chart reflects the production performance under the current scheduling 
scheme and production processes. In addition, the occupation of a buffer is provided to show 
how many jobs exist in buffers before a machine. Since buffer capability is supposed to be infi-
nite, the exact number of existing buffer jobs can help to set buffer sizes in a real production 
environment. 

 
Fig. 3 The production simulation model for the distributed permutation flowshop scheduling problem 

4. Verification experiments: A case study 
This section verifies the scheduling results obtained by the trained deep reinforcement learning 
(DRL) algorithm in Plant Simulation software using the modelling and validation approach pro-
posed above. The scheduling results, including the scheduling scheme, total completion time, 
and objective value, are generated by a DRL algorithm—advanced actor-critic (A2C). Then, the 
scheduling scheme is executed exactly in the production model in Plant Simulation platform. The 
production simulation results verified that the scheduling results obtained by the programming 
environment are correct. In addition, the statistical analysis and visualization were provided via 
Plant Simulation platform. 
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4.1 Scheduling scheme obtained by deep reinforcement learning 
The distributed permutation flowshop scheduling problem, which has attracted increasing re-
search interest in recent several years, is selected for verification. A production case with 130 
jobs, 8 machines, and 3 factories is selected as the case instance by referring to the production 
characteristics shown in the literature [3]. The scheduling scheme for this production instance is 
generated by a deep reinforcement learning algorithm A2C. After the dynamic scheduling, the 
scheduling results of the DRL version are obtained. 

Table 1 provides the production data of the selected production instance. Since the produc-
tion instance has as many as 130 jobs, Table 1 only provides the data of the first 10 jobs. As 
shown in Table 1, for each job j, the arrival time ATj, due date dj, unit tardiness cost αj, and pro-
cessing times on all of the 8 machines pM1,j-pM8,j are provided. 

Table 1 Production data of the studied production instance (only the data of the first 10 jobs are provided) 
j ATj dj αj pM1,j pM2,j pM3,j pM4,j pM5,j pM6,j pM7,j pM8,j 

1 0.00 2676.00 0.6 137 112 172 109 175 105 179 164 
2 0.00 1850.00 1.2 116 101 176 171 106 125 150 120 
3 0.00 2711.00 1.3 118 184 111 128 129 114 150 168 
4 0.00 2520.00 0.9 187 187 194 196 186 113 109 107 
5 5.40 4383.40 1.0 163 161 122 157 101 100 160 181 
6 18.14 4528.14 1.2 108 188 113 147 172 130 171 103 
7 18.14 2593.14 0.6 170 121 149 157 103 168 124 143 
8 21.74 1780.74 1.6 176 126 152 180 141 182 115 164 
9 23.33 1767.33 0.1 168 125 198 187 107 126 125 122 

10 24.29 4436.29 1.7 109 167 123 127 137 157 183 138 
 

The scheduling scheme and results are obtained using a deep reinforcement learning algo-
rithm by inputting the production data. The scheduling optimization interface in the Python 
programming environment for the studied case is shown in Fig. 4. 

The video of using deep reinforcement learning to solve the studied scheduling problem is 
provided online. The specific solving procedures are as follows. 

• Build the production environment and variable matrix in the Python environment;  
• Load the production data of the studied scheduling problem; 
• Load the trained model of the A2C algorithm; 
• Use the loaded A2C model to make scheduling decisions at each rescheduling point; 
• Record the processed jobs sequences of each factory, and calculate the objective value; 
• If all jobs are finished in the system, export the total completion time of the system, the ob-

jective value of the scheduling plan, and the job sequence of each factory. 

 
                       Fig. 4 The scheduling optimization interface in the Python programming environment. 
                       (The video of obtaining the optimal scheduling scheme by loading the DRL model is available at 
                       https://osf.io/qxze5?view_only=e10ee0e3cec44b85ba2f569cd26071f2) 

The job sequence of the three factories 
for the instance 14

The maximum completion time and 
objective of for the instance 14 under 
current scheduling scheme

https://osf.io/qxze5?view_only=e10ee0e3cec44b85ba2f569cd26071f2
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Table 2 The scheduling results obtained from the DRL algorithm (only the job sequence of the 
                       first 10 jobs are presented) 

Factory Completion time Objective value Job sequence 
1 

8444 111.43 
3 18 33 43 66 80 37 106 114 123 

2 2 16 25 36 53 75 8 102 113 128 
3 4 22 10 51 46 49 54 101 57 72 

 
After the optimization, the scheduling results are provided in Table 2. As shown in Table 2, 

the total completion time of the system is 8444, the objective value is 111.43. Besides, the job 
sequence of the three factories is provided. For factory 1, job j3, j18, j33,…, is processed succes-
sively. Only the first ten processed jobs of each factory are presented in Table 2. 

4.2 Verification using Plant Simulation 

The scheduling scheme resulting from the deep reinforcement learning is executed exactly in the 
production simulation model built in Plant Simulation platform. After production simulation, the 
scheduling results obtained from Plant Simulation are compared with the results obtained from 
the Python environment. 

Fig. 5 shows the production simulation results in Plant Simulation platform. As shown in Fig. 
5, the number of jobs that enter and exit the system is 130, indicating all jobs are processed in 
the system successfully. The completion time of the system is 8444, and the objective of the 
scheduling plan is 111.43. The scheduling results obtained in the Plant Simulation platform are 
the same as those in the Python environment. This verifies the correctness of the simulation 
environment programmed in Python and the correctness of the scheduling scheme calculation. 
In addition, Fig. 6-8 show the Gantt chart of the three factories. From Figs. 6-8, we can see that 
the jobs are processed closely in each factory. 

Since production validations in a real production environment cost too much, most schedul-
ing literature did not validate the scheduling results. However, the correctness of the pro-
grammed scheduling environment should be checked before performing further scheduling op-
timizations, and the correctness of the scheduling scheme should be verified before applying the 
scheduling scheme in real workshops. Our proposed scheduling verification approach provides 
the necessary support for verifying the scheduling environment and plans. Besides, more statis-
tical analysis and clear visualization can be performed via Plant Simulation platform. 

 
         Fig. 5 Production simulation results in Plant Simulation platform (The video of production simulation via 

  Plant Simulation platform is available at https://osf.io/dzc3u?view_only=e10ee0e3cec44b85ba2f569cd26071f2) 
 

https://osf.io/dzc3u?view_only=e10ee0e3cec44b85ba2f569cd26071f2
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Fig. 6 The Gantt chart of factory 1 for the studied scheduling problem 

 
Fig. 7 The Gantt chart of factory 2 for the studied scheduling problem 

 
Fig. 8 The Gantt chart of factory 3 for the studied scheduling problem 

4.3 Statistical analysis and visualization 

The Plant Simulation platform can provide powerful statistical analysis and visualization. In ad-
dition to the completion time and objective value, some production indicators are also important 
for assessing the efficiency and production status of the system. The utilization of machines and 
the occupation of buffers are analyzed. 

Fig. 9 shows the real-time utilization of all machines for the three factories. As shown in Fig. 
9, under the optimized scheduling plan, the utilization of machines is approximately 75 %, which 
is relatively high. Besides, the utilization between machines differs little, indicating that the 
workloads between those workshops and machines are balanced. 

Fig. 10 provides the occupation of buffers in the three factories. Since infinite buffer capabil-
ity is adapted as used in the scheduling literature, the number of jobs in a buffer can be 0-inf. As 
shown in Fig. 10, the most portion occurs when the number of jobs is 0. This indicates that for 
most cases, approximately 70-90 %, no jobs exist in the buffers. The number of jobs in all buffers 
can be 0,1,2,3, and 4. The second most frequent portion occurs when the number of jobs is 1. For 
factories 1 and 2, only a 5-10 % portion occurs when the number of jobs in buffers is 2. Factory 3 
requires more buffers in BF32 and BF36. From the above analysis, we can know that for each 
buffer the buffer size set to 2 can fulfil most production requirements. 

 

 
Fig. 9 The utilization of machines in the three factories 
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The analysis for buffer occupation is very necessary for efficient production, since if no buff-
ers are set the blocking will occur during production and therefore increase the completion time 
of the system. Most traditional scheduling literature simply assumes that infinite buffers exist 
between machines. However, in reality, it is impossible to set an infinite buffer size because the 
area between machines is limited. The buffer occupation analysis can help to determine the best 
buffer size to support efficient production. 

 
Fig. 10 The occupation of buffers in the three factories 

5. Conclusion 
This paper studied the verification of production scheduling via discrete event simulation. Since 
most scheduling literature did not consider the verification of programmed scheduling envi-
ronment and optimized scheduling schemes, this paper proposed a verification approach to val-
idate the correctness of programmed scheduling environment and intelligent algorithms, by 
establishing the production simulation model in a Plant Simulation platform. The system archi-
tecture for validating the programmed production environment and optimized scheduling 
schemes are proposed. The parametric modelling method for production workshops with cor-
rect production processes is proposed. The verification experiment is carried out by taking the 
distributed permutation flowshop scheduling problem as a case study. Experimental results 
show that the scheduling results obtained by a deep reinforcement learning algorithm pro-
grammed in Python language are the same as results obtained in Plant Simulation platform. This 
verifies the correctness of the programmed production environment and scheduling algorithms. 
Besides, the utilization and Gantt charts clearly show the production efficiency under the select-
ed scheduling scheme. The occupancy of buffers helps to determine the best buffer size before 
each machine. The proposed scheduling verification approach can help to verify the production 
environments programmed by researchers and the scheduling results obtained by intelligent 
algorithms. 

In the future, more realistic production resources, such as automated guided vehicles, pro-
duction lines, and workers, can be considered with the help of Plant Simulation platform after 
the verification stage to further optimize the scheduling scheme obtained by programmed 
scheduling algorithms. In addition, the real-time interaction between Python and Plant Simula-
tion can be studied to check the problems of the programmed scheduling environment when the 
programmed environment is not correct. 
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A B S T R A C T A R T I C L E   I N F O 
At present, great changes are taken place in the internal production manage-
ment and resource allocation model of manufacturers. Under the premise of 
rational resource allocation, the completion period of products largely de-
pends on the timeliness of resource allocation. The related studies mostly 
tackle the allocation of a single type of production resources in a single work-
shop, without considering much about the mutual influence between work-
shops. Through in-depth research on workshop manufacturing practices, this 
paper chooses to explore the planning, allocation, and demand prediction of 
manufacturing resources, which has long been a difficulty in workshop pro-
duction. The research has great scientific research significance and practical 
value. The authors designed an algorithm based on the difference of the mean 
stagnation time of different production processes in the execution process, 
and used the algorithm to predict the number of production resources re-
quired in each period, before formulating the optimal configuration plan. This 
method is highly reasonable and applicable. After presenting a prediction 
method for the allocation demand of workshop manufacturing resources, the 
authors discussed whether the manufacturing resource allocation between 
different workshops is balanced in a fixed period. Then, a new idea was pro-
posed for collaborative production between machines of different workshops 
in a specific environment, and an optimization algorithm was put forward to 
optimize the manufacturing resource allocation to machines facing the opera-
tion execution process. Through experiments, the authors compared the utili-
zation rate of material, technological or human production resources in each 
period, and thereby verified the effectiveness of the proposed algorithm. 
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1. Introduction
As consumers demand more and more personalized products, manufacturers are engaged in an 
increasingly fierce competition. As a result, great changes are taken place in the internal produc-
tion management and resource allocation model of manufacturers [1-7]. Currently, the main 
challenges to manufacturers include the diversity of customized products, the small batch size, 
and the strict delivery period. This requires manufacturers to manage production and allocate 
resources scientifically and efficiently [8-11].  

From the perspective of resource supply, the management department of workshop manufac-
turing resources must allocate resources rationally, in order to enhance machine utilization, and 
shorten the completion period [12-19]. Under the premise of rational resource allocation, the 
completion period of products largely depends on the timeliness of resource allocation. 
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The demand prediction for workshop manufacturing resources is to build a proper prediction 
model according to the workshop layout, order quantity, machine production attributes, and 
internal/external production conditions, and make overall forecast of the allocation demand of 
workshop manufacturing resources. 

Clark [20] developed three models and the corresponding fast heuristics methods to identify 
production plans and instant setting plans for production lines with switching time. The three 
methods were tested statically, and then tested based on rolling period. The test results show 
that the methods differ in demand prediction accuracy, capacity tightness, and period length. 
Schneider et al. [21] described the Markov decision process of production scheduling, and con-
structed a value function specific to the current demand prediction, which can generate the op-
timal scheduling decision online. In addition, an industrial application and reinforcement learn-
ing approach was developed for generating the similar value function in the field. Experimental 
results show that value function approximation is effective in both deterministic and noisy envi-
ronments.  

Fiasché et al. [22] combined evolutionary algorithm with its quantum version into a hybrid 
approach. The simulation environment is ideally located inside two factories, partners and use 
cases of the white'R FP7 FOF MNP Project, with high manual activity to produce optoelectronics 
products, switching with the use of the new robotic (re)configurable island, the white’R, to high-
ly automated production. Results show that the hybrid approach provided better answers and 
faster convergence than other methods. In recent years, many enterprises have shifted from 
single-point production to a more complex manufacturing environment, involving several multi-
product facilities.  

Ackermann et al. [23] proposed a mixed integer linear programming (MILP) model, and ap-
plied to the simultaneous material supply and scheduling of multi-site and multi-product inter-
mittent plants with heterogenous parallel units. The applicability and performance of the model 
was demonstrated with numerical examples. Chernigovskiy [24] introduced ant colony optimi-
zation (ACO) to production scheduling, and compared the efficiency of the algorithm with other 
production scheduling algorithms on real cases. Through the comparison, they summarized the 
strengths of ACO, and its benefits to the manufacturing process. 

The related studies mostly tackle the allocation of a single type of production resources in a 
single workshop, without considering much about the mutual influence between workshops. To 
fill the gap, this paper carries out the demand prediction and optimization simulation for work-
shop manufacturing resource allocation [25-31]. Based on the mean stagnation time of different 
production processes in the execution process, this paper designs an algorithm to predict the 
number of production resources required in each period, and formulate the optimal configura-
tion plan. This method is highly reasonable and applicable. Compared with the existing algo-
rithms, our algorithm optimizes the simulation of the allocation of workshop production and 
manufacturing resources under multiple working conditions, and achieves high application val-
ue for improving the workshop scheduling system. Section 2 presents a prediction method for 
the allocation demand of workshop manufacturing resources. After determining the prediction 
method, Section 3 discussed whether the manufacturing resource allocation between different 
workshops is balanced in a fixed period. Section 4 proposed a new idea for collaborative produc-
tion between machines of different workshops in a specific environment, aiming to obtain the 
optimal resource allocation plan for minimizing the mean stagnation time during the execution 
of production operations. In addition, an optimization algorithm was put forward to optimize 
the manufacturing resource allocation to machines facing the operation execution process, and 
its flow was illustrated. Through experiments, the simulation tools based on discrete event simu-
lation were compared with the proposed simulation optimization model. The experimental re-
sults verify the effectiveness of the proposed algorithm. 

2. Demand prediction 
In the actual situation of manufacturers, the management department of workshop manufactur-
ing resources does not allocate resources to each workshop, but choose one workshop for re-
source allocation. Moreover, the resources are only allocated to a workshop when the manufac-
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turing resources is out of balance. Therefore, this paper presents a new prediction method for 
workshop manufacturing resource allocation, and an index reflecting whether the resource allo-
cation is balanced between workshops. To predict the demand for workshop manufacturing 
resource allocation, the key is to forecast the variation in the resource demand of each machine 
in the workshop. Thus, it is necessary to project the cumulative resource demand of each ma-
chine, as well as the overall resource demand of the workshop. 

The XGBoost-based stacking model was adopted to predict the variation in the resource de-
mand of each machine. On this basis, the resource demand of all machines in a workshop was 
predicted. Then, the demands of different workshops were added up to obtain the final predic-
tion of resource allocation demand. 

In a workshop 𝑋𝑋, the set of machines is denoted by 𝑅𝑅 = {𝑟𝑟1, 𝑟𝑟2, . . . , 𝑟𝑟𝑚𝑚}. Then, the resource de-
mand variation of each machine 𝑟𝑟𝑖𝑖 can be calculated by: 
 

𝐺𝐺�𝑆𝑆𝑅𝑅𝑖𝑖(𝑜𝑜) = 𝑔𝑔𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑟𝑟𝑖𝑖, 𝑜𝑜) (1) 
 

where, 𝑔𝑔 is the prediction model trained by the corresponding sample set 𝐸𝐸; 𝑜𝑜 is the time inter-
val. Then, the resource demand variation of workshop 𝑋𝑋 can be calculated by: 
 

𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) = � 𝐺𝐺�𝑆𝑆𝑅𝑅𝑖𝑖(𝑜𝑜)
𝑟𝑟𝑖𝑖∈𝑅𝑅

 (2) 
 

Suppose the predicted resource demand variation of each machine 𝑟𝑟𝑖𝑖 has an error of 𝜀𝜀𝑖𝑖 . Then, 
 

𝐺𝐺�𝑆𝑆𝑅𝑅𝑖𝑖(𝑜𝑜) = 𝐺𝐺𝑆𝑆𝑅𝑅𝑖𝑖(𝑜𝑜) + 𝜀𝜀𝑖𝑖   (3) 
 

The resource demand variation of each machine in a workshop can be expressed as: 
 

𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) = ∑ 𝐺𝐺𝑆𝑆𝑅𝑅𝑖𝑖(𝑜𝑜)𝑟𝑟𝑖𝑖∈𝑅𝑅 + ∑ 𝜀𝜀𝑖𝑖∈𝑚𝑚 𝑖𝑖  (4) 
 

𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) = 𝐺𝐺𝑆𝑆𝑋𝑋(𝑜𝑜) + ∑ 𝜀𝜀𝑖𝑖∈𝑚𝑚 𝑖𝑖  (5) 
 

The resource allocation demand of a workshop can be obtained as: 
 

𝐸𝐸𝑋𝑋(𝑜𝑜) = −𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) (6) 
 

The resource allocation demand of a workshop is the sum of the resource demand of each 
single-point machine. During the summation, the prediction error of each machine is also added 
up. It is very difficult to eliminate that error. Then, the resource demand variation of workshop 𝑋𝑋 
can be calculated by: 

The XGBoost-based stacking model was directly applied to forecast the resource demand var-
iation of each machine in a workshop.  
 

𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) = 𝑔𝑔𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋, 𝑜𝑜)  (7) 
 

where, 𝑔𝑔 is the prediction model trained by the corresponding sample set 𝐸𝐸; 𝑜𝑜 is the time inter-
val. 

Suppose the predicted resource demand variation of each machine in workshop 𝑋𝑋 has an 
error of 𝜀𝜀. Then, 
 

𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) = 𝐺𝐺𝑆𝑆𝑋𝑋(𝑜𝑜)+∈  (8) 
 

The resource allocation demand of workshop 𝑋𝑋 can be expressed as: 
 𝐸𝐸𝑋𝑋(𝑜𝑜) = −𝐺𝐺�𝑆𝑆𝑋𝑋(𝑜𝑜) (9) 

 

The error of overall prediction is smaller than the cumulative error. Hence, the overall de-
mand prediction of workshop resource allocation achieves an ideal effect. 
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3. Balance analysis 
After determining the prediction method, it is necessary to discuss whether the manufacturing 
resource allocation between different workshops is balanced in a fixed period. Before the dis-
cussion, overall consideration should be given to the future demand variation of manufacturing 
resources, the maximum quantity of manufacturing resources, and the minimum quantity of 
manufacturing resources in each workshop. 

Let 𝐸𝐸 = {𝑒𝑒1, 𝑒𝑒2, . . . , 𝑒𝑒𝑚𝑚} be the quantity of manufacturing resources corresponding to each 
machine 𝑅𝑅 = {𝑟𝑟1, 𝑟𝑟2, . . . , 𝑟𝑟𝑚𝑚} in workshop 𝑋𝑋. Then, the total quantity of manufacturing resources 
that can be accommodated by workshop 𝑋𝑋 can be calculated by: 
 

𝑌𝑌𝑀𝑀𝑀𝑀𝑥𝑥𝑋𝑋 = ∑ 𝑒𝑒𝑖𝑖𝑒𝑒𝑖𝑖∈𝐸𝐸   (10) 
 

The maximum 𝜑𝜑𝑢𝑢𝑢𝑢  and minimum 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 of the quantity of manufacturing resources can be 
respectively defined as: 
 

𝜑𝜑𝑢𝑢𝑝𝑝𝑋𝑋 = 𝑌𝑌𝑀𝑀𝑀𝑀𝑥𝑥𝑋𝑋 ∗ 𝜉𝜉𝑢𝑢𝑢𝑢  (11) 
 

𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛𝑋𝑋 = 𝑌𝑌𝑀𝑀𝑀𝑀𝑥𝑥𝑋𝑋 ∗ 𝜉𝜉𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  (12) 
 

where, 𝜉𝜉𝑢𝑢𝑢𝑢 and 𝜉𝜉𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 are two parameters that control  𝜑𝜑𝑢𝑢𝑢𝑢 and 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, respectively. 
Let 𝑌𝑌𝑀𝑀𝑀𝑀𝑥𝑥𝑋𝑋 denote the highest resource demand of each machine in workshop 𝑋𝑋. Then, the 

maximum and minimum quantities of manufacturing resources can be respectively described by 
𝜑𝜑𝑢𝑢𝑝𝑝𝑋𝑋  and 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑋𝑋 , respectively: 
 

𝜙𝜙𝑢𝑢𝑝𝑝𝑋𝑋 = 𝑌𝑌𝑀𝑀𝑀𝑀𝑥𝑥𝑋𝑋 ∗ 𝜉𝜉𝑢𝑢𝑢𝑢  (13) 
 

𝜙𝜙𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛𝑋𝑋 = 𝑌𝑌𝑀𝑀𝑀𝑀𝑥𝑥𝑋𝑋 ∗ 𝜉𝜉𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  (14) 
 

The balance of resource allocation between workshops can be detailed as follows: 

(1) If 𝐸𝐸𝑋𝑋(𝑜𝑜) is greater than zero, then workshop manufacturing resources diminish. In this case, 
when 𝐸𝐸𝑋𝑋(𝑜𝑜) ≤ 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑋𝑋 , the manufacturing resource allocation of a workshop is balanced, elimi-
nating the need for replenishing manufacturing resources. When 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑋𝑋< 𝐸𝐸𝑋𝑋(𝑜𝑜) ≤ 𝜑𝜑𝑢𝑢𝑝𝑝𝑋𝑋 , the 
allocation is out of balance, i.e., the machines are not fully utilized, and manufacturing resources 
should be replenished immediately to meet the demand 𝐸𝐸𝑋𝑋(𝑜𝑜). When 𝐸𝐸𝑋𝑋(𝑜𝑜), the allocation is still 
out of balance, but simple addition of manufacturing resources will bring another problem, i.e., 
the manufacturing resource quantity may far exceed the capacity of machines. Thus, it is neces-
sary to set 𝐸𝐸𝑋𝑋(𝑜𝑜) = 𝜑𝜑𝑢𝑢𝑝𝑝𝑋𝑋 . 

(2) If 𝐸𝐸𝑋𝑋(𝑜𝑜) is smaller than zero, then workshop manufacturing resources increase. In this case, 
when |𝐸𝐸𝑋𝑋(𝑜𝑜)| ≤ 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑋𝑋 , the manufacturing resource allocation of a workshop is balanced, elimi-
nating the need for transferring manufacturing resources. When 𝜑𝜑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑋𝑋< |𝐸𝐸𝑋𝑋(𝑜𝑜)| ≤ 𝜑𝜑𝑢𝑢𝑝𝑝𝑋𝑋 , the 
allocation is out of balance, i.e., the machines are unable to handle so many manufacturing re-
sources, and the excessive quantity |𝐸𝐸𝑋𝑋(𝑜𝑜)| of manufacturing resources should be transferred 
away immediately. When |𝐸𝐸𝑋𝑋(𝑜𝑜)| > φup, the allocation is still out of balance, but simple reduction 
of manufacturing resources will bring another problem, i.e., the manufacturing resource quanti-
ty may fall far short of the capacity of machines. Thus, it is necessary to set |𝐸𝐸𝑋𝑋(𝑜𝑜) |= −𝜑𝜑𝑢𝑢𝑝𝑝𝑋𝑋 .   

4. Proposed allocation optimization approach  
The production tasks of machines are planned by the workshop, and each machine has a fixed 
production efficiency. When the order quantity increases, the shortage of manufacturing re-
sources may occur easily. This will definitely affect the mean stagnation time during the execu-
tion of some operations. 

To solve the problem, we proposed a new idea for collaborative production between ma-
chines of different workshops in a specific environment, aiming to obtain the optimal resource 
allocation plan for minimizing the mean stagnation time during the execution of production op-
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erations, and avoid the unfavorable state that some machines are busy while some machines are 
idle. This section details the optimization algorithm was put forward to optimize the manufac-
turing resource allocation to machines facing the operation execution process. 

Fig. 1 lists six functions of the optimization algorithm, including reading and storage of pro-
duction state data, calculation of machine delay function, visual simulation of machines, calcula-
tion of mean stagnation time of each operation, resource allocation optimization for collabora-
tive production, and update of manufacturing resource allocation schedule. The six functions are 
intercorrelated, and work together to ensure the realization of the optimization objective of 
manufacturing resource allocation. 

Fig. 2 shows the three-layer architecture of the optimization algorithm. The functional display 
layer mainly realizes the man-machine interaction during the simulation. The main functions on 
this layer include generation of new allocation plan, display of mean stagnation time of each op-
eration, selection of machines for collaboration request, display of production task planning, and 
real-time visual simulation of production state. The logical processing layer is responsible for all 
computations and data processing. It mainly has five functions: processing of production state 
data, update of unoptimized number of machines, calculation of delay function, calculation of 
mean stagnation time of each operation, and sorting of delay functions. The data access layer 
stores the important information collected and calculated by the algorithm, mainly including 
production state data file, production task database, and resource allocation database. The above 
architecture connects all functional modules of the algorithm, realizes the target functions, and 
meets the actual production needs of workshops. 
 

 
Fig. 1 Some functions of the optimization algorithm 

 
 

 
Fig. 2 Architecture of optimization algorithm 

 
The logical processing layer is the core of the algorithm. The structure of this layer is detailed 

in Fig. 3. 
If the initial schedule of manufacturing resources allocation is known, then the manufacturing 

resources pending allocation optimization will be selected based on the delay function. Next, an 
optimization model would be constructed for manufacturing resources for simulation and opti-
mization. Then, the allocation of all resources would be optimized iteratively, thereby minimiz-
ing the mean stagnation time of each operation in execution. 



Wan 
 

418 Advances in Production Engineering & Management 17(4) 2022 
 

 

 
Fig. 3 Structure of logical processing layer 

 
This paper introduces the idea of collaborative production to the optimization algorithm for 

the manufacturing resource allocation to machines facing the operation execution process: Un-
der certain production conditions, machines with similar production efficiencies can borrow 
manufacturing resources from each other to execute the same operation, such as to improve the 
allocation effect of resources throughout the execution process. 

After incorporating the above idea, our optimization algorithm breaks the limit of the original 
schedule of resource allocation: For each operation, only one machine receives manufacturing 
resources, making it impossible to optimize the resource allocation. Our algorithm can also rea-
sonably reallocate resources to solve the problem that the machines, which are assigned insuffi-
cient production tasks, cannot easily respond to the real-time changes of order quantity. In other 
words, the traditional algorithms are unable to effectively reduce the mean stagnation time of 
operations, while our algorithm overcomes this limitation. 

The collaborative production involves a requestor and a responder. Before optimization sim-
ulation, it is important to determine which machines need to request collaboration from others. 
Two types of machines may become requestors. The first type refers to the machines that cannot 
timely execute operations, because they are assigned insufficient production tasks. Even if the 
allocation of a certain type of resources is optimized, these machines have the maximum delay. 
Then, such machine would request collaboration from others. The second type of machines are 
selected based on the limitation of the optimization algorithm. If only one machine receives 
manufacturing resources, and if it has a large delay, then it needs to request collaboration from 
others. 

The responding machine should have the same operations with the requestor, and the mini-
mum delay. The manufacturing resources of the responder needs to be transferred to the re-
questor. Then, the manufacturing resource allocation is optimized for both parties engaging in 
collaboration. The above process is implemented iteratively until the algorithm meets the ter-
mination condition. 

Let 𝑚𝑚 be the current operation; 𝐸𝐸𝑚𝑚 be the set of delay functions of all machines in operation 
𝑚𝑚; 𝐸𝐸𝑚𝑚∗  be the set of delay functions of all machines facing the same operations in operation 𝑚𝑚; 
𝑤𝑤𝑚𝑚∗  be the machine selected from operation m for optimizing the allocation of manufacturing 
resources; 𝑧𝑧𝑚𝑚∗  be the machine facing the same operations selected from operation 𝑚𝑚 for re-
sponding to collaboration requests; ST be the set of all machines; DE(𝑚𝑚) be the mean stagnation 
time of operation m after the optimization of manufacturing resource allocation; 𝑣𝑣 be the unop-
timized number of machines during operation m. 
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Fig. 4 Steps of our optimization algorithm 

 
As shown in Fig. 4, the specific steps of our optimization algorithm are as follows: 

Step 1. In the initial allocation schedule of manufacturing resources, all ∀w satisfy w ∈ ST, i.e., 
all machines belong to the optimization range of manufacturing resource allocation. 

Step 2. The manufacturing resources of all machines are initially allocated as per the original 
schedule, with 𝑚𝑚 = 0, and 𝑤𝑤0∗ = ∅. 

Step 3. The initial schedule is simulated to solve the current DE(𝑚𝑚). 
Step 4. For all w ∈ ST, the delay function of each machine is obtained for the current moment. 
Step 5. All 𝐸𝐸𝑚𝑚 values are sorted in descending order, with 𝑣𝑣 = 1 and 𝑚𝑚 = 𝑚𝑚 + 1. 
Step 6. If |𝑣𝑣 ≤ |ST|, go to Step 7; otherwise, terminate the iteration. 
Step 7. The 𝑢𝑢-th 𝑤𝑤 of 𝐸𝐸𝑚𝑚−1[𝑣𝑣] is selected as 𝑤𝑤𝑚𝑚∗ . 
Step 8. If 𝑤𝑤𝑚𝑚∗  = 𝑤𝑤𝑚𝑚−1

∗ , all 𝐸𝐸𝑚𝑚 values are sorted in descending order. Then, the machine with the 
minimum delay 𝑧𝑧𝑚𝑚∗  is selected, and its resources are transferred to 𝑤𝑤𝑚𝑚∗ . 

Step 9. The resource allocation is optimized for the requestor 𝑤𝑤𝑚𝑚∗  and the responder 𝑧𝑧𝑚𝑚∗  
separately, according to the allocation optimization model. 

Step 10. If 𝑤𝑤𝑚𝑚∗  does not receive resources after optimization, 𝑣𝑣 = 𝑣𝑣 + 1, and go to Step 6; 
otherwise, go to Step 11. 

Step 11. The new allocation schedule is simulated to obtain the corresponding DE(𝑚𝑚). 
Step 12. If DE(𝑚𝑚) < DE(𝑚𝑚− 1), go to Step 4; otherwise, 𝑣𝑣 = 𝑣𝑣 + 𝑘𝑘, and go to Step 6. 

5. Simulation results analysis and discussion 
Our optimization algorithm for the manufacturing resource allocation to machines facing the 
operation execution process was verified through multiple simulations. The performance of our 
algorithm was compared with the traditional manufacturing resource allocation algorithm un-
der the same case, using our independently developed software solution. Table 1 displays the 
delay functions of all machines in each operation, and the machines needing collaboration in 
each operation. It can be inferred that the case involves eight operations from the initial alloca-
tion schedule of manufacturing resources to the optimal schedule. Some machines requested 
collaboration in two consecutive operations. These machines lack manufacturing resources se-
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verely, failing to meet the real-time demand. Then, out of the machines with the same opera-
tions, the machine with the minimum delay should be selected to respond to the collaboration 
request: their resources should be transferred to the requestor. The calculation results show 
that the delays of the requestors dropped significantly in a few operations, but the delays of oth-
er machines remained largely the same. This verifies the feasibility of collaborative production. 

Table 2 shows the stagnation and waiting of each machine in each operation, after the opti-
mization of manufacturing resource allocation. The data in the table further verifies the feasibil-
ity of our optimization algorithm. Our simulation optimization model is more effective than the 
simulation tools of discrete event simulation. It can be seen that the resource allocation to each 
machine in each operation was improved, and the optimal solution of the allocation schedule 
was about 50 % lower than the initial solution in terms of stagnation, and 3/4 lower in terms of 
waiting time. Both stagnation and waiting times were declined from the levels of the traditional 
resource allocation algorithm. 

Figs. 5 and 6 present the quantities of material type and technology/manpower type manu-
facturing resources pending allocation in each period, respectively. The red and purple lines 
indicate the resource quantities in the initial situation, and those under the optimal allocation 
schedule. It can be observed that both types of resources declined significantly, indicating that 
the new allocation schedule can effectively weaken the obstacles to the flow of manufacturing 
resources between machines. In addition, different types of manufacturing resources varied in 
the quantity being processed by machines, owing to the interplay between production efficien-
cies of different machines in the same workshop. 

Figs. 7 and 8 present the machine utilizations of material type and technology/manpower 
type manufacturing resources in each period, respectively. The red and purple lines indicate the 
machine utilizations in the initial situation, and those under the optimal allocation schedule. It 
can be inferred that the machine utilizations improved obviously for both types of resources. In 
the initial allocation of resources, some machines may be busy, while others may be idle, and 
some machines were continuously engaged in high-intensity production, owing to the imbalance 
between resources. These problems were basically eliminated after the allocation optimization. 
 

Table 1 Delay function of each machine in each operation 
Machine number 1 2 3 4 5 6 7 8 

Operation 0 0.251 0.562 93.154 61.592 0.374 132.651 114.518 0.025 
Operation 1 0.284 0.469 152.43 52.618 0.218 41.629 132.542 0.021 
Operation 2 0.359 0.526 21.417 62.352 0.348 13.607 152.041 0.029 
Operation 3 0.152 0.564 25.168 53.627 0.241 13.521 56.128 0.027 
Operation 4 0.137 0.462 24.847 52.195 0.418 11.415 28.419 0.024 
Operation 5 0.168 0.641 28.415 14.219 0.482 16.294 25.318 0.023 
Operation 6 0.159 0.451 27.462 13.258 0.374 18.492 15.625 0.025 
Operation 7 0.156 0.537 18.526 11.416 0.351 15.415 18.207 0.028 
Operation 8 0.193 0.412 7.652 8.439 0.318 5.627 18.439 0.051 

 
Table 2 Stagnation and waiting of resources in each operation  

 Operation 0 Operation 1 Operation 2 Operation 3 Operation 4 
Mean stagnation time 1.251 1.748 1.625 1.205 0..947 

Mean waiting time 1.326 1.485 0.718 0.625 0.495 
 Operation 5 Operation 6 Operation 7 Percentage of reduction  

Mean stagnation time 0.961 0.815 0.853 52.64  
Mean waiting time 0.357 0.495 0.285 74.51  
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Fig. 5 Quantities of material type manufacturing resources pending allocation  

 

 
Fig. 6 Quantities of technology/manpower type manufacturing resources pending allocation  

 

 
Fig. 7 Machine utilizations of material type manufacturing resources 
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Fig. 8 Machine utilizations of technology/manpower type manufacturing resources 

6. Conclusions 
This paper carries out the demand prediction and optimization simulation for workshop manu-
facturing resource allocation. After presenting a prediction method for the allocation demand of 
workshop manufacturing resources, the authors discussed whether the manufacturing resource 
allocation between different workshops is balanced in a fixed period. Then, a new idea was pro-
posed for collaborative production between machines of different workshops in a specific envi-
ronment, and an optimization algorithm was put forward to optimize the manufacturing re-
source allocation to machines facing the operation execution process. The algorithm flow was 
detailed. 

Through experiments, we displayed the delay functions of each machine in each operation, 
identified the machines needing collaborative production in each operation, and verified the 
feasibility of the idea of collaborative production. The effectiveness of our algorithm was further 
confirmed by obtaining the stagnation and waiting situation of each machine in each operation, 
after the resource allocation is optimized. Finally, we compared the quantities of material type 
and technology/manpower type manufacturing resources pending allocation in each period, and 
contrasted the machine utilizations of material type and technology/manpower type manufac-
turing resources in each period. 

This paper mines the historical dataset of workshop production and manufacturing, re-
searched and established a model and an analysis method, and achieved certain research results. 
However, the allocation of workshop production and manufacturing resources is affected by 
various factors, which have intricated correlations. For reasons of dataset and data quality, it is 
impossible to fully consider and thoroughly explore all the influencing factors and their correla-
tions. In the future, these issues will be considered for further improvement. 
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A B S T R A C T A R T I C L E   I N F O 
With the gradual normalization of the COVID-19, unmanned delivery has grad-
ually become an important contactless distribution method around China. In 
this paper, we study the routing problem of unmanned vehicles considering 
path flexibility and the number of traffic lights in the road network to reduce 
the complexity of road conditions faced by unmanned vehicles as much as pos-
sible. We use Monte Carlo Tree Search algorithm to improve the Genetic Algo-
rithm to solve this problem, first use Monte Carlo Tree Search Algorithm to 
compute the time-saving path between two nodes among multiple feasible 
paths and then transfer the paths results to Genetic Algorithm to obtain the 
final sequence of the unmanned vehicles fleet. And the hybrid algorithm was 
tested on the actual road network data around four hospitals in Beijing. The 
results showed that compared with normal vehicle routing problem, consider-
ing path flexibility can save the delivery time, the more complex the road net-
work composition, the better results could be obtained by the algorithm. 
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1. Introduction
The Novel Coronavirus Disease (COVID-19) broke out globally in 2020, and in November 2021, 
the mutant virus Omicron was discovered and spread rapidly around the world. According to 
WHO, the strain spreads faster and is more transmissible. By February 2022, the Omicron strain 
has become a major epidemic strain worldwide. Due to the wide range and high contagiousness 
of the epidemic, especially the significant characteristics of human-to-human transmission, the 
Chinese government has always taken strict precautions and implemented closed-off manage-
ment in high-risk areas to minimize the spread of the epidemic. Thus, unmanned and contactless 
techniques have become important force in the fight against the epidemic. With the spread of the 
epidemic, more and more cities, such as Changsha and Shanghai have begun to use unmanned 
vehicles to distribute medical suppliers to the epidemic areas. 
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Compared to conventional manned vehicles, unmanned delivery vehicles are far more reliant 
on road conditions. For technical reasons, unmanned vehicles are less able to adapt to complex 
road conditions than normal vehicles. Hence the major research on unmanned vehicles usually 
focus on the design of algorithms based on uncertain traffic situations or obstacle avoidance for 
unmanned vehicles. However, under circumstance of the epidemic, considering of all technologi-
cal aspects to plan thorough routes for unmanned vehicles can better meet the requirements of 
contactless delivery. The traditional vehicle routing problems consider the distribution sequences 
between demand points solely and ignore the fact that there are frequently multiple alternate 
paths between demand points in the actual distribution processes. The traffic situations and jour-
ney times of various routes are different and have substantial impact on the safety and efficiency 
of unmanned vehicles. 

In reality, usually the more traffic lights need to go through, the more complex information 
needs to be processed, so this paper incorporates the number of traffic lights in the road network 
into the vehicle routing problem, considers to select a safer and faster path for unmanned vehicles. 
Establishing a vehicle routing problem model with paths flexibility (VRP-PF) with the goal of min-
imizing distribution time for unmanned vehicles.  

2. Literature review 
Since the unmanned vehicles relies heavily on road conditions and traffic situations, for un-
manned delivery vehicles, most researchers take into account the unmanned vehicles’ ability of 
avoiding obstacles and adapting to the traffic conditions.  

Hu [1] et al. designed a genetic simulated annealing algorithm to solve the unmanned vehicles 
routing problem with road conditions updates, and adjusted the delivery plan in real time based 
on the local update strategy for the pre-optimize paths based on the road condition information, 
and the results showed that the algorithm has more advantages than traditional genetic algo-
rithms under complex road conditions. Guan [2] proposed an unmanned vehicles routing problem 
model based on traffic situations. To improve the adaptability of unmanned vehicles to road con-
ditions, a DQN local optimization model with heuristic reward and adaptive exploration strategy 
was proposed. This model could reduce delivery time and increase delivery efficiency, but it did 
not involve the obstacle avoidance problem of unmanned vehicles and was not tested on real traf-
fic data. Zhu [3] and Han [4] both studied the unmanned vehicle routing problem using deep re-
inforcement learning, with the difference that Zhu’s research targeted the obstacle avoidance 
problem of unmanned vehicles in dynamic environments, while Han's research considered the 
objective of minimizing distance and the number of vehicles from the perspective of unmanned 
fleets. Tavoosi [5] et al. designed an improved particle swarm algorithm to process certain and 
uncertain obstacles to obtain the optimal paths. Based on total driving distance and waiting time, 
Shi W. et al. proposed a multi‐objective scheduling model to solve the path conflict problem of 
automated guided vehicles (AGVs) and used the A* path planning algorithm to search the shortest 
path of AGV [6]. Erenoglu used the Unmanned Aerial Vehicles (UAV) based 3D city modelling ap-
proach to be manage and plan urban areas [7]. In view of many scholars consider the real-time 
traffic conditions in unmanned vehicles routing problem, Wang [8] et al. proposed a routing model 
for unmanned vehicles in the case of GPS system failure. Additionally, Levy [9] et al. considered 
the unmanned vehicles routing problem under fuel-limited conditions and designed multiple 
neighbourhood shakes to improve the variable neighbourhood search algorithm, which was able 
to obtain better results compared with the traditional variable neighbourhood search algorithm 
but the result was not an optimal solution. Zhao [10] designed a genetic algorithm to solve the 
unmanned vehicles routing problem considering the charging and switching requirements of un-
manned vehicles. It can be seen that the research on unmanned vehicles routing problem mainly 
focus on obstacle avoidance considering traffic conditions and energy supply of unmanned vehi-
cles. Besides, heuristic algorithms are the main solution approaches used. 

There are many different variants of the VRP, like Split-Delivery VRP [11], Heterogeneous VRP 
with Time Windows [12], stochastic VRP [13], VRP with Pickup and Delivery [14], ConVRP (Con-
sistent Vehicle Routing Problem) [15] and EVRP (electric vehicle routing problem) [16] etc. But 
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few research focus on the vehicle routing problem with path flexibility (VRP-PF). This problem 
was first defined by Huang [17] et al. in 2017, and they developed model considering time win-
dows under deterministic and uncertain traffic conditions. The model was solved by CPLEX and 
obtained the approximate optimal solutions. Liu [18] et al. proposed a green vehicles routing 
model considering the fuel consumption of vehicle acceleration and waiting at traffic lights and 
established the model with path flexibility to minimizing fuel and other costs. Due to the high 
complexity of the model, it could only solve instances with 10 demand points. But their research 
proves that routes planning considering path flexibility can save costs. Wang [19] et al. proposed 
a vehicle routing problem model with path flexibility for electric vehicles, considering the selec-
tion of charging stations. Then they designed a variable neighbourhood search algorithm to solve 
this problem, but they only considered multiple choices of charging stations, multiple paths be-
tween the stations are not involved. Guo [20] et al. developed a time-dependent bus routing prob-
lem model considering traffic congestions with path flexibility, and designed a tabu search algo-
rithm to solve it. Given that the safety of unmanned vehicles is highly dependent on road condi-
tions and the distribution of epidemic supplies are time-efficient, we incorporate the waiting time 
during traffic lights to measure road conditions and establish a vehicle routing problem model 
with path flexibility. Then we design a hybrid heuristic algorithm, using Monte Carlo tree search 
algorithm to improve the Genetic Algorithm to solve the routing problem with path flexibility. 

3. Model and algorithm of vehicle routing problem with path flexibility 
3.1 Problem description and mathematic model 

The vehicle routing problem with path flexibility is defined on a directed graph 𝐺𝐺 = (𝑉𝑉,𝑃𝑃), where 
𝑉𝑉 = {0,1,2, . . . ,𝑛𝑛} is the set of vertices, 𝑃𝑃 = {(𝑖𝑖, 𝑗𝑗,𝑝𝑝): 𝑖𝑖, 𝑗𝑗 ∈ 𝑉𝑉, 𝑖𝑖 ≠ 𝑗𝑗,𝑝𝑝 ∈  𝑃𝑃𝑖𝑖𝑖𝑖} is the set of paths, and 
𝑃𝑃𝑖𝑖𝑖𝑖  is the optional path from vertex 𝑖𝑖 to vertex 𝑗𝑗. In the set 𝑉𝑉, vertex 0 denotes the starting point 
and the rest vertices denote the demand points. In the set 𝑃𝑃, the length of the path 𝑝𝑝𝑖𝑖𝑖𝑖  is 𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖, the 
number of traffic lights is 𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖. N denotes the set of unmanned vehicles, where all vehicles are ho-
mogeneous, and the capacity of the vehicle is 𝐶𝐶. The vehicle meets a red light with a certain prob-
ability 𝑆𝑆 and the waiting time is w. The speed of unmanned vehicle is 𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖, which is related to time 
and the road area where the unmanned vehicle is located. The objective is to minimise the time 
cost and find a solution that satisfies the following constraints: (1) the demand at each demand 
point is satisfied and the demand cannot be split; (2) all vehicles depart from and return to the 
starting point; (3) minimise the number of traffic lights in the optimal paths. An example diagram 
of this problem is shown in Fig. 1. 

 
Fig. 1 Schematic diagram of VRP-PF 

Assuming the fleet of unmanned vehicles are homogeneous, the yellow dot 0 in Fig. 1 indicates 
the departure point of all vehicles in the fleet, the green square dots 1,2,3,4 are demand points, 
the traffic light marker indicates that there is a traffic light at this junction and vehicles may need 
to wait for a while when the light is red. The blue triangular dots are non-demand nodes in the 
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road network. Suppose that all nodes in the diagram are disconnected, and the unmanned vehicle 
needs to travel from point 0 to demand point 1, there are multiple paths to choose, such as 0-5-6-
7-1, 0-19-7-1 or 0-19-20-1. For the road network with only 22 nodes shown in Fig. 1, there are 
more than dozens of feasible paths between each two demand points, which greatly increases the 
complexity of the problem than traditional routing problem. 

Unmanned delivery vehicles are low-speed vehicles, and the Implementation Rules for the 
Management of Unmanned Delivery Vehicles promulgated by the Beijing Economic and Techno-
logical Development Area in May 2021 requires that the speed of unmanned delivery vehicles 
should not exceed 15 km/h. Besides, the speed of unmanned vehicles varies with the traffic con-
ditions in real life. Therefore, we map the traffic indexes crawled from Baidu map to the speeds of 
unmanned vehicles, and the corresponding table of traffic indexes and speeds is shown in Table 1. 

The expression of speed is a piecewise function which is shown in Fig. 2. 
Table 1 Correspondence between traffic index and travel speed 

Real-time vehicle speed Traffic index Unmanned vehicle's speed 
>30 1 15 

10-30 2 10 
<10 3 5 

 
Fig. 2 Speeds of unmanned vehicles on different roads 

 
The optimization objective in this paper is delivery time of unmanned vehicles, as shown in Eq. 

1. 
min𝑇𝑇 = ∑ ∑ 𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖

𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝∈𝑃𝑃(𝑖𝑖,𝑗𝑗)∈𝑉𝑉 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 + 𝑆𝑆𝑤𝑤𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 ,∀𝑘𝑘 ∈ 𝑁𝑁     (1) 

Define the decision variables and associated parameters as follows. 

𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘 = �1,   if arc (𝑖𝑖, 𝑗𝑗) 𝑖𝑖s on the optimal route 
0, otherwise  

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 = �
1, if the vehicle travels path 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖 on the arc (𝑖𝑖, 𝑗𝑗)

0, otherwise
 

𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘  is actual capacity when vehicle 𝑘𝑘 is on arc (𝑖𝑖, 𝑗𝑗,𝑝𝑝), and 𝑞𝑞𝑖𝑖 is demand of customer 𝑖𝑖. There-
fore, the question can be formulated as follows. 

s.t. 
� 𝑥𝑥𝑖𝑖𝑖𝑖 − � 𝑥𝑥𝑗𝑗𝑗𝑗

𝑖𝑖∈𝑉𝑉,𝑖𝑖≠𝑗𝑗𝑖𝑖∈𝑉𝑉,𝑖𝑖≠𝑗𝑗

= 0, ∀𝑗𝑗 ∈ 𝑉𝑉 (2) 

𝑞𝑞𝑗𝑗𝑥𝑥𝑖𝑖𝑖𝑖 ≤ 𝐶𝐶𝑖𝑖𝑖𝑖𝑘𝑘 ≤ (𝐶𝐶 − 𝑞𝑞𝑖𝑖)𝑥𝑥𝑖𝑖𝑖𝑖,∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉 (3) 

�𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 =  𝑥𝑥𝑖𝑖𝑖𝑖 , ∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉
𝑝𝑝∈𝑃𝑃

 (4) 
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�𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 =  𝐶𝐶𝑖𝑖𝑖𝑖, ∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉
𝑝𝑝∈𝑃𝑃

 (5) 

𝑞𝑞𝑗𝑗𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘 ≤ (𝐶𝐶 − 𝑞𝑞𝑖𝑖)𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖,∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉,𝑝𝑝 ∈ 𝑃𝑃 (6) 
𝑥𝑥𝑖𝑖𝑖𝑖 ∈ {0,1},∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉 (7) 
𝐶𝐶𝑖𝑖𝑖𝑖 ≥ 0,∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉 (8) 

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 ∈ {0,1},∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉,𝑝𝑝 ∈ 𝑃𝑃 (9) 
𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 ≥ 0,∀(𝑖𝑖, 𝑗𝑗) ∈ 𝑉𝑉, 𝑝𝑝 ∈ 𝑃𝑃 (10) 

𝑞𝑞𝑖𝑖 > 0,∀𝑖𝑖 ∈ 𝑉𝑉\{0} (11) 
𝑞𝑞0 = 0 (12) 

Eq. 2 is the vehicle flow conservation constraint. Constraint Eq. 3 ensures that the volume of 
unmanned vehicles at each node does not exceed the maximum vehicle capacity. Eq. 4 ensures 
that each unmanned vehicle selects only one feasible path from node 𝑖𝑖 to node 𝑗𝑗. Constraints Eqs. 
5-6 ensure that supplies are transported on only one feasible path and do not exceed the maxi-
mum vehicle capacity. The rest are specific constraints of the variables. 

3.2 Monte Carlo Tree Search algorithm (MCTS) 

The vehicle routing problem belongs to NP-hard problem, and the vehicle routing problem with 
path flexibility is more difficult because the decisions to make are not only the routing decision 
but also the path selection decision depending on the departure time and the congestions in the 
relevant road network. The problem can be regarded as a two-stage problem with finding the 
optimal sequence of demand points and the optimal path selection between demand points. More-
over, the sequence of demand points affects path selection between points, and different paths 
affect the sequence of demand points in reverse. Since in the real road network, roads are criss-
crossed and there are often numerous feasible paths between two points, Huang [17] et al. used 
Dijkstra's algorithm to find the shortest path between two points when considering path flexibil-
ity. However, the contrasting traffic conditions of different roads and the variational speed on dif-
ferent roads increase the difficulties of using exact algorithms. Hence, we apply the Monte Carlo 
tree search algorithm (MCTS) to solve the path flexibility of the problem and adopt MCTS to im-
prove the genetic algorithm to solve the whole problem. 

MCTS is a method for determining the optimal policy in a given domain. It is a simulation-based 
search algorithm with a tree structure that combines depth-first search and breadth-first search. 
Furthermore, it maintains superior results when the search space is huge and is widely used in 
fields such as games [21-24]. Therefore, MCTS is able to find the acceptable path rapidly for the 
large datasets. The process of MCTS can be divided into four steps: selection, expansion, simula-
tion, and backpropagation, repeated these four steps until convergence [25]. 

The selection process is commonly implemented using the Upper Confidence Bound for Tree 
(UCT) algorithm, which searches and selects the next node to be visited among all the nodes, the 
formula of UCT is shown as Eq. 13. 

𝑈𝑈𝑈𝑈𝑈𝑈 =  𝑋𝑋𝚥𝚥� + 2𝐶𝐶𝑝𝑝�
2ln𝑛𝑛
𝑛𝑛𝑗𝑗

       (13) 

where 𝑛𝑛 is the number of times the current parent node has been visited, 𝑛𝑛𝑗𝑗 is the number of times 
the child node has been visited, 𝐶𝐶𝑝𝑝 is a constant greater than zero, and the value of 𝑋𝑋𝚥𝚥�  usually be-
tween [0,1], [24]. 

Even though the UCT strategy can provide acceptable outcomes, the rate of convergence is 
modest. To improve the efficiency, the weight of the node depends on the travel time, and the 
shorter the travel time is, the higher the weight is and the node is more likely to be selected. There-
fore, the pseudo for the algorithm can be written as Algorithm1. 
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Algorithm1：path search for MCTS 

Input：origin node no, destination node nd 
Output: optimal path p between no and nd  

1: function PathSearch(Array, no, nd) 
2: Disconnect no from other nodes and initialize trial nodes list L 
3: if Array[doj] != 0 then 
4:  L ← add nj to L 
5: end if 
6: while ni != nd do 
7:   ni ← Select a node ni from L according to the weight  
8:   p ← add ni to p 
9: end while  

10: return p 
11: end function 

Unlike complex games such as Go (Weiqi), game theory is not involved during the routing 
search process and therefore there is no need to switch decisions, so we omit the backpropagation 
process. The routing search is able to find a solution inevitably (if the path is not feasible can be 
named as a non-feasible solution), so by setting a certain number of iterations we can implement 
the simulation process in MCTS. By simulating kmax times, the final output of the path with the 
highest weight can be fed back to the genetic algorithm, the flow chart of MCTS algorithm is shown 
in Fig. 3. 

 
Fig. 3 Flow Chart of MCTS Algorithm 

3.3 Monte Carlo Tree Search Improved Genetic Algorithm (MCTS-GA) 

The Monte Carlo tree search algorithm can find the optimal path between two nodes effectively, 
but it cannot solve the vehicle routing problem. In contrast, the genetic algorithm has better 
search capability and scalability, so we use the framework of the genetic algorithm and combined 
with the Monte Carlo tree search algorithm to solve the entire problem. 

Coding design 

Chromosomes are encoded using decimal coding that is frequently used in genetic algorithms in 
this paper, but each node includes an attribute label. The nodes in the road network are divided 
into four categories, starting nodes (point 0 in Fig. 1), customer demand nodes (green square 
nodes in Fig. 1), road nodes without demand (blue triangular nodes in Fig. 1) and traffic lights 
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nodes (nodes with traffic light signs in Fig. 1), which together form a complete road network. In 
the actual distribution work, the customer demand nodes are the nodes that required to make 
decisions about the order of distribution for the vehicle routing problem, while the road nodes 
and traffic lights nodes are the nodes that required to make decisions about whether or not to 
pass for path flexibility. 

Therefore, the attribute labels of the different nodes need to be assigned to the nodes in order 
for the algorithm to identify the nodes to be processed at different stages when coding. A sche-
matic of the coding scheme is shown in Fig. 4 (using a feasible path in the road network of Fig. 1 
as an example). 

Fig. 4 shows a complete feasible route for an unmanned vehicle, which includes both the de-
mand nodes to be delivered and all road nodes in the road network to be passed through during 
delivery. But when computing the vehicle routing problem with genetic algorithm, the code of 
chromosome can be streamlined to retain only the starting nodes and customer demand nodes, 
which means the code shown in Fig. 4 only needs to be processed as (0,2,1,0). This route is the 
delivery route for an unmanned vehicle without path flexibility (assuming that the sum of the de-
mand does not exceed the vehicle capacity). In contrast, in the process of MCTS, the entire road 
network needs to be processed, that means the path with minimized travel time and traffic lights 
between each two nodes in the route needs to be found in turn. For example, a feasible path from 
the starting point to customer demand node 2 can be expressed as (0,19,20,2). 

 
Fig. 4 Schematic of complete route coding scheme 

Crossover, mutation and heredity   

Both the crossover and mutation operations are directed at the vehicle routing problem, without 
considering path flexibility. The crossover process uses a two-opt crossover. To avoid duplicate 
fragments or missing fragments in the offspring generated after the crossover, we first randomly 
select sample fragments from parent 2 and inserts them into the corresponding positions of the 
offspring, and then traverses parent 1 and inserts the genes that are not duplicated with the sam-
ple fragments therein in turn to form new offspring. The crossover process is shown in Fig. 5 (the 
crossover process does not consider road nodes and traffic lights nodes, assuming that all nodes 
except node 0 in Fig. 5 are customer demand nodes). 

The mutation process is a two-point mutation, which means that two genes on a chromosome 
that do not contain the first and last gene are randomly selected to swap positions. To improve 
the efficiency of the search, an elitist selection strategy is used, whereby the top 2 % of the off-
spring in each generation are retained and placed directly into the next generation. Besides, the 
idea of an invasive weed algorithm is involved so that the more adapted individuals produce rel-
atively more offspring. 

 
Fig. 5 Schematic diagram of the crossover process 

Adaptability function 

After the allocation sequence of customer demand nodes has been generated by the genetic algo-
rithm, the MCTS can be used to obtain the optimal path between the customer demand nodes then 
the travel time and total length of the path as well as the times of traffic lights passed can be 
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calculated. The individual with the greater the fitness is more retainable, so according to Eq. 1 the 
fitness function can be expressed as Eq. 14. 

𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 =  1
𝑇𝑇�     (14) 

MCTS-GA algorithm flow 

The above describes the process of selecting feasible paths between nodes using the MCTS algo-
rithm and the solution of the vehicle routing problem using genetic algorithm respectively, but 
the two processes need to be carried out in unison to obtain a complete solution for the problem. 
The flowchart of the Monte Carlo Tree Search Improved Genetic Algorithm (MCTS-GA) is shown 
in Fig. 6. 

After generating the sequence of customer demand nodes by the genetic algorithm, we use the 
MCTS to find the optimal path between each two nodes and the search result is transferred to the 
genetic algorithm for population fitness calculation. Then cross and mutation operations are car-
ried out to generate the new population, and the complete path is finally output after repeated 
iterations until reach the maximum number of iterations. 
 

 
Fig. 6 Flow chart of MCTS-GA algorithm 

4. Numerical experiments: Results and discussion  

In this section, the algorithm performance is tested by numerical experiments using real road net-
work in Beijing. As adopting unmanned vehicles to delivery epidemic medicine is considered, we 
choose some of the hospitals in Beijing as the starting points for medicine distribution. The un-
manned vehicles start from the hospital to the community, and the road networks around the 
target hospitals are established as examples for testing. 

The algorithm is implemented using Python code in an Intel(R) Core (TM) i5-8250U CPU @ 
1.60 GHz and 8GB of RAM. The parameters of algorithm and unmanned vehicles are shown in 
Table 2, the example information is shown in Table 3. 
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Table 2 Algorithm parameters and unmanned vehicle performance parameter settings 
Parameters Value 

Crossover probability 0.8 
mutation probability 0.2 

Iterations of GA 100 
Iterations of MCTS 500 

Probability of encountering a red light 0.5 
Red light waiting time 90 seconds 

capacity of unmanned vehicle 20 pieces 

Table 3 Instance information table 

Instance name Number of cus-
tomer nodes 

Number of road 
nodes 

Number of traffic 
lights Total amount of nodes 

Hospital23 6 11 5 23 
Hospital29 8 17 3 29 
Hospital39 11 21 7 39 
Hospital58 15 28 14 58 

In this paper, three Beijing hospitals are selected as target hospitals, and two small-scale road 
networks and one medium-scale road network were established as examples. Example Hospital23 
is the Sixth Hospital of Peking University, with a road network consisting of 23 nodes; Example 
Hospital29 is Hospital 466, with a total of 29 nodes in the road network. Example Hospital39 is 
the Chinese Armed Police General Hospital, with a total of 39 nodes in the road network. Example 
Hospital58 is the Bayi Children’s Hospital, with a total of 58 nodes in the road network. The results 
of examples are shown in Figs. 7-10 respectively, where the road network is shown in Figs. (a) 
and the distribution results are shown in Figs. (b), and the green square nodes in Figs. (b) are 
customer demand nodes. Tables 4-7 show the specific distribution paths of each example. 

 
Fig. 7 Results of Hospital23 

Table 4 Detailed distribution paths of Hospital23 
Unmanned  

vehicle 
Customer  

nodes 
Load 

pieces 
Load  

Factor (%) 
Distribution 

path 
Times of passing 

through traffic lights 
1 21,13,1 16 80 0,2,21,13,12,1,0 0 
2 8,5 20 100 0,2,3,8,9,10,11,6,5,4,3,2,0 3 
3 19 15 75 0,2,21,13,14,15,19,15,14,13,21,2,0 2 
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Fig. 8 Results of Hospital29 

Table 5 Detailed distribution paths of Hospital29 

Unmanned 
vehicle 

Customer 
nodes 

Load 
pieces 

Load 
factor 

Distribution 
path 

Times of pass-
ing through 
traffic lights 

1 18,22,27 20 100 0,4,7,9,11,14,15,22,15,14,26
,17,18,17,10,27,9,7,4,0 0 

2 3 20 100 0, 4, 5, 3, 5, 4,0 0 
3 6 18 90 0, 4, 5, 6, 5, 4,0 0 
4 9,12 19 95 0, 4, 7, 9, 11, 12, 11, 9, 7, 4,0 0 
5 20 20 100 0, 1, 21, 20, 25, 8, 7, 4,0 0 
6 28 18 90 0,4,5,3,2,28,2,3,5,4,0 0 

 
Fig. 9 Results of Hospital39 

Table 6 Detailed distribution paths of Hospital39 
Unmanned 

vehicle 
Customer 

nodes 
Load 

pieces 
Load  

factor (%) 
Distribution 

path 
Times of passing 

through traffic lights 

1 8,15 20 100 0,4,3,9,10,12,15,35,14,8,1
4,35,15,12,10,9,3,4,0 0 

2 7,30 17 85 0,16,7,16,19,31,30,31,19,1
6,0 0 

3 22 18 90 0,16,7,1,23,22,23,1,7,16,0 4 

4 4,18,27 19 95 0,4,3,9,10,11,5,18,17,27,5,
9,3,4,0 2 

5 24,32,36 16 80 0,4,3,9,5,27,25,24,26,36,3
7,32,29,18,13,5,9,3,4,0 3 
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Fig. 10 Results of Hospital58  

Table 7 Detailed distribution paths of Hospital58 
Unmanned 

vehicle 
Customer 

nodes 
Load 

pieces 
Load 

factor (%) 
Distribution 

path 
Times of passing 

through traffic lights 

1 22,23 19 95 
0, 7, 8, 28, 27, 25, 24, 19, 
20, 23, 22, 26, 25, 27, 28, 

8,7,0 
4 

2 30,31,43,56,5
4 20 100 

0, 7,6,30,29, 31, 32, 34, 
42, 43, 45, 56, 54, 55, 46, 

48, 47, 40, 36, 6,7,0 
2 

3 17,18,8 17 85 0,1,11,14,17,18,15,10,9,
8,7,0 1 

4 14 15 75 0, 1, 11,14, 11, 1,0 0 
5 5 12 60 0, 7, 6, 5, 4, 1,0 0 

6 4,51 17 85 0, 1, 4, 37, 38, 39, 49, 48, 
51, 48, 47, 40, 36, 6, 7,0 4 

7 37 20 100 0, 1, 4, 37, 4, 1,0 0 

Table 8 Comparison of VRP-PF and VRP-SP 
Indicator Instance VRP-PF VRP-SP D 

Total time (min) 

Hospital23 20 23 -3 
Hospital29 44 50 -6 
Hospital39 59 69 -10 
Hospital58 64 79 -15 

Total distance (m) 

Hospital23 5742 5532 210 
Hospital29 11380 9680 1700 
Hospital39 15188 12352 2836 
Hospital58 16322 15243 1079 

Times of passing 
through traffic lights 

Hospital23 5 7 -2 
Hospital29 0 2 -2 
Hospital39 9 21 -12 
Hospital58 11 16 -5 

The results illustrate that 3 unmanned vehicles are required for delivery in Example Hospi-
tal23, with an average load factor of 85 %. 6 unmanned vehicles are required for delivery in Ex-
ample Hospital29, with an average load factor of 96 %. 5 unmanned vehicles are required for de-
livery in Example Hospital39, with an average load factor of 90 % and 7 unmanned vehicles are 
required for delivery in Example Hospital58, with an average load factor of 86 %. As Hospital23, 
Hospital39 and Hospital58 contains many traffic lights in the road networks, it is difficult to avoid 
going through the traffic lights during path selection. In the result of Example Hospital39, the 
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times of passing through traffic lights is obviously reduced. Table 8 shows the results of consider-
ing path flexibility compared with considering the shortest path between two points, where VRP-
PF is the results considering path flexibility using the algorithm proposed in this paper, VRP-SP is 
the results without considering path flexibility using Dijkstra algorithm to find the shortest path 
between two points. Meanwhile, D is the optimization difference, where the negative value means 
our algorithm got better results than Dijkstra algorithm.  

From the results, it can be seen that considering path flexibility can reduce the times of passing 
through traffic lights and improve the delivery efficiency at the expense of increasing the total 
path length. For the sake of presentation, the reduction in total distance is divided by a thousand 
to uniform the order of magnitude with other indicators in Fig. 11. It can be seen that in Example 
Hospital58, total time decreases 15 minutes compared with Dijkstra algorithm while total time 
only decreases 3 minutes in Example Hospital23. The times of passing through traffic lights re-
duces 5 and 12 times in Example Hospital58 and Hospital39 respectively while this indicator only 
reduce 2 times in Hospital29 and Hospital23. The optimization is more obvious in the case of com-
plex road network with more traffic lights. 

 
Fig. 11 Comparison of numerical examples 

 

5. Conclusion 
The normalization of epidemics has prompted the development of contactless distribution. In this 
paper, the path flexibility between demand points is considered when dealing with vehicle routing 
problem for unmanned vehicles. In the case where there are multiple feasible paths between two 
demand points, the number of traffic lights in the road network is considered from the perspective 
of driving safety of unmanned vehicles. We build the mathematic model of path flexibility vehicle 
routing problem with the objective to minimize the distribution time. The MCTS algorithm is used 
to select the feasible paths between two nodes, and the results are fed back to the genetic algo-
rithm for further optimization to finally determine the complete driving scheme. Finally, we adopt 
actual road networks in Beijing as examples, obtain solutions under different sizes of road net-
works, and the results show that the algorithm can select better paths with less driving time for 
different sizes of instances, and can maintain a high vehicle full load rate. Compared with routing 
problem that does not consider path flexibility, the results show that considering path flexibility 
can not only reduce the delivery time but also reduce the times of passing through traffic lights 
for unmanned vehicles. For more complex road conditions, the better results the algorithm can 
get.  

The algorithm considering path flexibility can not only be used for the routing planning of un-
manned vehicles in the distribution of emergency supplies, but also for the path planning of AGV 
picking and distribution in the warehouse. In the process of vehicle navigation, the algorithm 
based on Monte Carlo tree search can also flexibly take into account the driver's experience and 
other factors, and get better results in the congested road sections. Hence the algorithm proposed 
in this paper can also enrich the navigation algorithms. However, the method requires complete 
road network information in the process of preliminary data preparation, including node 
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coordinates, connectivity between nodes as well as distances and driving speed of segmented 
roads, which is the weakness of the algorithm. In addition, for unmanned vehicles, real-time road 
condition can also be considered to be passed into the algorithm to improve distribution efficiency 
while improving the ability of unmanned vehicles to cope with complex road conditions and driv-
ing safety. 
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A B S T R A C T A R T I C L E   I N F O 
Logistics is an important guarantee for economic and social development. 
Among the various aspects of logistics, the urban logistics end distribution 
link, which involves the direct connection between distribution personnel and 
customers, has a direct impact on customers' sense of experience and satisfac-
tion with logistics services. At present, there are unscientific and unreasona-
ble selection methods for logistics end distribution paths, often based on the 
subjective experience of distribution personnel, which often results in a mis-
match between distribution paths and distribution needs, affecting market 
demand while further increasing the distribution costs of enterprises. There-
fore, based on the characteristics of customer-consumers, this paper consid-
ers that consumers can select multiple receiving addresses, and each address 
has a corresponding time window limit. This paper finds that it needs to 
spend a lot of costs for the enterprise to improve the service level of distribu-
tion, and the enterprise can save the cost from time window, as well as obtain 
the better distribution time by using alternative addresses through the verifi-
cation and analysis of an example. Based on the above analysis, this paper 
proposes the urban logistics terminal distribution path optimization path 
based on large-scale neighbourhood search algorithm, which can promote the 
further matching between logistics distribution enterprises and customer 
needs, so as to improve the probability of consumers receiving goods in time 
as well as reduce the cost of enterprises. 
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1. Introduction
With the development of e-commerce and the residents' travel behaviour always change, con-
sumers often encounter the problem of receiving express delivery effectively at the end of the 
delivery. For customers, each day's life trajectory is distributed in different areas, there are liv-
ing areas, work areas, entertainment areas, etc. Each area is often distributed in different places, 
and the life trajectory and time have a close relationship. For office workers, during the working 
day, the 9 to 5 hours are at the company, while the time spent at home is usually in the evening. 
The mismatch between courier services and customers' usage needs and living habits can result 
in lower service satisfaction. If the delivery address is filled in as the place of residence, there 
may be a situation where the customer is at work and signs for the delivery in person, which 
may end up being collected by the doorman or placed at an inconvenient pick-up point, easily 
resulting in lost items. If the delivery address is the workplace, there may be a meeting or busi-
ness trip where the courier cannot be signed for in person. This puts the flexibility of the "last 
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mile" delivery location to the test. The current courier delivery model can only choose one ad-
dress for a customer's delivery, which can easily cause a mismatch between the delivery location 
and the customer's location of activity, which can also cause the consumer to not receive the 
goods in a timely manner, and the courier company's delivery failure will also increase the cost 
of delivery. 

The changing nature of consumers' activity locations over time has led to new consumer ex-
pectations for services with diverse delivery locations. If consumers can provide multiple deliv-
ery locations in a single delivery service, the delivery company can flexibly deliver according to 
the consumer's delivery location, which not only increases the probability of timely receipt of 
goods by the consumer, but also avoids the cost of secondary delivery. 

This paper considers the vehicle path problem with alternative addresses, which is an exten-
sion of the vehicle path problem with time windows. In this case, each customer may provide 
more than one delivery address in a delivery, each delivery address has priority, and each deliv-
ery address has its own time window. A large-scale neighbourhood search algorithm is also de-
signed to solve the problem. The analysis of consumers who do not follow the first address for 
delivery reveals the following characteristics of these consumers: the time window does not 
match other consumers in that neighbourhood of the path; the preferred address is far from the 
delivery area of the path, while the alternative address is closer to the delivery area; and con-
sumers who choose the alternative address tend to be at the beginning or the end of the path. 
The relationship between a company's distribution costs and service level was also analysed and 
it was found that the service level required the highest costs when the service level was in the 
medium to high range. 

2. Literature review 
The vehicle path problem was originally proposed by Dantzig and Ramser [1] equal to 1959 and 
applied to logistics and distribution activities. The vehicle path problem refers to the method of 
seeking the goods from the distribution centre to the customer under the constraints of multiple 
factors, such as the number of goods, the number of distribution vehicles, the address of the dis-
tribution centre and the address of the passenger and cargo receipt, etc. Through analysis and 
planning of reasonable distribution routes, the whole distribution process can achieve the least 
distribution time, the shortest distance and the lowest distribution cost. With the continuous 
expansion and deepening of theories in the field of logistics, the optimization of vehicle paths for 
end-of-line distribution has gradually become a key and hot issue of concern in the logistics in-
dustry in recent years, causing scholars to explore and research continuously. The article sum-
marizes and analyses the vehicle path problem of end-delivery from three perspectives: path 
optimization considering self-pickup service, path optimization considering consumer prefer-
ence, and path optimization considering differentiated service. 

2.1 Vehicle route optimisation considering self-pick-up services 

Self-pick-up service is an important part of terminal distribution, and with the diversification of 
consumer demand for self-pick-up, it has become increasingly important to improve the level of 
service, so it is imperative to continuously optimise the vehicle path of self-pick-up service. In 
the process of optimising the delivery route, the main considerations are the radiation range of 
the pick-up site, the service capacity of the site, the layout of the site, consumer satisfaction, the 
operating cost of the site and the price of the pick-up service. 

In recent years, scholars at home and abroad have carried out diverse and extensive in-depth 
studies on the optimization of self-pickup services. Current and Schilling [2] pointed out that the 
pickup site must be within the service area of the delivery vehicle, and used the travel merchant 
problem to analyse and interpret the self-pickup behaviour of consumers. Li and Mao [3, 4] 
pointed out that no matter what form of self-pickup points such as Jingdong self-pickup cabinets, 
Feng Chao express cabinets, CaiBird post stations, etc., they all face the problem of optimizing 
the path for reasonable self-pickup services, and then the authors used indicators such as con-
struction cost, customer satisfaction, and service capability to evaluate the service capability of 
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self-pickup points, and also established a combined integer planning model with the lowest lo-
gistics service cost as the goal. Zhou et al. [5, 6] proposed the current path optimization problem 
faced by self-pickup services, i.e., consumers are widely and densely distributed, and it is impos-
sible to accurately calculate the distribution path of goods, and took the customer points within 
the streets of Yudong in Banan District of Chongqing as the research object, argued the relation-
ship between the location of self-pickup points and path optimization, and built a path optimiza-
tion model for self-pickup distribution. Koç et al. [7] and Hua et al. [8] pointed out that the loca-
tion of logistics distribution centres is an important task in the overall network optimisation of 
logistics systems, and a scientific centre location can assist in improving the relevant effects of 
path optimisation. To solve the location problem of distribution centres, Hua et al. [8] proposed 
an adaptive particle swarm optimisation algorithm with non-linear inertia weights and time-
varying acceleration coefficients. Sankaran et al. [9] sorted out the problem of siting two groups 
of high-capacity facility locations and proposed a method for optimizing the siting of self-pickup 
sites by aggregating consumer pickup point information. Wang et al. [10] pointed out that there 
is a certain correlation between the price of self-service and brand image, and constructed a 
correlation function between the reachable distance of self-pickup path, the price of self-pickup 
service and the brand of self-pickup service. Guo et al. [11] conducted a study on vehicle route 
optimization and service strategies based on consumers' pickup radius, and pointed out that 
self-pickup considering consumers' pickup radius can effectively reduce the number of delivery 
vehicles and personnel, which can achieve the purpose of reducing the operation cost of end-
distribution. 

2.2 Vehicle path optimisation considering consumer preferences and behavior 

In end-of-line delivery, consumers will consider various factors such as delivery method, deliv-
ery time and delivery price, and their preferences and behaviour towards different choices will 
also have an impact on vehicle route optimisation. In terms of delivery methods, 2.1 summarises 
the vehicle path optimisation considering self-pick-up services; meanwhile, domestic and inter-
national scholars have conducted in-depth and extensive research on vehicle path optimisation 
for home delivery, which is summarised in this summary. In terms of path optimisation for end-
delivery home delivery services, Khouadjia [12] et al., and Okulewicz and Mańdziuk [13] argue 
that in the end-delivery process, once a delivery person has accepted the instruction to deliver 
to a consumer, he or she cannot change the new delivery target until the current delivery task is 
completed before the next task can be carried out; based on this premise, Okulewicz and 
Mańdziuk [13] used a meta-heuristic to optimise the paths associated with the receipt of deliv-
ery instructions to vehicle assignment. Abdallah et al. [14] considered the end-of-pipe delivery 
problem as dynamic vehicle path optimisation and suggested that, for more efficient delivery of 
continuous goods, delivery personnel should go to a nearby planning delivery node at the com-
pletion of the delivery task and wait at the node for new delivery instructions and vehicle sched-
uling solutions. Keçeci et al. [15] pointed out the path optimisation for home delivery as varia-
tional path optimisation with pickup and delivery functions, and proposed a hybrid meta-
heuristic based on simulated annealing algorithm and local search algorithm of SA-LS with min-
imum delivery cost as the objective. Silvestrin and Ritt [16] analysed the scenario of multi-
carriage vehicles, where several different qualities or types of products that must be kept or 
handled separately and use a forbidden search algorithm to solve the problem. Soto et al. [17] 
solve the multi-warehouse open vehicle routing problem, which is a generalised case of capacity 
vehicle path optimisation; in this scenario, vehicles perform delivery services from different 
warehouses, visit consumers and complete the delivery of goods, without the goods deliverer 
then having to return to the end of the route at the warehouse. 

Consumers' preferences for delivery time and delivery price also affect the path optimisation 
of delivery vehicles. Most of the current research on delivery time focuses on time window theo-
ry, while most of the research on delivery price focuses on delivery pricing theory. In terms of 
end distribution time, Taş et al. [18] studied the vehicle path problem with time window and 
random travel time, combined the relationship between transportation cost and service cost, i.e., 
the total vehicle travel distance and cargo arrival time, and proposed a path optimisation model 
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based on this. Zhu et al. [19] considered the constrained situation of time window and built a 
path optimisation model for multi-vehicle logistics distribution under different environments 
with the objective of lowest total delivery cost and shortest delivery time. Gutierrez et al. [20] 
set the vehicle travel time and service time as random variables and solved the vehicle path op-
timisation problem under the premise that each consumer is served. Guedes and Borenstein [21] 
borrowed the processing method of space-time grid for distribution path optimisation and ana-
lysed the multi-warehouse vehicle type scheduling problem. Veenstra et al. [22] studied the 
problem of goods distribution and delivery based on the time window. Kim et al. [23] combined 
the uncertainties of delivery time, delivery demand, and real-time traffic conditions to build a 
logistics and delivery model for path optimisation. In terms of end-delivery prices, Tounsi et al. 
[24] develop a new heuristic algorithm for the delivery service pricing problem, where the de-
livery service and path optimization are carried out by the delivery side according to the price of 
the service chosen by the consumer. Hayel et al. [25] point out that consumer behaviour, espe-
cially the choice of a reasonable price, affects the path optimisation of end-delivery, and the au-
thors later use a game theoretical. The topic was studied from a game theoretical perspective; 
Yang et al. [26] considered the different delivery costs of consumers for different delivery time 
slots, thus building a route optimization model with real-time pricing. 

End-delivery is the last link in the transportation of goods, and the consumer as the partici-
pant in the final link can have a profound impact on route optimisation, regardless of the behav-
iour, in addition to the factors summarised above. For example, Ren et al. [27] argue that con-
sumer preference behaviour can have an impact on end delivery and that customers may hold 
different attitudes towards different types of goods, while the authors later build a 4PL path 
optimisation model to conduct relevant research, proving the scientific validity of their view. 
Therefore, paying attention to consumer preferences and their behaviours has a positive signifi-
cance and important role in the route optimisation of end-delivery, and can effectively improve 
the service efficiency of end-delivery. 

2.3 Vehicle route optimization considering differentiated service provision 

In the process of end-delivery, in addition to the service demand for ordinary delivery, increas-
ingly diverse and differentiated services have emerged [28, 29], with the existence of cold chain 
logistics end-delivery, takeaway delivery, same-city delivery and end-delivery services in emer-
gency scenarios (such as the delivery of emergency materials after a disaster). In addition, some 
end-delivery services are subject to certain additional top-up fees to ensure efficient delivery of 
goods. 

The delivery target of cold chain logistics is usually frozen food, so the delivery service has to 
be completed within the period of food refrigeration to avoid food spoilage. As cold chain logis-
tics plays an indispensable role in people's lives, research on cold chain logistics has been a hot 
topic for experts and scholars at home and abroad. Among them, in the end distribution of cold 
chain logistics, Deng et al. [30] and others believe that the end distribution process of cold chain 
logistics needs to increase the consideration of factors such as the degree of goods loss and 
goods refrigeration market, and through the introduction of the concepts of penalty cost, goods 
loss cost, refrigeration cost, out-of-stock cost, transportation cost and fixed cost, the path opti-
mization of the end distribution of cold chain logistics is carried out. Zhang et al. [31] and others 
constructed a path optimisation model for cold chain logistics vehicles using a soft time window 
model and solved the optimal solution using an improved genetic algorithm. Ren et al. [32] stud-
ied a distribution scenario with multiple distribution centres sharing resources under the prem-
ise of ensuring on-time food delivery and established a vehicle path optimisation model for de-
livery at the lowest delivery cost of fresh food. 

Food delivery service is a special kind of end delivery driving, the start and end point of food 
delivery are in the same city, and the delivery distance is significantly shortened compared to 
other methods. In addition, as consumers have the actual demand for fast meals, there are high-
er requirements for their takeaway delivery speed. Wang et al. [33] argued that merchants 
would have certain time requirements for delivery services to improve consumers' satisfaction 
with takeaway delivery, while the authors later used the relevant random travel time based on 
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the purpose of improving consumer satisfaction Chen and Shi [34] considered factors such as 
consumer time satisfaction and optimised the traditional pick-up and delivery vehicle path 
model. Liu [35] introduced the k-means concept to build a dynamic demand-based path optimi-
sation model for the complexity of the takeaway model. Similar to takeaway delivery, same-city 
delivery also belongs to same-city proximity delivery, and now also belongs to the category of 
end-of-line delivery, and the route optimization approach is also very similar to that of takeaway 
delivery. Tounsi et al. [24] developed a new heuristic algorithm for the delivery service pricing 
problem, in which the delivery service is developed by the delivery provider according to the 
price level of the service chosen by the consumer Hayel et al. [25] show that consumers' behav-
iour, especially their choice of reasonable price, affects the route optimisation of end-delivery, 
and then use a game-theoretic perspective to study this topic. Yang et al. [26] build a route opti-
misation model with real-time pricing by considering the different delivery costs of consumers 
at different delivery timeslots. 

Scholars have widely applied large-scale neighbourhood search algorithm in the research of 
terminal distribution vehicle routing to solve the vehicle routing problem, such as the routing 
problem with delivery options, the terminal distribution routing problem using UAVs, the rout-
ing optimization of multiple warehouses and vehicles, and the vehicle routing optimization 
problem with time windows [7, 36-38]. The studies summarised above are all about the distri-
bution of goods in safe and stable scenarios, but there are also demands for the distribution of 
goods in various unexpected scenarios caused by accidents, and emergency scenarios, such as 
the emergency distribution of materials after a disaster, play an even more vital and irreplacea-
ble role. The scenarios analysed above do not cover all the differentiated logistics distribution 
[39]. Different distribution modes of different nature are applicable to different consumer needs 
or distribution occasions, all of which play a unique role in people's production life and are in-
dispensable in the logistics service industry. 

3. Model building and algorithm design 
3.1 Model building 

A distribution station in the city is responsible for supply, and goods are transported from the 
distribution station to each consumer point by multiple vehicles within the time required by the 
consumer, and then the delivery vehicles return to the distribution station. Each customer-
consumer may provide more than one delivery address in a single delivery, and each delivery 
address has priority, and each delivery address has its own time window. The vehicle can select 
any one of these locations for delivery. As shown in Fig. 1, the blue triangle in the diagram repre-
sents the distribution center from which the vehicle departs from the delivery station and delivers 
to each consumer point. The same-coloured dots represent the delivery locations set by the con-
sumer. The vehicle simply serves one of these and eventually returns to the distribution station.  

The precise algorithm is still more suitable for small-scale distribution scenarios. Although 
the algorithm can calculate the optimal route of vehicles, it considers fewer constraints and has a 
slow speed in large-scale and complex scenarios Genetic algorithm (GA) is an algorithm for 
searching the optimal solution, which is proposed by simulating the genetic principle and evolu-
tionary process of biology. It has certain advantages in solving complex combinatorial problems 
and has been widely studied and applied by many industries. Therefore, the application scope of 
the precise algorithm in the end distribution route optimization is less than that of the meta 
heuristic algorithm and the adaptive large-scale neighbourhood search algorithm. The neigh-
bourhood search algorithm searches for the "neighbourhood" solution of the current solution 
through countless iterations and obtains a better solution through comparative analysis. The 
larger the neighbourhood, the better the solution. At present, the application of neighbourhood 
search algorithm has been extended to the field of vehicle routing optimization in terminal dis-
tribution. Each customer i has a demand 𝑞𝑞𝑖𝑖 and each customer has a preferred delivery 
location. As a result, customers have different satisfaction levels for each address and 
the overall delivery of the vehicle needs to meet the overall satisfaction level constraint. 
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The earliest and latest time windows [𝑒𝑒𝑖𝑖𝑎𝑎 , 𝑙𝑙𝑖𝑖𝑏𝑏] are different for different delivery loca-
tions 𝑖𝑖𝑎𝑎 for each customer i. The vehicle may arrive earlier than the earliest time win-
dow of the customer, but needs to wait until the earliest time window to be served, be-
ing subject to a waiting cost, and is subject to a delayed service penalty if it arrives later 
than the latest time window. The vehicle arrives at customer point 𝑖𝑖𝑎𝑎 with a service time 
of 𝑠𝑠𝑖𝑖𝑎𝑎  and leaves immediately after servicing that point. There is no limit to the number 
of vehicles 𝑘𝑘 available for use at the depot, but each vehicle incurs an operating cost 𝜃𝜃𝑘𝑘 . 
The vehicles are homogeneous. The model notation is illustrated as follows: 
 

 
Fig. 1 Distribution vehicle route planning diagram 

 
0   Warehouse 
𝐶𝐶   Collection of customers, 𝐶𝐶 = {1,2, … ,𝑚𝑚} 
𝑁𝑁  Collection of customers and warehouses, 𝑁𝑁 = {0,1,2, … ,𝑚𝑚}  
𝐾𝐾   Vehicle collection, 𝐾𝐾 = {1,2, … ,𝑘𝑘} 
𝐿𝐿𝑖𝑖 Collection of optional distribution locations for 𝐿𝐿𝑖𝑖 customer 𝑖𝑖 
𝑑𝑑𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏    Arc the distance between (𝑖𝑖𝑎𝑎 , 𝑗𝑗𝑏𝑏), i.e. the distance from ath optional distribution location 

of customer 𝑖𝑖 to b-th optional distribution location of customer 𝑗𝑗  
𝑐𝑐𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏   Arc running cost between (𝑖𝑖𝑎𝑎 , 𝑗𝑗𝑏𝑏) 
𝑞𝑞𝑗𝑗   Customer 𝑗𝑗 demand 
𝑒𝑒𝑖𝑖𝑎𝑎 , 𝑙𝑙𝑖𝑖𝑎𝑎    Time window for customer 𝑖𝑖's a-th optional delivery location 
𝜀𝜀𝑗𝑗𝑏𝑏    Customer satisfaction when vehicle delivers customer j's b-th delivery location 
𝑟𝑟𝑖𝑖𝑎𝑎    The time to start serving customer 𝑖𝑖's a-th optional delivery location 
𝑠𝑠𝑖𝑖𝑎𝑎    Service time of customer 𝑖𝑖's a-th optional delivery location 
𝑡𝑡𝑗𝑗𝑏𝑏    Minimum waiting time or minimum delayed service time for customer 𝑖𝑖's a-th optional 

delivery location 
P  Unit waiting costs or delayed service penalty costs for P vehicles 
𝜃𝜃𝑘𝑘 Operating costs of 𝜃𝜃𝑘𝑘 vehicles 
𝑄𝑄𝑘𝑘 Capacity limits for 𝜃𝜃𝑘𝑘vehicles 
𝐷𝐷𝑘𝑘   Distance limit for vehicles 
𝑣𝑣𝑘𝑘   Average speed of the vehicle 
S  Overall customer satisfaction required by warehouse S 
M   A sufficiently large positive number 
𝑢𝑢𝑖𝑖𝑙𝑙    Auxiliary decision variables 
𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘    Is 1 if vehicle k passes through arc(𝑖𝑖𝑎𝑎 , 𝑗𝑗𝑏𝑏); otherwise it is 0 
𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘    Is 1 if customer 𝑗𝑗's bth optional delivery location is served by vehicle k; 0 otherwise 𝑧𝑧𝑘𝑘  
𝑧𝑧𝑘𝑘 Vehicle 𝑘𝑘 is used or not 
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Based on the above scenario description and assumptions, the model for this path planning 
problem is shown below. 

Objective function: 
 

𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐��� � � 𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘 𝑑𝑑𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏

𝑏𝑏∈𝐿𝐿𝑗𝑗𝑗𝑗∈𝑁𝑁𝑎𝑎∈𝐿𝐿𝑖𝑖𝑖𝑖∈𝑁𝑁𝑘𝑘∈𝐾𝐾

+ �𝑧𝑧𝑘𝑘𝜃𝜃𝑘𝑘
𝑘𝑘∈𝐾𝐾

+ � � 𝑃𝑃𝑡𝑡𝑗𝑗𝑏𝑏
𝑏𝑏∈𝐿𝐿𝑗𝑗𝑗𝑗∈𝑁𝑁

 (1) 

Binding conditions： 

�� 𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘

𝑎𝑎∈𝐿𝐿𝑖𝑖𝑖𝑖∈𝑁𝑁

= 𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘 ,   ∀𝑘𝑘 ∈ 𝐾𝐾, 𝑗𝑗 ∈ 𝑁𝑁𝑐𝑐 , 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗 

           
(2) 

 
� � 𝑦𝑦𝑗𝑗𝑏𝑏

𝑘𝑘

𝑏𝑏∈𝐿𝐿𝑗𝑗𝑘𝑘∈𝐾𝐾

= 1,   ∀𝑗𝑗 ∈ 𝐶𝐶  (3) 

�� � � 𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘

𝑏𝑏∈𝐿𝐿𝑗𝑗𝑎𝑎∈𝐿𝐿𝑖𝑖𝑗𝑗∈𝑁𝑁𝑘𝑘∈𝐾𝐾

= 1, ∀𝑖𝑖 ∈ 𝐶𝐶  (4) 

�� 𝑥𝑥0𝑖𝑖𝑎𝑎
𝑘𝑘

𝑎𝑎∈𝐿𝐿𝑖𝑖𝑖𝑖∈𝐶𝐶

= �� 𝑥𝑥𝑖𝑖𝑎𝑎0
𝑘𝑘

𝑎𝑎∈𝐿𝐿𝑖𝑖𝑖𝑖∈𝐶𝐶

,    ∀𝑘𝑘 ∈ 𝐾𝐾  (5) 

𝑢𝑢𝑖𝑖𝑎𝑎 − 𝑢𝑢𝑗𝑗𝑏𝑏 + |𝑁𝑁|𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘 ≤ |𝑁𝑁| − 1,    ∀𝑖𝑖, 𝑗𝑗 ∈ 𝐶𝐶, 𝑖𝑖 ≠ 𝑗𝑗,𝑎𝑎 ∈ 𝐿𝐿𝑖𝑖, 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗, 𝑘𝑘 ∈ 𝐾𝐾  (6) 

𝑟𝑟𝑖𝑖𝑎𝑎 + 𝑠𝑠𝑖𝑖𝑎𝑎 +
𝑑𝑑𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑣𝑣

≤ 𝑀𝑀�1 − 𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘 � + 𝑟𝑟𝑗𝑗𝑏𝑏    ∀ 𝑖𝑖, 𝑗𝑗 ∈ 𝑁𝑁,𝑘𝑘 ∈ 𝐾𝐾 (7) 

𝑦𝑦𝑖𝑖𝑎𝑎
𝑘𝑘 𝑒𝑒𝑖𝑖𝑎𝑎 ≤ 𝑟𝑟𝑖𝑖𝑎𝑎      ∀𝑖𝑖 ∈ 𝐶𝐶,𝑘𝑘 ∈ 𝐾𝐾,𝑎𝑎 ∈ 𝐿𝐿𝑖𝑖  (8) 

𝑡𝑡𝑗𝑗𝑏𝑏 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘 𝑒𝑒𝑗𝑗𝑏𝑏 − �𝑟𝑟𝑖𝑖𝑎𝑎 + 𝑠𝑠𝑖𝑖𝑎𝑎 +

𝑑𝑑𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑣𝑣

� , 0,𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘 �𝑟𝑟𝑗𝑗𝑏𝑏 + 𝑠𝑠𝑗𝑗𝑏𝑏� − 𝑙𝑙𝑗𝑗𝑏𝑏� ,

∀𝑖𝑖, 𝑗𝑗 ∈ 𝐶𝐶, 𝑖𝑖 ≠ 𝑗𝑗,𝑎𝑎 ∈ 𝐿𝐿𝑖𝑖 , 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗,𝑘𝑘 ∈ 𝐾𝐾 

(9) 

� � 𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘 𝑞𝑞𝑗𝑗

𝑏𝑏∈𝐿𝐿𝑗𝑗𝑘𝑘∈𝐾𝐾

≤ 𝑄𝑄𝑘𝑘 , ∀ 𝑘𝑘 ∈ 𝐾𝐾 (10) 

��� � 𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘 𝑑𝑑𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏

𝑏𝑏∈𝐿𝐿𝑗𝑗𝑗𝑗∈𝑁𝑁𝑎𝑎∈𝐿𝐿𝑖𝑖𝑖𝑖∈𝑁𝑁

≤ 𝐷𝐷𝑘𝑘,∀ 𝑘𝑘 ∈ 𝐾𝐾 (11) 

��� 𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘

𝑏𝑏∈𝐿𝐿𝑗𝑗𝑗𝑗∈𝐶𝐶

𝜀𝜀𝑗𝑗𝑏𝑏
𝑘𝑘∈𝐾𝐾

≥ 𝑆𝑆(|𝑁𝑁| − 1) (12) 

𝑧𝑧𝑘𝑘 ≥ 𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘 ,    ∀𝑖𝑖 ∈ 𝐶𝐶, 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗,𝑘𝑘 ∈ 𝐾𝐾 (13) 

𝑥𝑥𝑖𝑖𝑎𝑎𝑗𝑗𝑏𝑏
𝑘𝑘 ∈ {0,1},      ∀𝑖𝑖, 𝑗𝑗 ∈ 𝑁𝑁, 𝑎𝑎 ∈ 𝐿𝐿𝑖𝑖, 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗,𝑘𝑘 ∈ 𝐾𝐾 (14) 

𝑦𝑦𝑗𝑗𝑏𝑏
𝑘𝑘 ∈ {0,1},   ∀𝑗𝑗 ∈ 𝐶𝐶, 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗,𝑘𝑘 ∈ 𝐾𝐾 (15) 

𝑢𝑢𝑖𝑖𝑎𝑎 ,𝑢𝑢𝑗𝑗𝑏𝑏 > 0,   ∀𝑖𝑖, 𝑗𝑗 ∈ 𝑁𝑁,𝑎𝑎 ∈ 𝐿𝐿𝑖𝑖, 𝑏𝑏 ∈ 𝐿𝐿𝑗𝑗 (16) 
 

Eq. (1) is the objective function with two components: distribution cost and vehicle operating 
cost. Constraints Eqs. 2 to 4 indicate that all of each customer can only be delivered by one vehi-
cle. Constraint Eq. 5 indicates that the vehicle departs from and returns to the warehouse. Con-
straint Eq. 6 is a Miller-Tucker-Zemlin constraint that prevents the creation of subloops so that 
each vehicle's delivery route forms a loop, where 𝑢𝑢𝑖𝑖𝑙𝑙 , 𝑢𝑢𝑗𝑗𝑒𝑒  are auxiliary variables. Constraint Eq. 7 
represents the relationship between the starting service moments of two adjacent customer 
points visited by the vehicle. Constraint Eq. 8 represents the service time of the delivery vehicle 
cannot be earlier than the time requested by the customer. Constraint Eq. 9 represents the min-
imum waiting time or delayed service time for each customer point. Constraint Eq. 10 repre-
sents the vehicle capacity constraint, each vehicle cannot exceed its maximum load capacity. 
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Constraint Eq. 11 represents the vehicle travel distance constraint, the constraint Eq. 11 repre-
sents the vehicle distance constraint that each vehicle cannot travel more than its maximum 
distance. Constraint Eq. 12 represents the overall satisfaction rate of the delivery to be higher 
than the required satisfaction rate. Constraint Eq. 13 determines whether the vehicle is used or 
not. Constraints Eqs. 14 to 16 are the decision variables definition fields. 

3.2 Algorithm design 

Initial setting 
Since the objective function is profit maximisation, we need to start with the objective function. 
Eq.17 is the corresponding function expression. 

𝑇𝑇 = 𝑂𝑂(𝑆𝑆0) × 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖                                                                  (17) 
Neighbourhood structure 
Since the delivery method of customers who have ticked the value-added service will no longer 
change, we add new removal and insertion policies to the original removal and insertion policies 
to improve the feasibility of the path. For ease of description, we will refer to consumers who 
have ticked the value-added service as value consumers. The basic idea behind these two strate-
gies is that the higher the proportion of value consumers included in a path, the lower the num-
ber of solutions generated by adjusting the customer delivery method for that path, and the less 
favourable it is to generate feasible solutions in the early stages of the algorithm. Therefore, our 
two strategies operate mainly on such paths to ensure the convergence speed of the algorithm. 
Path removal strategy 
Step1: Count the proportion of each path in a solution S that contains consumers of value, and 
then arrange them in descending order. 
Step2: Remove the paths until the number of removed is 𝑛𝑛𝑟𝑟. 
Distribution location factor insertion strategy 
The distribution location factor insertion strategy is based on the distribution location to deter-
mine whether consumer points are allowed to be inserted. 
Step1: Calculate the distribution location association of the arc with the consumer point to be 
inserted. 

Since the arc (𝑖𝑖, 𝑗𝑗) is assumed to be an arc on the P path, K is the target insertion point and 
𝐸𝐸𝑖𝑖 ≤ 𝐸𝐸𝑘𝑘 ≤ 𝐸𝐸𝑗𝑗 . The association between the arc (𝑖𝑖, 𝑗𝑗) and the consumer point K distribution loca-
tion is calculated as  

𝜎𝜎𝑖𝑖𝑖𝑖 = �
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑖𝑖 − 𝐸𝐸𝑘𝑘 , 0} 𝐸𝐸𝑖𝑖 ≤ 𝐸𝐸𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑖𝑖, 𝐿𝐿𝑘𝑘} − 𝐸𝐸𝑖𝑖 𝐸𝐸𝑘𝑘 < 𝐸𝐸𝑖𝑖 ≤ 𝐿𝐿𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑘𝑘 − 𝐸𝐸𝑖𝑖 , 0} 𝐸𝐸𝑖𝑖 > 𝐿𝐿𝑘𝑘

                                                   (18) 

𝜎𝜎𝑘𝑘𝑘𝑘 = �
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑘𝑘 − 𝐸𝐸𝑗𝑗 , 0} 𝐸𝐸𝑘𝑘 ≤ 𝐸𝐸𝑗𝑗

𝑚𝑚𝑚𝑚𝑚𝑚{𝐿𝐿𝑘𝑘 ,𝐿𝐿𝑗𝑗} − 𝐸𝐸𝑘𝑘 𝐸𝐸𝑗𝑗 < 𝐸𝐸𝑘𝑘 ≤ 𝐿𝐿𝑗𝑗
𝑚𝑚𝑚𝑚𝑚𝑚{ 𝐿𝐿𝑗𝑗 − 𝐸𝐸𝑘𝑘 , 0} 𝐸𝐸𝑘𝑘 > 𝐿𝐿𝑗𝑗

                                                   (19) 

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝜎𝜎𝑖𝑖𝑘𝑘 + 𝜎𝜎𝑘𝑘𝑘𝑘                                                                      (20) 

Step2: Insert the consumer point K into the arc (𝑖𝑖, 𝑗𝑗) with the highest correlation to the distribu-
tion location. 

The delivery location correlation here is different from the previous chapter, mainly because 
later in the algorithm, due to the presence of value consumers, basic constraints such as vehicle 
capacity are easy to satisfy, but satisfying the delivery location constraint is more difficult and 
incurs a larger penalty cost that needs to be specifically addressed for the delivery location. In 
contrast, the increased cost of considering arcs (𝑖𝑖, 𝑗𝑗) to insert consumer points K does not re-
quire much consideration. Therefore, we need to recalculate the correlation. 
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4. Example analysis: Results and discussion 
4.1 Calculation example using 
In this paper, five neighbourhoods near Beixiaoguan Street in Haidian District, Beijing are used 
as the basis for the calculation of the example analysis. Steel Research Community, Jiaoda 
Jiayuan, Mingguang Village neighbourhood, Tianzhao Home and Changhewan neighbourhood 
are selected as the community delivery area, and the number of delivery customers in each 
neighbourhood is 89, 87, 99, 85 and 75 respectively. To simplify the analysis and to better pre-
sent the results, the delivery points of consumers in each neighbourhood are simplified to 5 (see 
Fig. 2). Based on the research of the actual courier company, the distribution centre was selected 
in this paper at the ground floor of the Yihai Business Hotel, No. 33 College South Road, Haidian 
District. 

 
Fig. 2 Community distribution district selection 

4.2 Optimal route and delivery method 

First path analysis 
The primary delivery area for Path 1 is in the Mingguang Village neighbourhood. The numbering 
of those consumers who are not at their preferred delivery address is as follows in Table 1. 

The time windows for these consumers' preferred addresses are in the afternoon, and if de-
livery is made to the preferred address, there is a long wait time. To save time window waiting 
time costs, the delivery person should deliver to these consumers' second or third addresses 
(Table 2). In addition, this consumer's alternative address is also closer to the Mingguang Village 
neighbourhood, and delivering these consumers together with the Mingguang Village neigh-
bourhood could reduce costs (see Fig. 3). 

Table 1 Table of path results 

Serial 
No. Path 

1 [0,200,367,399,293,403,424,427,309,142,246,304,225,349,82,402,385,8,129,44,141,283,429,325,338,71,87,114,120,149,289,131,
324,308,110,166,102,162,206,207,209,247,279,316,331,397,400,421,428,431,328,9,255,124,136,178,321,226,21,83,224,152,30,0] 

2 [0,258,274,359,391,194,327,416,299,377,99,395,145,157,244,61,89,37,176,184,195,48,20,201,222,251,317,330,271,323,128,96,4
30,273,352,197,307,411,92,150,305,27,42,74,57,298,75,93,112,155,223,172,272,280,379,387,393,396,10,77,239,84,58,122,0] 

3 [0,132,35,50,115,436,337,390,264,350,346,168,270,230,2,426,62,368,404,40,189,343,205,334,383,250,101,358,23,39,290,372,43
2,281,417,98,180,183,243,186,314,144,1,277,109,116,103,164,284,419,153,364,67,49,407,127,4,143,192,126,287,0] 

4 [0,265,326,237,345,348,433,41,175,312,319,306,167,181,216,435,214,282,382,68,80,117,208,66,295,365,212,3,170,320,14,229,1
65,146,19,63,130,335,344,418,204,18,218,11,28,160,177,187,231,275,398,107,233,422,356,106,234,81,51,0] 

5 [0,73,333,156,260,388,232,256,384,140,125,238,423,235,353,425,378,413,303,286,374,373,242,7,249,31,252,104,147,16,105,78,
43,64,297,69,95,301,190,60,196,203,245,254,217,360,278,336,339,340,351,406,357,434,76,354,161,253,262,0] 

6 [0,313,137,219,148,113,261,292,266,25,276,329,53,72,210,386,401,26,90,311,392,310,332,36,47,52,355,97,65,86,94,179,408,322,
376,100,185,34,410,227,381,108,22,6,236,118,220,409,79,135,241,291,13,55,29,294,375,173,0] 

7 [0,17,268,347,199,341,369,202,415,88,134,5,56,121,380,389,45,139,318,366,257,123,420,414,302,159,191,394,12,54,151,171,17
4,32,405,363,24,211,163,91,138,296,111,361,248,371,267,38,300,33,133,198,85,269,59,70,188,193,221,240,263,412,362,119,342,
315,0] 

8 [0,15,35,132,213,169,50,115,436,259,288,370,154,182,215,285,46,158,228,0] 
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Fig. 3 Distribution of consumers for path 1 and the optimal path 

 

Table 2 Consumers in path 1 who were not delivered to their preferred address 
No. Address serial number 
200 2 
367 3 
399 2 
225 2 

 
 

 
Fig. 4 Distribution of consumers for path 2 and the optimal path 

 
The main delivery areas for Path 2 are in the Mingguang Village neighbourhood and the Tian-

zhao Home (see Fig. 4). The consumers who are not preferred delivery addresses are numbered 
416 and 239, both of which are second addresses. By analysing the characteristics of the con-
sumers, it can be found that the preferred address of consumer 416 is in Mingguang Village Sub-
district, but the time window of the preferred address is after 3pm, while the consumers in 
Mingguang Village Sub-district all made their deliveries before 1pm, so to deliver consumer 416, 
they need to drive from Tianzhao Home to Mingguang Village Sub-district and back to Tianzhao 
Home after 3pm. However, the time window for the second address of consumer 416 is in the 
morning and is between Mingguangcun Subdistrict and Tianzhao Home, so it is a better choice to 
deliver according to the second address.239 The time window for the preferred address of con-
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sumer 239 is in the afternoon, but the preferred address is in Steel Research Community, which 
is farther away from Tianzhao Home and Mingguangcun Subdistrict, and the second address is 
closer to Tianzhao Home, and the time window of the second address also better match, so de-
livery at the second address is more appropriate. 

The main delivery area for Path 3 is also in the Mingguang Village neighbourhood and Tian-
zhao Home, but there are also a small number of consumers in the Jiaoda Jiayuan and Steel Re-
search neighbourhoods (see Fig. 5). The consumers who are not the preferred delivery address 
are numbered 132 and 35, both of which are second addresses. By analysing the characteristics 
of the consumers, we can find that the preferred address of consumer 132 is in Jiaoda Jiayuan, 
but the time window of the preferred address is 8:00-12:00, while the consumers in Jiaoda 
Jiayuan in route 3 all deliver after 8:00 pm, so it is not suitable for delivery with other consumers 
in Jiaoda Jiayuan. In this case, it is more appropriate to choose the second address of consumer 
132 and deliver in the morning.35 The preferred address of consumer 35 is in Changhewan dis-
trict, but there are no other consumers in Changhewan district in route 3, and the second ad-
dress of this consumer is closer to Tianzhao Home and Mingguang Village district, so delivery 
can be made through the second address. 
 

 
Fig. 5 Distribution of consumers for path 3 and the optimal path 

The main delivery areas for Path 4 are in Jiaoda Jia Yuan and the Steel Research community. 
The consumers who are not preferred delivery addresses are numbered 265 and 41, both of 
which are second addresses (see Fig. 6). By analysing the characteristics of the consumers, it can 
be found that the preferred addresses of both 265 and 41 consumers are in Jiaoda Garden. How-
ever, the time window for consumer 265's preferred address was after 1pm, which did not lend 
itself to delivery in the morning with other consumers in Jiaoda Jiaoyuan, so delivery to the sec-
ond address was chosen. In fact, Consumer 265's second address was closer to the Tianzhao 
Home and Mingguang Village neighbourhoods, so why was it not delivered in a path where the 
main delivery area was these two neighbourhoods? The reason is that although the distance is 
close, the time window for 265's second address is after 10am, whereas the initial delivery time 
in the other paths is often before 10am, so the time windows do not match. Consumer 41, alt-
hough both the time window and address match those in the Long River Bay subdivision in path 
4, is preferable to its second address for delivery due to the high number of consumers in the 
Long River Bay subdivision and the fact that they are mainly concentrated in the afternoon and 
do not have the spare time to make additional deliveries to 41. 
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Fig. 6 Distribution of consumers for path 4 and the optimal path 

 

 
Fig. 7 Distribution of consumers for path 5 and the optimal path 

The primary delivery area for Path 5 is in Jiaoda Jia Yuan and the Steel Research community. 
The consumers who are not preferred delivery addresses are numbered 333 and 353, both of 
which are second addresses (see Fig. 7). 333 and 353 consumers' preferred addresses are both 
in the main delivery area of Path 5, but why are they not delivered at their preferred addresses? 
Analysis of the consumers' characteristics reveals that the time window for consumer 333's pre-
ferred address is after 12pm, while other consumers in the Steel Research community where 
consumer 333 is located concentrate their deliveries in the morning, so they can be delivered at 
the second address in the morning through the time window. The main reason for Consumer 
353 to deliver with a second address is also due to the more suitable time window for 353 and 
the proximity of the second addresses of 333 and 353 to the Steel Research Community and 
Jiaoda Jiayuan. 

The main delivery areas for path 6 are in Jiaoda Jiayuan, the Steel Research community and 
the Changhewan neighbourhood (see Fig. 8). The number of the consumer who is not the pre-
ferred delivery address is 137, the second address. 137 The preferred address is Jiaoda Jiayuan 
and the time window is after 4pm, but the time window for all other consumers in Path 6 is be-
fore 4pm, so in order not to have to make additional deliveries separately, the closer second ad-
dress can be chosen for delivery. 
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Fig. 8 Distribution of consumers for path 6 and the optimal path 

 
Fig. 9 Distribution of consumers for path 7 and path 8 and optimal path 

Path 7 and Path 8 have a wider delivery area coverage, both with more than 4 heel cells (see 
Fig. 9). There were more of these consumers who were not preferred delivery addresses, with 
consumer numbers 17, 268, 88, 151, 296, 111, 248, 362, 342, 15, 35, and 132. 

An analysis of consumers who are not preferred addresses for delivery reveals the following 
characteristics of these consumers: 

• Time windows that do not match other consumers in that neighbourhood on that path. 
• The preferred address is further away from the delivery area of the path, while the alter-

native address is closer to the delivery area. 
• Consumers who choose the alternative address tend to be at the beginning or the end of 

the path to reduce detours. 

4.3 Cost analysis 

This paper compares the total cost of the model without alternative addresses with the total cost 
of the model with alternative addresses. The comparison shows that the total cost of the model 
with alternative addresses is 283.43 compared to the total cost of the model without alternative 
addresses of 307.89, a total cost saving of 24.46. By consumers providing alternative addresses, 
the distribution company saves 24.46. For consumers, total satisfaction decreased as there were 
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some consumers who did not receive goods from the preferred address. In terms of time win-
dow penalty cost, the model saved mainly in terms of time window, which was reduced through 
alternative addresses and thus better delivery times. Although consumer satisfaction is reduced, 
consumers are also willing to provide alternative addresses as alternative addresses may allow 
consumers to get their goods earlier. 

4.4 Sensitivity analysis 

During the calculations, it was observed that the presence of a service level constraint tends to 
make the VRPBA algorithm more difficult to solve, so a sensitivity analysis is performed in this 
section to explore more precisely the effect of different service levels on the total cost, computa-
tion time and number of optimal solution instances. 

Due to the service level constraint, we make the service level required for the first priority 
vary between 60 % and 100 % in 4 % steps, i.e. note that a 4 % increase means that 10 addition-
al consumers out of 250 are required whose delivery method must be the first delivery method 
chosen by the consumer. 

The relationship between average path cost and service level is depicted in Fig. 10. As ex-
pected, increasing the level of service leads to an increase in total costs. 𝛽𝛽1 = 1.0 is approximately 
22 % higher than 𝛽𝛽1 = 0.6. The impact on total cost and calculation time is analysed according to 
the VRPBA example. Fig. 9 also shows the average running time and confirms that the problem 
difficulty decreases when the service level is increased. Furthermore, the service level requires 
the highest costs, i.e. the absolute slope of the curve, when the service level is at the upper end of 
the medium range, i.e. when the value of 𝛽𝛽1 is between 0.7 and 0.85. 

 

 
Fig. 10 Relationship between service levels and costs 

5. Research conclusions 
In this paper, a vehicle path optimisation model based on consumer delivery locations was es-
tablished to optimise the driving paths and delivery methods of end-of-line delivery vehicles, 
and the same solution algorithm was designed. Based on the improved algorithm and the con-
struction method of consumer portraits, this paper establishes a solution algorithm based on the 
data of five real communities and plans the delivery routes and delivery methods. This paper 
considers the vehicle path problem with alternative addresses, which is an extension of the ve-
hicle path problem with time windows. In this case, each consumer may provide more than one 
delivery address in a delivery, each delivery address has a priority, and each delivery address 
has its own time window. The analysis of the arithmetic solution shows that the model saves 
mainly in terms of time window penalty costs, which are reduced by alternative addresses and 
thus better delivery times, and therefore time window violation costs. Although consumer satis-
faction is reduced, consumers are also willing to provide alternative addresses, as alternative 
addresses may allow consumers to get their goods earlier. 

In addition, this paper considers the vehicle routing problem with multiple delivery ad-
dresses, and use large-scale neighbourhood search algorithm to analyse the characteristics of 
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users who do not deliver according to the first address, and analyse the relationship between the 
distribution cost and service level of enterprises. The user preference related data in this paper 
mainly comes from the questionnaire and belongs to static data, which limits the application of 
the algorithm to a certain extent. Further research can use the machine learning and big data 
based on historical data is also meaningful. The research focus of this paper only focuses on the 
logistics terminal distribution path, that is, the link of the urban logistics distribution terminal, 
and analyses the corresponding path optimization methods. This study does not extend the re-
search to the level of the whole industry chain, especially the logistics distribution within the 
production system which is an important research point. 
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A B S T R A C T A R T I C L E   I N F O 
Sustainable development (SD) activities within a manufacturing should be in-
tegrated with the Industry 4.0 (I4.0) technologies implementation due to en-
sure the continuous evaluation and even prediction the SD level. Such integration 
should be provided cross all company areas but must be strictly defined for 
each core process realised within a company. Therefore, the main purpose of 
the study is to build the new approach to assess the maintenance sustainability 
(MS) level in a manufacturing company, as a good example of integrating I4.0 
technologies and SD activities within a company, using Fuzzy Technique for Or-
der of Preference by Similarity to Ideal Solution (F-TOPSIS). The major contri-
butions of the work are as follows: 1) to the existing literature by identification 
the key objectives of MS, in the context of Industry 4.0 2) using the F-TOPSIS 
method and based on the empirical data received from 125 Polish manufactur-
ing enterprises, 3) the establishment of the integrated approach, which allow 
continuous monitor the level of the MS within a manufacturing, 4) demonstrat-
ing the usefulness of the fresh framework in managerial practice through its 
verification in the five Polish manufacturing companies. Managers of manufac-
turing enterprises, thanks to the use of the proposed approach, may assess and 
constant monitor the MS level, while application of the I4.0 technologies. 
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1. Introduction
Production and industrial systems consume a huge amount of resources and energy, constituting 
a sector with a large percentage of emissions to the environment. That is why the modern industry 
is directed in its activities to support the three pillars of Sustainable Development (SD): social, 
economic and environmental. In that way, industrial enterprises and more precisely manufactur-
ing ones seek to integrate the environment into their strategy by conducting an innovative ration-
alization of production as promoted by industrial ecology and circular economy paradigms [1]. 
Maintenance plays a key role in this regard, as a possibility for the prolong the life of manufactur-
ing [2]. Standard maintenance is an integration of technical, administrative and managerial as-
pects of production [3]. Usually, the view of maintenance activities is narrowed down to the eco-
nomic dimension. However, the increasing complexity of production systems indicates the need 
to broaden the horizons related to the effects of maintenance activities with an environmental and 
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social dimension. It seems necessary to the implementation of the process approach to the design 
and operations of a company, an integrated management system based on the application of cer-
tain standards (quality, environment, safety at work, etc.) and elements of business excellence of 
a company [4]. 

The growing interest in the field of maintenance management is indicated by numerous publi-
cations in this area [5-8] indicating the possibility of including SD objectives in the maintenance 
management strategy. The literature on the subject indicates attempts to imply the assumptions 
of Sustainable Development (SD) in the assessment of maintenance results [9-12]. The Global Re-
porting Initiative - GRI [13] provides guidance on SD reporting for organizations where "the G4 
Guidelines provide global guidance for a standardized approach to reporting, promoting clarity 
and consistency of information that is necessary to acquire useful and reliable content for the 
market and the public" [13]. SD reporting in accordance with the standards set by GRI is used by, 
among others, such companies as Orlen, Allegro, and PGNiG. SD, within manufacturing, should 
also be seen in the three areas: (1) production processes, (2) production durability and (3) prod-
uct development. In the article, based on the literature (e.g., 14-16) the objectives of maintenance 
sustainability (MS) were defined. 

The contemporary challenge of society is, therefore, the implementation of SD goals in the era 
of Industry 4.0. Zhou et al. [17] indicate that it is a futuristic and multifaceted process with many 
opportunities and challenges. Industry 4.0 can be started as the industrial transformation that 
provides new technological solutions by integrating information technologies and automation 
that communicate among themselves to achieve better results [18]. However, the growing im-
portance of industry requires extensive measures to protect the well-being of m.in stocks, the en-
vironment, and dignified life. There is growing interest in sustainability practices for organisa-
tions [19]. Industry 4.0 can be used to increase SD's ability to achieve its goals by enabling organ-
izations to diagnose in real-time and to optimize and improve the system's ability to adapt to a 
dynamically changing environment [20]. Thus, the organization is able to capture data from the 
actual implementation of production and quickly analyse the state of individual process parame-
ters. Active data collection helps managers track, monitor, and then make sustainable decisions 
about their processes. Another important aspect is the use of the latest technologies in production 
systems to increase efficiency. This solution, in turn, provides a competitive advantage to the or-
ganization by producing high-quality products at a lower cost [21]. 

Therefore, the main idea of this paper is to evaluate the maintenance sustainability level in 
manufacturing companies integrated with Industry 4.0 technologies using one of the Decision 
Making (MCDM) methods. In the research process, two methods of multi-criteria analysis were 
considered to evaluate the maintenance sustainability level in manufacturing companies inte-
grated with Industry 4.0 technologies: Analytic Hierarchy Process (AHP) and Fuzzy Technique for 
Order of Preference by Similarity to Ideal Solution (F-TOPSIS). The choice of the AHP method was 
considered due to the ability to capture quantitative and qualitative attributes in a simple way, as 
well as the ability to handle rare or low-quality data. The use of the AHP method also allows for 
simple verification of the quality of expert judgments by performing a consistency test. The next 
step in the research process was the use of the F-TOPSIS method due to the complete autonomy 
of individual experts in making assessments. The IFWA operator was used to aggregate expert 
assessments. In the process of verification of selected MCDM methods, the F-TOPSIS method was 
used in the further part of the work due to the uncertainty and imprecision of the assessment of 
decision options in relation to the adopted criteria in the context of multifacetedness: evaluate the 
maintenance sustainability level in manufacturing companies. 

MCDM methods are designed to solve such manufacturing problems [22]. It is indicated that 
the MCDM constitutes an excellent decision-making tool for evaluating and ranking/prioritizing 
the alternatives even when the criteria involved are complex [23]. The literature indicates the 
effective application of MCDM in the field of manufacturing enterprises, including flow control in 
a manufacturing system with three production lines is described [24], selection of the lean six 
sigma project [25], identifying key performance factors for sustainability development [26], ma-
terials selection [27]. To build the new approach to assess the maintenance sustainability level in 
manufacturing companies, using F-TOPSIS and IFWA operator the Decision Makers (DMs) 
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opinions are needed. Therefore 125 Polish manufacturing companies from western Poland in the 
automotive industries were researched to assess the activities of the organization for the benefit 
of MS. Next, the research results obtained using the F-TOPSIS method represent the key objectives 
of MS in production enterprises. The values of the key MS objectives set should be determined 
based on the data included in applied I4.0 technologies within manufacturing. Finally, the univer-
sality of the proposed approach and its adaptability to the specificity of a given company was 
demonstrated and employed in five different types of Polish manufacturing enterprises.  

2. Materials and methods  
In the industrial scope, one of the key areas that directly influence the manufacturing sustainabil-
ity of each company is maintenance [15]. 

The Decision Making (MCDM) methods refer to the methods of utilizing different data sources 
comprehensively to select optimization alternatives [28]. The MCDM methods focus on decision 
problems in which the set of all permissible decisions is a discrete set containing a finite, prede-
termined number of possible solution variants. MCDM tool can handle concurrently the various 
criteria which may be dimensional or non-dimensional in nature [23]. It is indicated that the 
MCDM constitutes an excellent decision-making tool for evaluating and ranking/prioritizing the 
alternatives even when the criteria involved are complex [23]. The literature indicates the effec-
tive application of MCDM methods in the field of a manufacturing company, including flow control 
in a manufacturing system with three production lines is described [24], selection of the lean six 
sigma project [25], identifying key performance factors for sustainability development [26], ma-
terials selection [27]. 

For the purpose of the assessment of the MS level, the F-TOPSIS and IFWA methods seem to be 
appropriate for this research. The F-TOPSIS method was presented by [29]. 

Fuzzy TOPSIS method and IFWA operator to rank the adopted alternatives and criteria. Along 
with the TOPSIS method, Intuitionistic Fuzzy Sets (IFS) were used. IFS A in the finite set X can be 
defined as follows [30]: 
 

𝐴𝐴 =  {< 𝑥𝑥, 𝜇𝜇𝐴𝐴(𝑥𝑥), 𝑣𝑣𝐴𝐴(𝑥𝑥) > |𝑥𝑥 ∈  𝑋𝑋}, where: (1) 
𝜇𝜇𝐴𝐴: 𝑥𝑥 →  [0,1], 𝑣𝑣𝐴𝐴: 𝑥𝑥 →  [0,1] and 0 ≤  𝜇𝜇𝐴𝐴(𝑥𝑥)  +  𝑣𝑣𝐴𝐴(𝑥𝑥)  ≤ 1 ∀ 𝑥𝑥 ∈  𝑋𝑋 (2) 

 

𝜇𝜇𝐴𝐴(𝑥𝑥) and 𝑣𝑣𝐴𝐴(𝑥𝑥) determine the degree of membership and non-membership of 𝑥𝑥 to 𝐴𝐴. For each 
IFS A of X there is also a third parameter called the degree of fluctuation, defined as: 
 

𝜋𝜋𝐴𝐴(𝑥𝑥) =  1 −  𝜇𝜇𝐴𝐴(𝑥𝑥)  −  𝑣𝑣𝐴𝐴(𝑥𝑥) (3) 
 

therefore, it is obvious that: 
 

0 ≤  𝜋𝜋𝐴𝐴(𝑥𝑥)  ≤ 1 (4) 
 

When the value of 𝜋𝜋𝐴𝐴(𝑥𝑥) is small, then the information about 𝑥𝑥 is more certain, whereas when 
the value of 𝜋𝜋𝐴𝐴(𝑥𝑥) has a larger range, the information becomes uncertain. 
The multiplication operator for intuitionistic fuzzy numbers (IFNs), where A and B belong to the 
set F is as follows:  
 

𝐴𝐴 ⨂ 𝐵𝐵 =  {𝜇𝜇𝐴𝐴(𝑥𝑥). 𝜇𝜇𝐵𝐵(𝑥𝑥), 𝑣𝑣𝐴𝐴(𝑥𝑥)  + 𝑣𝑣𝐵𝐵(𝑥𝑥)  −  𝑣𝑣𝐴𝐴(𝑥𝑥). 𝑣𝑣𝐵𝐵(𝑥𝑥)| 𝑥𝑥 ∈ 𝑋𝑋 (5) 
Multiplication of matrix components is calculated by the formula: 
 

𝐴𝐴 ∘  𝐵𝐵 =  [< 𝑚𝑚𝑚𝑚𝑚𝑚{𝜇𝜇𝐴𝐴(𝑥𝑥), 𝜇𝜇𝐵𝐵(𝑥𝑥)}, 𝑚𝑚𝑚𝑚𝑚𝑚{𝜇𝜇𝐴𝐴(𝑥𝑥), 𝜇𝜇𝐵𝐵(𝑥𝑥)} >] (6) 
 

In order to establish the integrated approach, which allows continuous monitor the level of the 
MS within manufacturing the F-TOPSIS and IFWA methods were employed according to the fol-
lowing steps: 
Step I. Calculation of weights for selected DMs 
The group was assumed to include l decision-makers. The importance of individual decision-mak-
ers is represented by intuitionistic fuzzy numbers. Assuming that 𝐷𝐷𝑘𝑘 = [𝜇𝜇𝐴𝐴, 𝑣𝑣𝐴𝐴, 𝜋𝜋𝐴𝐴], then IFN is 
showing the overall importance of Decision Maker 𝑘𝑘-th in the ranking. The 𝑘𝑘-th DM weight is cal-
culated using the following formula: 
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𝜆𝜆𝑘𝑘 =
(𝜇𝜇𝜇𝜇 + 𝜋𝜋𝑘𝑘( 𝜇𝜇𝜇𝜇

(𝜇𝜇𝜇𝜇 +  𝑣𝑣𝑣𝑣 ))

𝛴𝛴𝑘𝑘=1
𝑙𝑙 (𝜇𝜇𝜇𝜇 + 𝜋𝜋𝑘𝑘( 𝜇𝜇𝜇𝜇

𝜇𝜇𝜇𝜇 + 𝑣𝑣𝑘𝑘
)

, (7) 

 

where assuming that: 

� λ𝑘𝑘 = 1
𝑙𝑙

𝑘𝑘=1

 
 

 

Step II. Create the aggregated intuitionistic fuzzy decision matrix according to the DMs opinions 
It was assumed that intuitionistic fuzzy decision matrix for each DM takes the form of  
𝑅𝑅𝑘𝑘 = �𝑟𝑟𝑖𝑖𝑖𝑖

(𝑘𝑘)�
𝑚𝑚𝑚𝑚𝑚𝑚

= {1,2, … , 𝑙𝑙}, then weights of individual DM ∑ 𝑘𝑘 = 1𝑙𝑙
𝑘𝑘=1  ∈ [0,1]. Opinions of all 

members should be combined into a group decision. For this purpose, the operator Intuitionistic 
Fuzzy Weighted Averaging (IFWA) proposed by [19] was used, assuming that: 
 

𝑟𝑟𝑖𝑖𝑖𝑖 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐴𝐴λ  �𝑟𝑟𝑖𝑖𝑖𝑖
(1), 𝑟𝑟𝑖𝑖𝑖𝑖

(2), … , 𝑟𝑟𝑖𝑖𝑖𝑖
(𝑙𝑙)� =  𝜆𝜆1𝑟𝑟𝑖𝑖𝑖𝑖

(1) ⨁ 𝜆𝜆2𝑟𝑟𝑖𝑖𝑖𝑖
(2) ⨁  …  ⨁  𝜆𝜆𝑙𝑙𝑟𝑟𝑖𝑖𝑖𝑖

(𝑙𝑙) = 

      = �1 − ∏ �1 − 𝜇𝜇𝑖𝑖𝑖𝑖
(𝑘𝑘)�𝑙𝑙

𝑘𝑘=1 λ𝑘𝑘  , ∏  �𝜈𝜈𝑖𝑖𝑖𝑖
(𝑘𝑘)�𝑙𝑙

𝑘𝑘=1 λ𝑘𝑘  , ∏ �1 − 𝜇𝜇𝑖𝑖𝑖𝑖
(𝑘𝑘)�𝑙𝑙

𝑘𝑘=1 λk  − ∏  �𝜈𝜈𝑖𝑖𝑖𝑖
(𝑘𝑘)�𝑙𝑙

𝑘𝑘=1 λ𝑘𝑘� 

(8) 

 

and  
𝑟𝑟𝑖𝑖𝑖𝑖  = (𝜇𝜇𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥), 𝜈𝜈𝐴𝐴𝐴𝐴  (𝑥𝑥𝑗𝑗), 𝜋𝜋𝐴𝐴𝐴𝐴(𝑥𝑥𝑗𝑗))   ( 𝑖𝑖 =  (1,2, … , 𝑚𝑚;    𝑗𝑗 = 1,2, … , 𝑛𝑛) 

Then, the aggregated IF decision matrix can be presented as:   
 

R = �

μA1(x1), νA1(x1), πA1(x1) μA1(x2), νA1(x2), πA1(x2) ⋯ μA1(x3), νA1(x3), πA1(x3)
μA2(x1), νA2(x1), πA2(x1) μA2(x2), νA2(x2), πA2(x2) ⋯ μA2(x3), νA2(x3), πA2(x3)

⋮ ⋮ ⋱ ⋮
μAm(x1), νAm(x1), πAm(x1) μAm(x2), νAm(x2), πAm(x2) ⋯ μAm(xn), νAm(xn), πAm(xn)

� (9) 

R =

⎣
⎢
⎢
⎢
⎡ μA1(x1), νA1(x1), πA1(x1) μA1(x2), νA1(x2), πA1(x2) ⋯ μA1(x3), νA1(x3), πA1(x3)

μA2(x1), νA2(x1), πA2(x1) μA2(x2), νA2(x2), πA2(x2) ⋯ μA2(x3), νA2(x3), πA2(x3)
⋮ ⋮ ⋱ ⋮

μAm(x1), νAm(x1), πAm(x1) μAm(x2), νAm(x2), πAm(x2) ⋯ μAm(xn), νAm(xn), πAm(xn)⎦
⎥
⎥
⎥
⎤
 (10) 

 

R= �

𝑟𝑟11 𝑟𝑟12 ⋯ 𝑟𝑟1𝑚𝑚
𝑟𝑟21 𝑟𝑟22 ⋯ 𝑟𝑟2𝑚𝑚

⋮ ⋮ ⋮
𝑟𝑟𝑛𝑛1 𝑟𝑟𝑛𝑛2 𝑟𝑟𝑛𝑛𝑛𝑛

� (11) 

 

To create the aggregated intuitionistic fuzzy decision matrix, a set of alternatives and also the 
Decision Makers (DMs) opinions are needed. Therefore, at the end of 2020, we researched 125 
Polish manufacturing companies from western Poland (from the Lubuskie Voivodeship, Lower 
Silesia, Opole, Greater Poland and West Pomeranian Voivodeship) in the automotive industries to 
assess the activities of the organization for the benefit of SM. The tests were carried out using the 
survey method. The survey questionnaire included multi-choice, closed questions. The research 
group represents 1 % of manufacturing companies from the automotive industry, in western Po-
land [31] based on data from the Central Statistical Office of Poland, Warsaw. 61 % of the compa-
nies surveyed carry out an analysis in the area of energy consumption, although it is an essential 
tool for energy efficiency measures in the plant. Improving energy efficiency can have measurable 
effects in the form of energy savings, thereby reducing costs and reducing negative environmental 
impacts. It should be emphasised that energy efficiency protects land resources and is an im-
portant element of sustainable development. The survey data shows that 67 % of the companies 
surveyed carry out an analysis. So, based on the research results the set of decision-makers were 
defined: 
 

DMs = {DM1, DM2}. 

DM1 (an Owner) and DM2 (a Maintenance Manager) were selected based on the survey results, 
where the responses received in the positions of an owner and a maintenance manager accounted 
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for the largest number of responses. The percentage for each position that was responsible for 
completing the survey is as follows: an owner 34 %, a co-owner 6.7 %, a board chairman 3.5 %, a 
board member 1.6 %, an administrative director 2.4 %, a sales director 0.8 %, a managing director 
0.8 %, a director 0.8 %, a manager 3.2 %, a production manager 7.1 %, a maintenance manager 20 
%, an assistance maintenance manager 0.8 %, a workshop manager 1.6 %, a service manager 0.8 
%, a process engineer 4%, an engineer 0.8 %, a superintendent/caretaker 2.4 %, a chief account-
ant 0.8 %, an accountant 0.8 %, a technical specialist 0.8%, a maintenance specialist 1.7 %, a fi-
nancial controller 0.8 %, a specialist 3.2 %.  

Step III. Determine the weights of criteria and sub-criteria 

Since it cannot be assumed that all criteria and sub-criteria are equally important, a W degree of 
importance should be set for them. To obtain the W parameter, opinions of individual DMs on the 
validity of criteria and sub-criteria must be combined into one assessment. 

Suppose that 𝑤𝑤𝑗𝑗
(𝑘𝑘) = �𝜇𝜇𝑗𝑗

(𝑘𝑘), ν𝑗𝑗
(𝑘𝑘), 𝜋𝜋𝑗𝑗

(𝑘𝑘)�, then IFN is assigned to criterion Xj by 𝑘𝑘-th decision 
maker. Next, the weight for a particular criterion and sub-criterion is determined using the IFWA 
operator: 
 

𝑤𝑤𝑖𝑖𝑖𝑖 =  𝐼𝐼𝐼𝐼𝐼𝐼𝐴𝐴λ  �𝑤𝑤𝑗𝑗
(1), 𝑤𝑤𝑗𝑗

(2), … , 𝑤𝑤𝑗𝑗
(𝑙𝑙)� =  λ1 𝑤𝑤𝑗𝑗

(1)⨁ λ2 𝑤𝑤𝑗𝑗
(2)⨁ … ⨁ λ𝑙𝑙  𝑤𝑤𝑗𝑗

(𝑙𝑙) = 
 

 = �1 − ∏ �1 − 𝜇𝜇𝑖𝑖𝑖𝑖
(𝑘𝑘)� λ𝑘𝑘

𝑙𝑙
𝑘𝑘=1 , ∏  �𝜈𝜈𝑖𝑖𝑖𝑖

(𝑘𝑘)�𝑙𝑙
𝑘𝑘=1 λ𝑘𝑘, ∏ �1 − 𝜇𝜇𝑖𝑖𝑖𝑖

(𝑘𝑘)�𝑙𝑙
𝑘𝑘=1 λ𝑘𝑘  − ∏  �𝜈𝜈𝑖𝑖𝑖𝑖

(𝑘𝑘)�𝑙𝑙
𝑘𝑘=1 λ𝑘𝑘  � (12) 

 

𝑊𝑊 =  �𝑤𝑤1, 𝑤𝑤2, . . . , 𝑤𝑤𝑗𝑗�, 
where 

𝑤𝑤𝑗𝑗 = (𝜇𝜇𝑗𝑗, 𝑣𝑣𝑗𝑗, 𝜋𝜋𝑗𝑗)    (𝑗𝑗 = 1,2, … , 𝑛𝑛) (13) 
 

Then a multiplication of the matrix components is used to combine the weights of each criterion 
with the corresponding sub-criteria (Eq. 6).  

Step IV. Create the aggregated weighted intuitionistic fuzzy decision matrix 

Calculation of criteria and sub-criteria weights (𝑊𝑊) allows to create the aggregated weighted IF 
decision matrix. The aggregated weighted IF decision matrix based on [32]: 
 

𝑅𝑅 ⨂ 𝑊𝑊 =  {𝑥𝑥, 𝜇𝜇𝐴𝐴𝐴𝐴  (𝑥𝑥)  • 𝜇𝜇𝑊𝑊 (𝑥𝑥), 𝜈𝜈𝐴𝐴𝐴𝐴(𝑥𝑥)  +  𝜈𝜈𝑊𝑊(𝑥𝑥)  −  𝜈𝜈𝐴𝐴𝐴𝐴(𝑥𝑥)  +  𝜈𝜈𝑊𝑊(𝑥𝑥)| 𝑥𝑥 ∈ 𝑋𝑋 (14) 
 

and 
 

𝜋𝜋𝐴𝐴𝐴𝐴•𝑊𝑊 =  1 −  𝜈𝜈𝐴𝐴𝐴𝐴(𝑥𝑥)  −   𝜈𝜈𝑊𝑊(𝑥𝑥)  −  𝜇𝜇𝐴𝐴𝐴𝐴  (x)  •   𝜇𝜇𝑊𝑊 (𝑥𝑥)  + 𝜈𝜈𝐴𝐴𝐴𝐴(𝑥𝑥)  + 𝜈𝜈𝑊𝑊(𝑥𝑥) (15) 

Step V. Appoint the intuitionistic fuzzy positive-ideal solution and intuitionistic fuzzy negative-ideal 
solution 

Suppose that J1 is a benefit criterion, while J2 is a cost criterion. 𝐴𝐴+ is intuitionistic fuzzy positive 
ideal solution and 𝐴𝐴− is intuitionistic fuzzy negative ideal solution. Eqs. 16 and 17 determine 𝐴𝐴+ 
and 𝐴𝐴−: 
 

𝐴𝐴+  =  (𝜇𝜇𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗),  𝜈𝜈𝐴𝐴+𝑊𝑊 (𝑥𝑥𝑗𝑗) and 𝐴𝐴−  =  (𝜇𝜇𝐴𝐴−𝑊𝑊(𝑥𝑥𝑗𝑗),  𝜈𝜈𝐴𝐴−𝑊𝑊 (𝑥𝑥𝑗𝑗)  (16) 
 

where: 
 

𝜇𝜇𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗) =  ((𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖   𝜇𝜇𝐴𝐴𝐴𝐴𝐴𝐴 (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽1), (𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  𝜇𝜇𝐴𝐴𝐴𝐴𝐴𝐴 (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽2) (17) 

ν𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗) =  ((𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  ν𝐴𝐴𝐴𝐴𝐴𝐴  (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽1), (𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  ν𝐴𝐴𝐴𝐴𝐴𝐴 (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽2) (18) 
 

μ𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗) =  ((𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  μ𝐴𝐴𝐴𝐴𝐴𝐴 (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽1), (𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖   μ𝐴𝐴𝐴𝐴𝐴𝐴 (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽2) (19) 
 

ν𝐴𝐴−𝑊𝑊(𝑥𝑥𝑗𝑗) =  ((𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  ν𝐴𝐴𝐴𝐴𝐴𝐴  (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽1), (𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖  ν𝐴𝐴𝐴𝐴𝐴𝐴 (𝑥𝑥𝑗𝑗)| 𝑗𝑗 ∈  𝐽𝐽2) (20) 

Step VI. Calculate the separation measures and closeness coefficient 

Measuring the separations between alternatives in Intuitionistic fuzzy set can be done by using a 
number of distance measures proposed by [33] or [32] including Hamming distance, Euclidean 
distance and their normalized distance measures [1]. After selecting the distance measure, the 
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separation measures (𝑆𝑆𝑖𝑖+  and 𝑆𝑆𝑖𝑖−) for each alternative from intuitionistic fuzzy positive ideal and 
negative ideal solutions the selection is made. The article uses normalized Euclidean distance: 
 

𝑆𝑆+ = � 1
2𝑛𝑛

∑ [(𝜇𝜇𝐴𝐴𝐴𝐴𝐴𝐴
𝑛𝑛
𝑗𝑗=1 �𝑥𝑥𝑗𝑗� −  𝜇𝜇𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗))2 + (𝜈𝜈𝐴𝐴𝐴𝐴𝐴𝐴(𝑥𝑥𝑗𝑗)2 − 𝜈𝜈𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗))2 + (𝜋𝜋𝐴𝐴𝐴𝐴𝐴𝐴(𝑥𝑥𝑗𝑗)2 − 

𝜋𝜋𝐴𝐴+𝑊𝑊(𝑥𝑥𝑗𝑗))2] 
(21) 

 

𝑆𝑆− = � 1
2𝑛𝑛

∑ [(𝜇𝜇𝐴𝐴𝐴𝐴𝐴𝐴
𝑛𝑛
𝑗𝑗=1 �𝑥𝑥𝑗𝑗� −  𝜇𝜇𝐴𝐴−𝑊𝑊(𝑥𝑥𝑗𝑗))2 + (𝜈𝜈𝐴𝐴𝐴𝐴𝐴𝐴(𝑥𝑥𝑗𝑗)2 − 𝜈𝜈𝐴𝐴−𝑊𝑊(𝑥𝑥𝑗𝑗))2 + (𝜋𝜋𝐴𝐴𝐴𝐴𝐴𝐴(𝑥𝑥𝑗𝑗)2 − 

𝜋𝜋𝐴𝐴−𝑊𝑊(𝑥𝑥𝑗𝑗))2] 
(22) 

Then the relative closeness coefficient to the ideal solution is: 
 

𝐶𝐶𝑖𝑖  =  
𝑆𝑆𝑖𝑖−

𝑆𝑆𝑖𝑖− +  𝑆𝑆𝑖𝑖+
, where 0 ≤ 𝐶𝐶𝑖𝑖 ≤ 1 (23) 

Step VII. Rank the alternatives 

After calculating the relative closeness coefficients of each alternatives, a ranking of the alterna-
tive has been made, based on 𝐶𝐶𝑖𝑖’s decreasing value.  

3. Research results 
In order to create a framework for assessing the maintenance sustainability level in manufactur-
ing companies, integrated with I4.0 technologies, the following elements should be defined: Ele-
ment 1: a set of criteria: C = {C1, C2,…., C12}, Element 2: a set of sub-criteria: I = {I1, I2,…, I14}, 
Element 3: a set of alternatives: Av = {Av1, Av2, Av3}. 

Based on the analysis of our previous works and based on the literature, e.g. [14-16, 34], the 
set of criteria: C = {C1, C2,…, C7} and a set of sub-criteria: I = {I1, I2,…, I14} were determined. It 
should be noted that the selected criteria and sub-criteria for maintenance sustainability are re-
lated to the industry concerned (manufacturing) to meet the unique needs of the manufacturing 
sector. A set of alternatives: Av = {Av1, Av2, Av3} was determined as the management levels 
within an enterprise: the operational (Av1), as well as tactical (Av2) and strategic level (Av3). The 
adopted criteria (Table 1) were also divided into a benefit (criteria for which the higher value then 
better) and cost (criteria for which the lower value then better). Benefit and cost criteria are pre-
sented in Table 2. 
 

Table 1 Selected criteria and sub-criteria 

 
  

Criteria Sub-criteria 

Staff education C1 Cost of training for maintenance 
Preventive maintenance time causing downtime  

 
I1 
I2 
 
 

Timeliness C2 Timeliness of order I2 
Reduction of downtime costs C3 Total number of downtime related to maintenance I4 

Environmental protection C4 Number of failures causing potential damage to the environment I5 

Reduction of production costs C5 Reduction costs of losses related to production stoppages result-
ing from breakdowns I6 

Safety C6 
Reduction costs connected with potentially accidental events and 
accidents of maintenance workers, operators and third parties 
during maintenance works 

I7 

 

Investment profitability C7 Return on eco-friendly maintenance investment and innovation I8 

Resources saving 
 C8 

Total of spare parts used/ Original spare parts used I9 

Recycled spare parts used/ Re-purposed spare parts used I10 

Good practices C9 Skill improvement related to sustainable maintenance practices I11 

Innovation and modernization C10 Modernization carried out in the last six months related to sus-
tainable maintenance I12 

Use of renewable energy C11 Renewable energy consumption I13 
Reduction of non-renewable energy consumption C12 Non-renewable energy consumption I14 
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Table 2 Benefit and cost criteria 
Action Criteria Benefit Cost 

MS 
(maintenance sustainability) 

C1 x  
C2 x  
C3  x 
C4  x 
C5  x 
C6 x  
C7 x  
C8 x  
C9 x  

C10 x  
C11 x  
C12  x 

 
Selected DMs (section 2) was assigned the importance of weights based on their involvement 

in the adopted action (maintenance sustainability). To determine the importance of weights for 
DM, the following formula was used Eq. 7.  

The results of the studies allowed to assess the involvement of the selected DMs in the activities 
of the organization for the benefit of SD. The assessment of involvement in the implementation of 
particular DMs criteria was carried out on the basis of the adopted linguistic terms and Intuition-
istic Fuzzy Numbers. Linguistic terms for ranking the importance of the DMs, criteria and sub-
criteria: little consequence (LC) – IFN ∈ (0.10, 0.90); medium consequence (MC) – IFN ∈ (0.25, 
0.70); important (I) – IFN ∈ (0.45, 0.50; very important (VI) – IFN ∈ (0.75, 0.20); crucial (C) –IFN ∈ 
(0.90, 0.10). The importance of DMs and their weights: DM1 – Crucial; Weight 0.539, and DM2 – 
Very Important; Weight 0.461.  
 

Table 3 The ratings of the alternatives 

 

  

Action SD  
objective  

Level of management in  
company 

DMs 
DM1 DM2 DM1 DM2 

MS 

C1 ST VHL VHL (1.00, 0.00) (1.00, 0.00) 
TA SL HL (0.55, 0.35) (0.75, 0.25) 
OP IL ML (0.20, 0.65) (0.40, 0.50) 

C2 ST SL HL (0.55, 0.35) (0.75, 0.25) 
TA HL VHL (0.75, 0.25) (1.00, 0.00) 
OP ML ML (0.40, 0.50) (0.40, 0.50) 

C3 ST HL HL (0.75, 0.25) (0.75, 0.25) 
TA VHL VHL (1.00, 0.00) (1.00 , 0.00) 
OP IL ML (0.20, 0.65) (0.40, 0.50) 

C4 ST VHL VHL (1.00, 0.00) (1.00, 0.00) 
TA HL SL (0.75, 0.25) (0.55, 0.35) 
OP IL NL (0.20, 0.65) (0.00, 1.00) 

C5 ST VHL HL (1.00, 0.00) (0.75, 0.25) 
TA HL ML (0.75, 0.25) (0.40, 0.50) 
OP IL IL (0.20, 0.65) (0.20, 0.65) 

C6 ST HL HL (0.75, 0.25) (0.75, 0.25) 
TA VHL VHL (1.00, 0.00) (1.00 , 0.00) 
OP IL IL (0.20, 0.65) (0.20, 0.65) 

C7 ST SL HL (0.55, 0.35) (0.75, 0.25) 
TA HL VHL (0.75, 0.25) (1.00, 0.00) 
OP ML SL (0.40, 0.50) (0.55, 0.35) 

C8 ST VHL VHL (1.00, 0.00) (1.00, 0.00) 
TA HL HL (0.75, 0.25) (0.75, 0.25) 
OP IL NL (0.20, 0.65) (0.00, 1.00) 

C9 ST HL HL (0.75, 0.25) (0.75, 0.25) 
TA SL SL (0.55, 0.35) (0.55, 0.35) 
OP NL NL (0.00, 1.00) (0.00, 1.00) 

C10 ST VHL VHL (1.00, 0.00) (1.00, 0.00) 
TA VHL VHL (1.00, 0.00) (1.00, 0.00) 
OP IL ML (0.20, 0.65) (0.40, 0.50) 

C11 ST VHL VHL (1.00, 0.00) (1.00, 0.00) 
TA HL HL (0.75, 0.25) (0.75, 0.25) 
OP ML SL (0.40, 0.50) (0.55, 0.35) 

C12 ST VHL VHL (1.00, 0.00) (1.00, 0.00) 
TA VHL HL (1.00, 0.00) (0.75, 0.25) 
OP IL NL (0.20, 0.65) (0.00, 1.00) 
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The linguistic terms (LT) and IFNs for the adopted alternatives were then determined: 

• LT: Very high level (VHL) – IFN ∈ [1.00;0.00] 
• LT: High level (HL) – IFN ∈ [0.75;0.25] 
• LT: Significant level (SL) – IFN ∈ [0.55;0.35] 
• LT: Medium level (ML) – IFN ∈ [0.40;0.50] 
• LT: Insignificant level(IL) – IFN ∈ [0.20;0.65] 
• LT: Nonsignificant level (NL) – IFN ∈ [0.00;1.00] 

Based on Table 1, the experts assessed the criteria in terms of the alternatives adopted (Table 3). 
The aggregated Intuitionistic Fuzzy Decision Matrix according to the DMs opinions presented 

on Table 4 (Eq. 8). 
Table 4 Aggregated Intuitionistic Fuzzy Decision Matrix 

R = 

 ST TA OP 
C1 (1.000, 0.000, 0.000) (0.656, 0.210, 0.043) (0.299, 0.576, 0.124) 
C2 (0.657, 0.299, 0.043) (1.000, 0.000, 0.000) (0.400, 0.500, 0.100) 
C3 (0,750. 0.250, 0.000) (1.000, 0.000, 0.000) (0.299, 0.576, 0.125) 
C4 (1.000, 0.000, 0.000) (0.672, 0.291, 0.036) (0.113, 0.792, 0.093) 
C5 (1.000, 0.000, 0.000) (0.625, 0.344, 0.030) (0.200, 0.650, 0.150) 
C6 (0,750. 0.250, 0.000) (1.000, 0.000, 0.000) (0.200, 0.650, 0.150) 
C7 (0.656, 0.210, 0.043) (1.000, 0.000, 0.000) (0.475, 0.424, 0.101) 
C8 (1.000, 0.000, 0.000) (0,750, 0.250, 0.000) (0.113, 0.792, 0.093) 
C9 (0,750. 0.250, 0.000) (0.550, 0.350, 0.150) (0.000, 1.000, 0.000) 

C10 (1.000, 0.000, 0.000) (1.000, 0.000, 0.000) (0.299, 0.576, 0.125) 
C11 (1.000, 0.000, 0.000) (0,750. 0.250, 0.000) (0.475, 0.424, 0.101) 
C12 (1.000, 0.000, 0.000) (1.000, 0.000, 0.000) (0.133, 0.793, 0.094) 

 
DMs evaluated selected criteria and sub-criteria using linguistic terms (Table 5, Table 6). The 

opinions received in form of linguistic terms were then translated into intuitionistic fuzzy num-
bers (Table 7, Table 8). 
 

Table 5 The criteria importance weight 

Action Criteria DMs 
DM1 DM2 

MS 

C1 C VI 
C2 VI C 
C3 VI VI 
C4 I VI 
C5 C VI 
C6 I MC 
C7 MC I 
C8 VI VI 
C9 I I 

C10 VI VI 
C11 C C 
C13 C C 

 
Table 6 The sub-criteria importance weight 

Action Sub-criteria DMs 
DM1 DM2 

MS 

I1 C VI 
I2 VI C 
I3 I VI 
I4 VI I 
I5 C VI 
I6 MC LC 
I7 I I 
I8 I VI 
I9 VI VI 

I10 MC I 
I11 C VI 
I12 VI VI 
I13 VI I 
I14 C C 
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Table 7 The rating of criteria based on intuitionistic fuzzy numbers 

Action Criteria DMs 
DM1 DM2 

MS 

I1 (0.90, 0.10) (0.75, 0.25) 
I2 (0.75, 0.25) (0.90, 0.10) 
I3 (0.75, 0.25) (0.75, 0.25) 
I4 (0.45, 0.55) (0.75, 0.25) 
I5 (0.90, 0.10) (0.75, 0.25) 
I6 
I7 
I8 
I9 

I10 
I11 
I12 

(0.45, 0.55) 
(0.25, 0.75) 
(0.75, 0.25) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.90, 0.10) 
(0.90, 0.10) 

(0.25, 0.75) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.90, 0.10) 
(0.90, 0.10) 

 
Table 8 The rating of sub-criteria based on intuitionistic fuzzy numbers 

Action Sub-criteria DMs 
DM1 DM2 

MS 
 

I1 
I2 
I3 
I4 
I5 
I6 
I7 
I8 
I9 

I10 

(0.90, 0.10) 
(0.75, 0.25) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.90, 0.10) 
(0.25, 0.75) 
(0.45, 0.55) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.25, 0.75) 

(0.75, 0.25) 
(0.90, 0.10) 
(0.75, 0.25) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.10, 0.90) 
(0.45, 0.55) 
(0.75, 0.25) 
(0.75, 0.25) 
(0.45, 0.55) 

I11 (0.90, 0.10) (0.75, 0.25) 
I12 (0.75, 0.25) (0.75, 0.25) 
I13 (0.75, 0.25) (0.45, 0.55) 
I14 (0.90, 0.10) (0.90, 0.10) 

 
Aggregation of criteria and sub-criteria importance according to DMs opinions is presented in 

Table 9 (Eq. 6). The final weights for aggregated criteria and sub-criteria (ACI) are presented in 
Table 10 (Eq. 11). 
 

Table 9 The aggregated importance of criteria and sub-criteria 

Action Combination DMs 
DM1 DM2 

MS 

I1 (0.90, 0.10) (0.75, 0.20) 
I2 (0.75, 0.20) (0.90, 0.10) 
I3 (0.45, 0.50) (0.75, 0.20) 
I4 (0.45, 0.50) (0.45, 0.50) 
I5 (0.90, 0.10) (0.75, 0.20) 
I6 (0.25, 0.70) (0.10, 0.90) 
I7 (0.25, 0.70) (0.45, 0.55) 
I8 (0.75, 0.20) (0.75, 0.20) 
I9 (0.25, 0.70) (0.45, 0.50) 

I10 (0.75, 0.20) (0.75, 0.20) 
I11 (0.75, 0.20) (0.45, 0.50) 
I12 (0.90, 0.10) (0.90, 0.10) 

 
Table 10 The final weight of Aggregated Criteria and Sub-criteria (ACI) 

W = 

ACI1 (0.8474, 0.1525, 0.0001) 
ACI2 (0.8361, 0.1638, 0.0001) 
ACI3 (0.6176, 0.3823, 0.0391) 
ACI4 (0.6176, 0.3823, 0.0001) 
ACI5 (0.8474, 0.1525, 0.0001) 
ACI6 (0.1842, 0.8157, 0.0001) 
ACI7 (0.3499, 0.6501, 0.0000) 
ACI8 (0.7500, 0.2500, 0.0000) 
ACI9 (0.3499, 0.6501, 0.0000) 

ACI10 (0.7500, 0.2500, 0.0000) 
ACI11 (0.6404, 0.3596, 0.0000) 
ACI12 (0.9000, 0.1000, 0.0000) 

 
Based on Aggregated Intuitionistic Fuzzy Decsion Matrix (Table 4) and the weightings of crite-

ria and sub-criteria (W) the aggregated weighted intuitionistic fuzzy decision matrix was created, 
where Eq. 14 and Eq. 15 were used. 
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Table 11 The aggregated weighted intuitionistic fuzzy decision matrix 

R’ = 

 ST TA OP 
C1 (0.874,0.153,0.001) (0.556, 0.330,0.114) (0.253, 0.641,0.106) 
C2 (0.549,0.414,0.037) (0.836,0.164,0.000) (0.334,0.582,0.084) 
C3 (0.493,0.519,0.042) (0.618,0.382,0.000) (0.131,0.728,0.141) 
C4 (0.617,0.382,0.001) (0.415,0.562,0.023) (0.082,0.871,0.047) 
C5 (0.847,0.153,0.000) (0.529,0.444,0.027) (0.169,0.703,0.128) 
C6 (0.138,0.862,0.000) (0.184,0.816,0.002) (0.037,0.935,0.028) 
C7 (0.229,0.724,0.047) (0.349,0.650,0.001) (0.166,0.798,0.036) 
C8 (0.750,0.250,0.000) (0.563,0.437,0.000) (0.085,0.844,0.071) 
C9 (0.262,0.737,0.001) (0.192,0.773,0.035) (0.000,1.000,0.000) 

C10 (0.750,0.250,0.000) (0.750,0.250,0.000) (0.224,0.682,0.094) 
C11 (0.640,0.359,0.001) (0.480,0.519,0.001) (0.304,0.631,0.065) 
C12 (0.900,0.100,0.000) (0.900,0.100,0.000) (0.119,0.814,0.067) 

 
In accordance with the division presented in Table 2 the selected criteria belong respectively 

to the following: J1 = { C1,C2,C6,C7,C8,C9,C10,C11} and J2 = {C3,C5,C12}. 
T he intuitionistic fuzzy positive-ideal solution and intuitionistic fuzzy negative-ideal solution 

made by using Eqs. 16 to 20. 

𝐴𝐴+ = �
(0.253,0.641,0.106) (0.836,0.164,0.000) (0.131,0,780,0.089 ) (0.617,0.382,0.001)
(0.847,0.153,0.000) (0.184, 0.816,0.000) (0.166,0.650,0.184 ) (0.750,0.000,0.250)
 (0.480,0.250,0.270) 0.847,0.153,0.000 0.640,0.359,0.001) 0.900,0.100,0.000

� 

𝐴𝐴− = �
(0.847,0. 153,0.000) (0.334,0.582,0.084) (0.618,0.382,0.000) (0.082,0.872,0.046)
(0.169,0.703,0.128 ) (0.037,0.935,0.028) (0.349,0.650,0.001) (0.085,0.844,0.071) 
(0.311,0.623, 0.066) (0.253,0.641, 0.106) (0.024,0.962,0.014) (0.403,0.512,0.085)

� 

Measurement of separation between alternatives in the Intuitionistic fuzzy set was made by 
using normalized Euclidean distance (Eqs. 21 and 22). Then, the relative closeness coefficient to 
the ideal solution (Eq. 23) was set. The results are presented in Table 12. 
 

Table 12 The relative closeness coefficient and separation measures of each level 
Level of management in company S+ S- Ci* Rank 

ST 0.219 0.238 0.520 2nd 

TA 0.206 0.227 0.523 1st 
OP 0.305 0.251 0.451 3rd 

 
In order to rank the alternatives, the Ci* factor was first calculated and then the alternatives 

were ranked in decreasing order of Ci*. In the adopted case study, three levels were adopted, 
which were arranged as follows TA < ST < OP. As a result of calculations, the ST level was accepted 
as crucial for the examined company. Then, based on the results of the aggregated weighted intu-
itionistic fuzzy decision matrix (Table 11) key indicators were selected for the SD level by de-
scending order of the μ parameter (Table 13). 
 

Table 13 Key SD objectives for the defined MS level in the context I4.0 
Rank Criteria Sub-criteria 

1 C12 I14 
2 C2 I3 
3 C10 I12 
4 C3 I4 
5 C8 I9 

I10 
6 C1 I1 
7 C5 I6 
8 C11 I13 
9 C7 I8 

10 C4 I5 
11 C9 I11 
12 C6 I7 

 

The results obtained using the F-TOPSIS method represent the key objectives of MS in produc-
tion enterprises. These objectives should be pursued first, as they form the basis for further activ-
ities carried out in the organisation for the benefit of the MS in the context of I4.0. Therefore the 
values of the key SD objectives set should be determined based on the data included in IT in the 
I4.0 context (Table 14). 
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Table 14 Data source in IT in I4.0 context for the values of the key SD objectives set 
Rank Criteria Data source 

1 C12 ERP 
2 C2 ERP 
3 C10 MANUALLY 
4 C3 ERP 
5 C8 ERP 
6 C1 ERP 
7 C5 ERP 
8 C11 ERP 
9 C7 MANUALLY 

10 C4 MANUALLY 
11 C9 MANUALLY 
12 C6 MANUALLY 

4. Verification and discussion 
The proposed approach was verified and implemented in five Polish metal companies from the 
SME sector, in order to verify the usability of applying our model to select SD objectives and to 
define the needed corrective actions to increase the level of SD in the company.  

The following company’s activities that are supported by an IT in I4.0 (an ERP system) and its 
functionality were indicated, namely: Production planning (F1), Cost accounting (F2), Manufac-
turing execution system (F3), Production technology management (F4), Customer relationship 
management (F5), Service and repair planning (F6), Personnel management (F7), Warehouse 
Management (F8), Transport improvement (F9). 

The following SD indicator values in the analysed company were obtained (Table 15).   
 

Table 15 The base of SD indicator values in the analysed companies 

C S-C Data source Functionality of 
the ERP system 

Value 
I  II  III IV V 

C12 I14 ERP F2 640000 kWh 38128 kWh 25000 kWh 26141 kWh 41344 kWh 
C2 I3 ERP F1 over 90 % over 90 % less than 80 % between 80-90 % less than 80 % 

C10 I12 MANUALLY - YES YES NO YES YES 
C3 I4 EPP F6 10 20 0 0 16 

 
To determine the reference SD indicators values for a given class of enterprises in a given area 

the statistical data on a given country, which should be averaged out for a given industry of enter-
prises should be adopted. Therefore the reference MS indicators values for a given class of enter-
prises were obtained based on the statistical data in Poland [35] and REACH; ISO 14001; ISO50001; 
OHSAS 18001 were obtained (Table 16). 
 

Table 16 The reference values  
SD objective  SD Indicators Reference values I 

C12 I14 -5 % 
C2 I3 over 90 % 

C10 I12 YES 
C3 I4 0 

 
However, to apply our approach to enterprises in other countries, the reference MS indicators 

values for a given class of enterprises based on the statistical data in the country of the surveyed 
enterprise should be adopted. 

Finally, the setting of SD recommendations for the analysed company is possible based on the 
comparison of the obtained key SD indicator values with the reference values for the SD indicators 
(Table 17, Table 18).  

Table 17 Range of values for determining the level of SD 
MS level Compartment 

Good < 90-100 % references values 
Medium < 85-60 % references values 

Low > 60 % references values 
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Table 18 The base of the obtained SD indicators values in the company compared with the reference values  
Enterprise Criteria Sub-Criteria Reference values  Obtained values  SD level  

I 

C12 I14 -5 % 640000 Check after implementing changes 
C2 I3 over 90 % over 90 % Good 

C10 I12 YES YES Good 
C3 I4 0 10 Low 

II 

C12 I14 -5 % 38128 Check after implementing changes 
C2 I3 over 90 % over 90 % Good 

C10 I12 YES YES Good 
C3 I4 0 20 Low 

III 

C12 I14 -5 % 25000 Check after implementing changes 
C2 I3 over 90 % less than 80 % Low 

C10 I12 YES NO Low 
C3 I4 0 0 Good 

IV 

C12 I14 -5 % 26141 Check after implementing changes 
C2 I3 over 90 % between 80-90 % Medium 

C10 I12 YES YES Good 
C3 I4 0 0 Good 

V 

C12 I14 -5 % 41344 Check after implementing changes 
C2 I3 over 90 % less than 80 % Low 

C10 I12 YES YES Good 
C3 I4 0 16 Low 

 
Thanks to the implementation of our model in the analysed company, it is possible to define 

the key SD objectives: 

• C12: non-renewable energy consumption 
• C2: cost of training for maintenance, preventive maintenance time causing downtime 
• C10: number of innovations carried out related to sustainable maintenance. 

Moreover, based on Table 18, it is possible to define the needed corrective actions that the 
company must take to increase its SD level. In the considered case: 

• reduction of non-renewable energy consumption: e.g., control energy consumption, sys-
tematic maintenance and service of machines, use of renewable energy, 

• staff education: conservation according to the schedule, regular training of maintenance 
staff, 

• innovation: intelligent solutions, modern warning systems, automated lubrication, opera-
tional diagnostics. 

The universality of the proposed approach and its adaptability to the specificity of a given com-
pany allows it to be employed in different types of enterprises. 

5. Conclusion 
Industry 4.0 technologies and sustainability are popular organizational trends that are vital to 
increasing sustainable production [36]. However, despite numerous considerations regarding the 
positive aspects of the implementation of Industry 4.0 technology in the SD concept, further neg-
ative effects on the environment are also indicated by throwing outdated equipment [37], and 
therefore increased greenhouse gas emissions or the production of a large amount of waste [38]. 

As with all studies, this study owns up to certain limitations that further research should be 
able to overcome. Firstly, the use of normalized Euclidean distance, which does not take into ac-
count the correlation between attributes, and the lack of correlation between criteria and sub-
criteria are considered limitations of the proposed approach. Secondly, the verification of a model 
was shown in the example of the Polish companies investigated and all the indicators were meas-
ured at the same moment in time; it would, therefore, be useful to provide such research over a 
longer time period. These conclusions and limitations suggest proposals for the direction of future 
research. 
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A B S T R A C T A R T I C L E   I N F O 
During the continuous casting of steel billets, several geometrical, inner and 
surface defects can occur due to the thermomechanical behavior during solid-
ification. One of them is rhombic distortion (i.e. rhomboidity), which can lead 
to the occurrence of off-corner cracks and twisting of cast billets during fur-
ther plastic deformation (i.e. rolling). Based on data of 2088 cast batches (64 
different hypoeutectoid steel grades), 109,514 billets, produced from January 
2022 to September 2022 in Štore Steel Ltd. (Slovenia), chemical composition 
(content of C, Si, Mn, S, Cr, Mo, Ni and V), casting parameters (average casting 
temperature, average difference between input and output cooling water, 
melt level, average cooling water flow and pressure in the first and second 
zone of secondary cooling) the linear regression and genetic programming 
were used in order to predict rhomboidity of continuously cast billets. The 
rhomboidity, in our case defined as relative diagonal difference, was deter-
mined using in-house developed computer vision system for measuring of 
rhomboidity. Based on the modelling results 9 batches (419 billets) of 
42CrMos4 were cast in September 2022 with a 10 % higher water pressure in 
the first zone of secondary cooling (from 2.41 bar to 2.67 bar). The rhom-
boidity of continuously cast billets improved by 18.18 % (from 1.43 % to 
1.21). 
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1. Introduction
Continuous casting, as one of the most important processes in the modern steel industry, takes 
place when the melt cools rapidly while passing through a copper mould in a horizontal or verti-
cal direction. During primary cooling, the heat from continuously withdrawn strand is taken 
away by the water-cooled jacket surrounding the mould, and the metal solidifies. Then solidifica-
tion continues with secondary cooling, where the cast structure is additionally cooled in the air 
with help of water sprays. During solidification, the solidified shell is exposed to thermomechan-
ical stresses, which can cause many casting defects. In the case of square billets, due to nonuni-
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form shell solidification (i.e. nonuniform heat removal in the mould), it can be rhombic distor-
tion (i.e. rhomboidity), which can lead to occurrence of off-corner cracks [1, 2] and twisting of 
the billets during plastic deformation (i.e. rolling) [3]. Generally, relative diagonal difference is 
used as a measure of rhomboidity of billets [1]: 
 

𝑅𝑅 = 2
|𝑑𝑑1 − 𝑑𝑑2|
𝑑𝑑1 + 𝑑𝑑2

 (1) 
 

where 𝑑𝑑1and 𝑑𝑑2 are the lengths of the opposite diagonals of the rhombus. 
The rhomboidity of the billets is affected by the following parameters [1, 2, 4, 5]: 

• steel chemical composition [6], 
• casting temperature, 
• casting speed, 
• mould (i.e. primary cooling): 

− chemical composition, 
− mould thickness [7, 8], 
− mould tapper [7, 8], 
− mould support, 
− water jacket geometry and its alignment [9], 
− operation (e.g. oscillation, water flow, water quality) [9], 

• secondary cooling: 
− water quality, 
− nozzles geometry, 
− nozzles assembly, 
− water pressure. 

Researches can be divided into measurements and model calculations of the temperature 
field based on the melt velocity field (e.g. [1, 2]). During the measurements, the rhomboidity 
and/or temperature of the solidified shell are measured [1, 4, 7, 8, 10]. 

In this paper the improvement of rhomboidity of continuously cast billets in an industrial en-
vironment is presented. A wide range of influencing parameters, not only chemical composition 
but also casting parameters, have been used to predict of rhomboidity of continuously cast bil-
lets for several hypoeutectoid steel grades. Linear regression and genetic programming were 
used for modelling. At the beginning of the paper, the results of rhomboidity measurements and 
the influencing parameters are presented. Next, the prediction of rhomboidity of continuously 
cast billets using linear regression and genetic programming is presented. The results of the 
optimization of the continuous casting process are also presented and implemented into prac-
tice. The casting parameters for 42CrMoS4 steel grade, which is one of the most problematic 
steel grades in Štore Steel Ltd. in terms of surface defects occurrence, were optimized. Finally, 
conclusions and future work are highlighted. 

2. Materials, methods, and experimental results 
Štore Steel Ltd. is one of the major flat spring steel producers in Europe. More than 1000 steel 
grades with different chemical composition are produced. The main steps of the production in-
clude the following steps: melting of the scrap using electric arc furnace, tapping, ladle treat-
ment, and continuous casting of the billets. The cooled billets are reheated and rolled in the roll-
ing plant. The rolled bars can be subjected to additionally production operations. 

Since March 2016, a new two strand continuous casting machine with a radius of 9 m has 
been in use (Fig. 1). Solidification of the melt takes place during primary cooling in water cooled 
copper mould, secondary cooling with water sprays, and tertiary radiation in air cooling. 

Secondary cooling consists of 3 zones. The spray ring in zone 1 is connected directly below 
the mould support. It consists of 3 rows with spray nozzles which allow a uniform cooling of the 
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billet when it leaves the mould. The upper row is equipped with 8 nozzles, the lower two rows 
with 4 nozzles. 

The spray ring system in zone 2 is mounted on the structure in the cooling chamber. It con-
sists of 2 parts – zone 2a and zone 2b. Zone 2a and 2b consist of 8 and 6 rows with spray nozzles, 
respectively. 5 rows are installed in zone 3. All rows are equipped with 4 nozzles. 

The continuous casting machine and its cooling zones are schematically presented in Fig. 1. 

 
Fig. 1 The continuous casting machine and its cooling zones 

The company uses in-house developed computer vision system for measurements of rhom-
boidity. Before entering the cooling bad, each billet is photographed, analyzed, selected features 
automatically recognized (e.g. billet corners) using computer vision algorithms and finally calcu-
lated relative diagonal-difference is stored in the informational system. The in-house developed 
computer vision system for measurement of rhomboidity of billets is presented in Fig. 2. 

 
Fig. 2 In-house developed computer vision system for measurement of rhomoboidity of billets in Štore Steel Ltd. 

From January 2022 to September 2022, 2088 batches was produced (64 different hypoeutec-
toid steel grades), and as a result, 109514 billets were cast in Štore Steel Ltd. To reduce the 
rhomboidity of continuously cast billets following parameters were gathered: 
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• Chemical composition. The content of carbon, silicon, manganese, sulfur, chromium, mo-
lybdenum, nickel and vanadium were taking into account. Chemical composition influence 
on material properties also during solidification (e.g. shrinkage, tensile strength). 

• Casting parameters were: 
− Average casting temperature (°C). Casting temperature influences the thermal field in 

the mould, which influence the heat removal and solidification. 
− Mould water flow (l/min]. The highest heat removal occurs in the mould, where ther-

momechanical behavior influences on shell solidification. 
− Average difference between input and output mould cooling water temperature (°C). 

This temperature difference is a measure of efficiency of heat removal from the mould 
(i.e. primary cooling). The mould is cooled with the water. The heating up of the cooling 
water flowing through the mould indicates the efficiency of heat removal, which influ-
ences the thermomechanical behavior during solidification. 

− Mould metal level (%) expressed as a ratio between operational height of the melt level 
in the mould and length of the moud (mould is 1 m long copper tube). Delicate melt 
level movement influences on uniform shell solidification. Nonuniform shell formation 
leads to rhombic distortion. 

− The average cooling water pressure (bar) and flow (l/min) in the first (directly below 
the mould) and the second zone of secondary cooling. The melt primarily solidifies in 
the mould. After exiting the mould, the strand is cooled by water sprays, where water 
flux can be automatically set, varying water pressure/flow. Secondary cooling also in-
fluences on thermomechanical behavior during solidification. 

• The rhomboidity of continuously cast billets (%) was determined using in-house devel-
oped computer vision system. 

The average values and standard deviations of gathered influential parameters are presented 
in Table 1. 

Table 1 Minimal and maximal values of gathered parameters 
Parameter Label Average Standard deviation 
Carbon content (%) C 0.40 0.152 
Silicon content (%) SI 0.38 0.330 
Manganese content (%) MN 0.98 0.270 
Sulfur content (%) S 0.02 0.019 
Chromium content (%) CR 0.66 0.444 
Molybdenum content (%) MO 0.06 0.067 
Nickel content (%) NI 0.21 0.300 
Vanadium content (%) V 0.06 0.051 
Average casting temperature (°C) CASTING_TEMPERATURE 1528.71 16.978 
Mould water flow (l/min) MOULD_WATER_FLOW 1835.71 77.142 
Average difference between 
input and output mould cooling 
water temperature (°C) 

MOULD_WATER_DELTA_TEMPERATURE 7.36 0.757 

Mould metal level (%) STEEL_LEVEL 78.09 0.932 
The average cooling water flow in 
the first zone of secondary cool-
ing (l/min) 

ZONE1_WATER_FLOW 32.80 3.432 

The average cooling water pres-
sure in the first zone of second-
ary cooling (bar) 

ZONE1_WATER_PRESSURE 2.21 0.504 

The average cooling water flow in 
the second zone of secondary 
cooling (l/min) 

ZONE2_WATER_FLOW 50.72 3.981 

The average cooling water pres-
sure in the second zone of sec-
ondary cooling (bar) 

ZONE2_WATER_PRESSURE 2.20 0.482 

Rhomboidity (%) RHOMB 1.36 1.012 
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Table 2 Analyzed hypoeutectoid steel grades and number of continuously cast billets 

 

Steel grade Number of continuously 
cast billets 

51CrV4 26684 
C45S 7387 

16MnCrS5 6694 
20MnV6 5805 

46MnVS5 5442 
C45 4363 
C50 3880 

30MnVS6 3542 
52CrMoV4 3454 

38B3 3045 
S355J2 2496 

28MnCrB7 2205 
20MnCrS5 1798 
16MnCr5 1729 
25CrMo4 1346 

34CrNiMo6 1190 
28MnCrNiB 1115 
42CrMoS4 1113 
42CrMo4 1112 

18CrNiMo7-6 1001 
23MnNiCrMo5-2 985 

61SiCr7 977 
38MnVS6 861 
20CrMoS5 742 
16NiCrS4 640 
31CrV3 588 
P460NH 516 

C22 516 
20MnCr5 505 
18CrMo4 476 
100Cr6+S 461 

C60 455 
 

Steel grade Number of continuously 
cast billets 

60MnSiCr4 454 
30MnB5 441 

30CrNiMo8 437 
15CrNi6 338 

52SiCrNi5 315 
55Si7 265 

30NiCrMoV 252 
20NiCrMo2 234 

37CrV3 230 
100Cr6 166 

30CrMnV 153 
65Si7 153 

50CrMo4 144 
45Mn5S 117 

C35 116 
31CrMoV9 110 
15NiCr13 106 

C75 102 
38MnVS5 98 

50Mn7 97 
20NiMoCr6-5 96 

36MnVS4 93 
70MnVS4 87 
54SiCr6 78 

20MoCrS4 68 
C15 62 

S235JR 51 
41CrS4 50 
55Cr3 49 

60SiMnMoV 47 
25CrMoS4 46 

S235J2 43 
 

Table 2 shows 64 analyzed hypoeutectoid steel grades and number of continuously cast billets. 
Fig. 3 shows the average rhomboidity and its standard deviation of continuously cast billets 

of 20 most problematic hypoeutectoid steel grades. 

 
                              Fig. 3 The average rhomboidity and its standard deviation of continuous cast billets of 
                              20 most problematic hypoeutectoid steel grades 
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3. Results and discussion 
Based on the collected data (Table 1), the prediction of rhomboidity of continuously cast billets 
was conducted. In this paper, two methods are used to support the final decisions more reliably: 
linear regression approach and the genetic programming evolutionary computational method. 
The average deviation between predicted and experimental data was selected as the fitness 
function expressed as: 

∆= ∑ �𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖−𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′𝑖𝑖�𝑛𝑛
𝑖𝑖=1

𝑛𝑛
, (2) 

In Eq. 1, n is the size of the monitored data, where 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅′𝑖𝑖 and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 are the actual and 
the predicted actual rhomboidity of continuously cast billets, respectively. 

3.1 Modelling of rhomboidity of continuously cast billets using linear regression 

Based on the linear regression results, we realized that the model significantly predicts the 
rhomboidity of continuously cast billets (p < 0.05, ANOVA). Additionally, only 0.048 % of total 
variances can be explained by independent variables variances (R-square). All parameters are 
significantly influential except the mould metal level (STEEL_LEVEL), and the average cooling 
water flow in the first zone of secondary cooling (ZONE1_WATER_FLOW) (p > 0.05). 

The obtained linear regression model is: 
RHOMB = −0.426 ∙ C + 0.112 ∙ SI + 0.189 ∙ MN − 1.365 ∙ S + 0.035 ∙ CR + 0.461 ∙ MO − 0.111 ∙ NI −

0.271 ∙ V − 0.002 ∙ CASTING_TEMPERATURE + 0.002 ∙ MOULD_WATER_FLOW − 0.0004 ∙
MOULD_WATER_DELTA_TEMPERATURE + 0.201 ∙ STEEL_LEVEL + 0.010 ∙ ZONE1_WATER_FLOW +

0.168 ∙ ZONE1_WATER_PRESSURE − 0.062 ∙ ZONE2_WATER_FLOW − 0.086 ∙
ZONE2_WATER_PRESSURE + 6.156, 

(3) 

The average deviation from experimental data is 6.23 %. The calculated influences of individual 
parameters on the rhomboidity of continuously cast billets while separately changing individual 
parameter within the individual parameter range are shown in Fig. 4. While overlooking signifi-
cant influences, it seems that the mould metal level (STEEL_LEVEL) and the average cooling wa-
ter flow in the second zone of secondary cooling (ZONE2_WATER_FLOW) are most influential. 

 
   Fig. 4 The calculated influences of individual parameters on the rhomboidity of continuously cast billets based on 
   linear regression model 
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3.2 Modelling of rhomboidity of continuously cast billets using genetic programming 

Genetic programming is a machine learning approach that mimics the natural biological evolu-
tion of natural systems. Genetic programming is a general evolutionary optimization method 
similar to genetic algorithms. Both methods are successfully using to solve very different prob-
lems in engineering fields and in many other areas (11-14). In genetic programming, the organ-
isms that undergo adaptation are in fact mathematical expressions (models) of various sizes and 
contents [15-17]. The content depends on the nature of the problem we are solving. These mod-
els consist of the selected and/or defined functions (e.g. mathematical operations of addition, 
subtraction, multiplication, division) and terminals (e.g. independent input parameters, and 
random floating-point constants). In the initial generation, random models (i.e. computer pro-
grams) of various forms and lengths are generated. In subsequent generations, models are modi-
fied by the genetic operations, such as crossover and mutation. After the completion of the varia-
tion of the computer programs, a new generation is obtained. During the simulated evolution, 
each model is evaluated. In most cases, we use experimental data and fitness function for evalua-
tion of models. The iterative process continues until a model that meets the set criteria is ob-
tained. 

For the purpose of this research, an in-house genetic programming system [18] developed in 
AutoLISP was used. The following evolutionary parameters were used. The genetic operations of 
reproduction and crossover were used in the population size of 1000, maximum number of gen-
erations was set to 200, probability of reproduction was 0.4, probability of crossover 0.6, and 
minimum and maximum permissible depth of models in the initial population and after execu-
tion of crossover operation was 2 and 6, respectively. For selection of organisms, the tourna-
ment method with tournament size 7 was used. One hundred independent runs were caried out. 
The best mathematical model for prediction of the rhomboidity of continuously cast billets ob-
tained from 100 runs of genetic programming system is: 

RHOMB = 1
ZONE1_WATER_FLOW

�𝑀𝑀𝑀𝑀 − 𝑆𝑆 − 0.014 �𝐶𝐶
𝑆𝑆

+ 𝑆𝑆 + 𝐶𝐶2

𝑆𝑆∙𝑆𝑆𝑆𝑆
� � 𝐶𝐶

𝑀𝑀𝑀𝑀
+ ZONE1_WATER_PRESSURE

ZONE1_WATER_FLOW
� +

�𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇−𝐶𝐶−𝐶𝐶
𝑆𝑆𝑆𝑆�(𝐶𝐶+𝑀𝑀𝑀𝑀+𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍1_𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊_𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹)

𝐶𝐶− 𝐶𝐶2
𝑀𝑀𝑀𝑀∙𝑆𝑆+𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇−𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍1_𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊_𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹+𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍1_𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊_𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹

𝑆𝑆𝑆𝑆

�. 
(4) 

The average deviation from experimental data produced by the model in Eq. 4 was 5.79 %. 
The model obtained by genetic programming was 7.52 % better than the one obtained using 
linear regression. The calculated influences of individual parameters on the rhomboidity of con-
tinuously cast billets while separately changing individual parameter within the individual pa-
rameter range are shown in Fig. 5. Based on calculated influences it seems that beside chemical 
composition the average cooling water flow in the first zone of secondary cooling 
(ZONE1_WATER_FLOW) is most influential. Please mind that content of Cr (CR), Mo (MO), Ni 
(NI), V (V), average casting temperature (CASTING_TEMPERATURE), mould water flow 
(MOULD_WATER_FLOW), average difference between input and output mould cooling water 
temperature (MOULD_WATER_DELTA_TEMPERATURE), mould metal level (STEEL_LEVEL), the 
average cooling water flow (ZONE2_WATER_FLOW) and pressure (ZONE2_WATER_PRESSURE) 
in the second zone of secondary cooling are missing in the Eq. 4. Based on this fact, we can con-
clude that natural selection and crossover operations select the components (i.e. functions or 
terminals) of mathematical expressions which best describe the collected data. 
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      Fig. 5 The calculated influences of individual parameters on the rhomboidity of continuously cast billets based 
      on genetic programming model 

3.3 Modelling results and validation 

42CrMoS4 steel grade as special structural steel used for highly stressed components for the 
automotive industry and mechanical engineering (e.g. shafts, connecting rods, crankshafts, 
screws) is one of the most problematic steel grades in Štore Steel Ltd. in terms of surface defects 
occurrence. The scrap rate after automatic control line examination of rolled material reaches up 
to 25 %. As a result, the optimization of the casting parameters was conducted to improve 
rhomboidity of continuously cast billets. The off-corner cracks and rhomboidity of continuously 
cast billet of 42CrMoS4 steel grade are presented in Fig. 6. Off-corner cracks at obtuse corners 
are indicated by arrows. 

Based on modelling results 9 batches (419 billets) of 42CrMos4 were cast in September 2022 
with 10 % higher water pressure in the first zone of secondary cooling (from 2.41 bar to 2.67 
bar). The rhomboidity of continuously cast billets improved for 18.54 % (from 1.43 % to 1.21 %). 

 
Fig. 6 The off-corner cracks and rhomboidity of continuous cast billet of 42CrMoS4 steel grade 
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The average deviation from experimental data (9 batches, 419 billets of 42CrMoS4 steel 
grade) of linear regression and genetic programming model for rhomboidity of continuously 
cast billets are practically the same 0.60 % and 0.59 %, respectively. 

4. Conclusions 

In this paper, the improvement of rhomboidity of continuously cast billets in industrial envi-
ronment is presented. The wide range of influencing parameters, not only chemical composition 
but also casting parameters, were used for prediction of rhomboidity of continuously cast billets 
for several hypoeutectoid steel grades. These are: content of carbon, silicon, manganese, sulfur, 
chromium, molybdenum, nickel and vanadium, average casting temperature, average difference 
between input and output cooling water, melt level, average cooling water flow and pressure in 
the first and second zone of secondary cooling. The in-house developed computer vision system 
for measurement of rhomboidity of continuously cast billets was used which is installed in the 
steel plant before cast billets enter the cooling bad. The relative diagonal difference was used as 
a measure of rhomboidity of billets. 

To predict the rhomboidity of continuously cast billets, a data of 2088 cast batches (64 differ-
ent hypoeutectoid steel grades), 109,514 billets, produced from January 2022 to September 
2022 in were used. 

Based on linear regression results all parameters except mould metal level and the average 
cooling water flow in the first zone of secondary cooling (p > 0.05) are significantly influential. 
Based on genetic programming results beside chemical composition only the average cooling 
water flow in the first zone of secondary cooling is influential. 

42CrMoS4 steel grade is one of the most problematic steel grades in Štore Steel Ltd. in terms 
of surface defects occurrence. The scrap rate after automatic control line examination of rolled 
material reaches up to 25 %. 

Based on modelling results 9 batches (419 billets) of 42CrMos4 were cast in September 2022 
with 10 % higher water pressure in the first zone of secondary cooling (from 2.41 bar to 2.67 
bar). The rhomboidity of continuous cast billets improved for 18.54 % (from 1.43 % to 1.21 %). 
The average deviation from experimental data (9 batches, 419 billets of 42CrMos4 steel grade) 
of linear regression and genetic programming model for rhomboidity of continuously cast billets 
are practically the same 0.60 % and 0.59 %, respectively. 

In the future, secondary metallurgy (i.e. ladle treatment) parameters, refractory material and 
mould wear-out, strand temperature and other geometrical features of continuously cast billets 
(e.g. depressions, concavity) will be also taken into account in order to improve the modelling 
performance. 
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A B S T R A C T A R T I C L E   I N F O 
With the development of commodity market, corporate social responsibility 
(CSR) has become a topic of widespread concern for both enterprises and 
society. Cause-related marketing (CRM), as an effective marketing tool for 
enterprises to fulfill their social responsibility, is rapidly being applied to all 
stages of the supply chain. However, there is no conclusive evidence on the 
implementation strategy of CRM for supply chain members. In this paper, we 
study the decision and pricing strategies of CRM for the manufacturer and the 
retailer by constructing models for two scenarios: the manufacturer imple-
ments CRM, and the retailer implements CRM. We conclude that the donation 
percentage and the pro-sociality of consumers have a significant impact on 
the strategic and pricing decisions for supply chain members. The wholesale 
and selling prices will be higher when the manufacturer implements CRM. 
Our result also shows that the manufacturer and retailer are profitable in 
CRM only when the donation amount exceeds a certain percentage. In addi-
tion, to maximize profits, the manufacturer is more likely to allow a retailer to 
implement CRM, and the retailer is only optimally positioned to implement 
CRM when the pro-sociality of consumers is high or when the donation per-
centage is high. 
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1. Introduction
In a market environment where the price and quality of goods are becoming more and more 
similar, the single provision of quality products or services can no longer meet the long-term 
stable development of enterprises [1, 2]. At the same time, with the pursuit of a higher quality 
experience, consumers are increasingly concerned about the ethical and sustainable conduct of 
companies [3-5]. Some scholars believe that the social, economic, and environmental behavior of 
a company is positively related to the profitability of the organization [6-7]. Therefore, the ful-
filment of CSR has become one of the key factors indispensable for companies to gain greater 
competitiveness [8, 9]. As early as 1953, Bowen pointed out that companies should be socially 
responsible in their business activities and should make corporate decisions based on the goals 
and values of society. Smith et al. [10] considered corporate responsibility as something that 
goes beyond economics and law; enterprises also need to focus on politics, education, and wel-
fare. In order to seek better survival and development, it has become a goal for companies to 
strive to find a marketing method that can balance the acquisition of profit and fulfill social re-
sponsibility [11, 12]. Cause-related marketing (CRM), as a combination of CSR and marketing, 
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which can not only help firms fulfil their social responsibility and enhance brand image, but also 
have a positive impact on consumers' willingness to purchase, gradually becomes an effective 
tool in the marketing area [13]. 

CSR was introduced in the 1980s and has become one of the major concerns of the business 
community [14], and CRM is one of the ways in which companies can fulfill their social responsi-
bility. In 1981, American Express partnered with a non-profit organization to link consumers 
with donations by donating two pennies to the charity for every purchase made with an Express 
card. The campaign not only generated additional revenue for Express, but also supported the 
daily operations of the charity. Another example of CRM is the Chinese brand Nongfu Spring, 
which launched a campaign in 2001, stating that for every mineral water sold, one cent of the 
proceeds would be donated to support the Olympic bid matters. When a company chooses to 
engage in CSR, consumers' purchasing decisions may depend not only on the intrinsic value of 
the product, but also on its social impact. CRM not only builds brand dependence among con-
sumers, and creates higher revenue for the company, but also contributes to society and the en-
vironment, creating a win-win situation [15]. It is because of the multiple positive impacts of 
CRM for businesses that it has become a successful initiative for all types of organizations [16-
17]. CRM is also widely used in all stages of the supply chain, with upstream suppliers and 
downstream retailers participating [18]. Supply chain members practice CRM by partnering 
with non-profit organizations to donate a portion of the proceeds from the sales to the commu-
nity. At the same time, they will advertise for charity events. A survey shows that most consum-
ers learn about and participate in causes through advertising [19].  

In this paper, we analyze the manufacturer's and retailer's decisions and pricing strategies 
for implementing CRM by constructing a model in the context of the supply chain and discuss the 
impact of donation percentage and pro-sociality of consumers on the manufacturer's and retail-
er's decisions. We pose and address the following questions: 

• How should the price of the manufacturer and retailer price when they implement CRM 
and how does the donation percentage affect pricing? 

• How does the donation percentage and the pro-sociality of consumers in the target market 
to CRM affect the manufacturer's and retailer's decisions? 

• What kind of marketing strategy should the manufacturer and the retailer develop for the 
benefit of the supply chain as a whole? 

We consider a supply chain system consisting of a manufacturer and a retailer who play a 
Stackelberg game with the goal of maximizing their respective profits. We solve and analyze the 
optimal and equilibrium solutions of the model by constructing two scenarios, one for the manu-
facturer and one for the retailer. Our work will provide a suggestion for the implementation of 
CRM and supply chain management. 

The remainder of this paper is organized as follows: Section 2 summarizes the previous liter-
ature. Section 3 illustrates the notation in this paper and models for the manufacturer and the 
retailer. In Section 4, we analyze the pricing and CRM decisions, and discuss the effects of dona-
tion percentage and consumer’s pro-sociality. Section 5 uses arithmetic examples to validate the 
analysis in the previous sections. Finally, we draw conclusions in Section 6. All proofs of the pa-
per are in the Appendix. 

2. Literature review 
This paper examines the CRM strategies of supply chain members who fulfill their CSR. There-
fore, we build our study on supply chain CSR and CRM. 

Many scholars have quantitatively analyzed supply chain CSR using empirical methods. Mani 
et al. [20] found that corporate engagement in CSR promotes mutual benefits among supply 
chain partners, increases trust to foster long-term trusting relationships. Maloni et al. [21] have 
studied CSR in the food industry and developed a comprehensive framework for supply chain 
CSR in this industry. Valdez-Juárez et al. [22] showed that CSR and SCM have a strong interde-
pendence. Many scholars have analyzed the issue of supply chain CSR performance and influenc-
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ing factors by building models. Arya et al. [23] analyzed the situation where the social benefits of 
a company's CSR strategy have nothing to do with product sales. Raza [24] demonstrated that it 
is feasible for manufacturers to undertake CSR investments to improve the profitability of their 
supply chain. Hsueh [8] analyzed the supply chain CSR and concluded that a new revenue-
sharing contract with corporate social responsibility (RS-CSR) can achieve the goal of improving 
both performance and total supply chain profitability. Panda et al. [25] explored channel coordi-
nation and profit-sharing in socially responsible supply chains, concluding that CSR and its share 
are key determinants of channel members' net profits, and that supply chain members should 
pay attention to the CSR practices of other members. Liu et al. [26] concluded that a certain 
range of government subsidies can promote CSR among supply chain members and improve the 
overall performance and social welfare. Yan et al. [27] have shown that the retailer with CSR 
investment practices earns more profits than those without CSR investments. Most of the exist-
ing literature has studied CSR in terms of its performance and influencing factors, while little 
research has been done on the decision-making aspects of supply chain members. In contrast, 
we combine CRM and supply chain to study the pricing and strategic decisions of supply chain 
members in fulfilling social responsibility by building a model.  

In terms of the effectiveness of CRM, Cheng et al. [28] found that consumers are more likely to 
buy brands that implement CRM. However, Furman et al. [29] argued that not all CRM cam-
paigns are effective in influencing consumer decisions. Arya et al. [23] found by constructing a 
model that implementing CRM leads to an increase in the price of cause-related products. In 
contrast, Gao [18] argued that the implementation of CRM results in lower product pricing. 
There are also some scholars who have given conclusions on the relationship between CRM and 
consumers. Kraft et al. [30] thought that consumers in the segment have different pro-sociality. 
Silva et al. [31] concluded that consumers' cause-related identification has a positive impact on 
their perceived value. Vyravene et al. [32] demonstrated that the product-cause fit affects con-
sumer attitudes toward the brand.  

A subset of scholars has examined the role of the donation amount. Moosmayer et al. [33] be-
lieved that the higher the amount of giving, the better the consumer perception of the CRM cam-
paign. Tsiros et al. [34] considered that both the total amount donated and the method of com-
munication influence consumer response to CRM. Kerr et al. [35] concluded that for individuals 
with a high perceived need, purchase intentions for the exact donation form are greater when 
the product-cause fit is low, regardless of the donation form. Grolleau et al. [36] believed the 
crowding-out effect may be particularly strong if the cause-linked products are targeted at con-
sumers who have provided direct donations. 

 In terms of CRM in the supply chain, Barone et al. [37] thought that consumer perceptions of 
retailers' motivation to engage in CRM, the affinity of CRM, and the interaction effects associated 
with the two moderators can have a significant impact on retailer-cause fit. Choi et al. [38] indi-
cated that for the label to be able to convey information to consumers about the fulfillment of 
CSR, manufacturers should therefore make special designs for the packaging. Heydari et al. [39] 
proposed a cost-sharing contract and collaboration model when the manufacturer implements 
CRM and concluded that the collaboration model can increase the profits of channel members. 
Although Gao [18] explored that decentralized supply chains can generate more social value 
through CRM, he did not consider the promotional costs of CRM in his study.  

In summary, previous research has been extremely fruitful, whether from the perspective of 
consumers or effects for supply chain, but little literature has considered the decision to imple-
ment CRM for supply chain members. In addition, while we examine the implementation strate-
gy of CRM, we also consider the cost of promotion during CRM, which has not been addressed in 
the previous literature. 

3. Model formulation and notation 
In this paper, we consider a supply chain consisting of a manufacturer and a retailer, where both 
of them are risk-neutral and perfectly rational, making decisions to maximize their profits. The 
manufacturer is the leader, and the retailer is the follower in the Stackelberg game. The manu-
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facturer has to decide whether to implement CRM himself or to delegate CRM to the retailer, as 
well as price strategies. The retailer reacts according to the manufacturer's strategy. The manu-
facturer produces the product at a production cost of 𝑐𝑐 and distributes it to the retailer at a 
wholesale price of 𝑤𝑤. The retailer sells the product to the consumer at a selling price of 𝑝𝑝. 

It is assumed that both the manufacturer and the retailer will advertise for their CRM cam-
paign, and therefore incur promotional costs 𝐴𝐴. The cost of promotion will affect consumer utili-
ty. Since the utility does not increase indefinitely with the cost, we assume that the additional 
utility of CRM by the manufacturer or retailer is √𝐴𝐴. Additionally, we denote 𝑣𝑣 by the consumer's 
perceived value of the product, 𝑣𝑣 serving a uniform distribution between 0 and 1, i.e., 𝑣𝑣~𝑈𝑈[0,1]. 
Show that in a market of size 1, the price that consumers are willing to pay for this product is 
uniformly distributed between 0 and 1. At the same time, we use 𝛿𝛿 to denote consumer’s pro-
sociality, i.e., the degree of consumer sensitivity to CRM, and the degree to which the level of 
CRM donations stimulates consumer buying behavior. We use 𝜂𝜂 to indicate the donation per-
centage of sales per unit of product, and in other words, it is the donation amount as a percent-
age of the sales price or wholesale price. Thus, the utility function is 𝑈𝑈 = 𝑣𝑣 − 𝑝𝑝 + 𝛿𝛿𝛿𝛿√𝐴𝐴. And we 
assume that a consumer will buy the product only if the utility function is greater than zero, i.e., 
𝑣𝑣 ≥ 𝑝𝑝 + 𝛿𝛿𝛿𝛿√𝐴𝐴. The number of consumers in a market of size 1 is 1 − 𝑝𝑝 + 𝛿𝛿𝛿𝛿√𝐴𝐴, and the demand 
function can be obtained as 𝑑𝑑 = 1 − 𝑝𝑝 + 𝛿𝛿𝛿𝛿√𝐴𝐴. 

The parameters and variables mentioned in the model and their meanings are listed in the 
table below: 

Table 1 Model parameters and decision variables 
Notation Description 
𝑐𝑐 The unit production cost of the product 
𝑝𝑝 The unit sales price of the product 
𝑤𝑤 The unit wholesale price of the product 
𝛿𝛿 Consumer sensitivity to cause-related marketing （δ ≥ 0） 
𝜂𝜂 The proportion of wholesale price or sales price per unit donation amount 
𝐴𝐴 Promotional costs arising from the implementation of CRM 
𝜋𝜋𝑚𝑚 The profit of the manufacturer 
𝜋𝜋𝑟𝑟  The profit of the manufacturer 
𝜋𝜋𝑠𝑠 Total social welfare 
∙𝑀𝑀 The scenario of the manufacturer implementing CRM 
∙𝑅𝑅 The scenario of the retailer implementing CRM 

 
To avoid a meaningless discussion, we propose the following assumptions: 

(1) We assume that 𝜂𝜂 < (2−√1+3𝑐𝑐)
3

 and 1 − 𝑐𝑐 − 𝜂𝜂 > 0, the profit is guaranteed to be greater than 
zero when the supply chain members implement CRM and the amount donated is limited by 
the production cost, which is in line with the real meaning. 

(2) We assume that 𝛿𝛿 < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)

，it suggests that consumers' sensitivity to CRM is influenced by 
the percentage of the donation, and that this sensitivity is bounded and does not increase 
indefinitely as the donation amount increases. 

(3) Assuming that both the manufacturer and the retailer are equipped to implement CRM and 
are skilled in CRM techniques. 

3.1 The manufacturer implements cause-related marketing 

In this scenario, the manufacturer implements CRM by donating a percentage of the wholesale 
price to the charity for each unit of product sold incurring promotional costs for CRM. When the 
manufacturer implements CRM, the profit functions for the manufacturer and the retailer, as 
well as the social welfare, are as follows: 

𝜋𝜋𝑚𝑚𝑀𝑀 = (𝑤𝑤 − 𝜂𝜂𝑤𝑤 − 𝑐𝑐)𝑑𝑑 − 𝐴𝐴 (1) 
𝜋𝜋𝑟𝑟𝑀𝑀 = (𝑝𝑝 − 𝑤𝑤)𝑑𝑑 (2) 

𝜋𝜋𝑠𝑠𝑀𝑀 = 𝜋𝜋𝑚𝑚𝑀𝑀 + 𝜋𝜋𝑟𝑟𝑀𝑀 = (𝑝𝑝 − 𝜂𝜂𝜂𝜂 − 𝑐𝑐)𝑑𝑑 − 𝐴𝐴 (3) 
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Proposition 1: We obtain the optimal solutions when the manufacturer implements CRM as fol-
lows: 

𝐴𝐴𝑀𝑀∗ =
(1 − 𝑐𝑐 − 𝜂𝜂)2𝛿𝛿2𝜂𝜂2

8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2
 (4) 

𝑤𝑤𝑀𝑀∗ =
4(1 − 𝑐𝑐 − 𝜂𝜂)−𝑐𝑐𝑐𝑐2(1− 𝜂𝜂)
(1 − 𝜂𝜂)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)

 (5) 

𝑝𝑝𝑀𝑀∗ =
2(3 + 𝑐𝑐 − 3𝜂𝜂)−𝑐𝑐𝑐𝑐2(1− 𝜂𝜂)
(1 − 𝜂𝜂)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)

 (6) 

From Proposition 1 we can obtain Eqs. 7-9： 

𝜋𝜋𝑚𝑚𝑀𝑀∗ =
(1 − 𝑐𝑐 − 𝜂𝜂)2

(1 − 𝜂𝜂)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (7) 

𝜋𝜋𝑟𝑟𝑀𝑀∗ =
4(1 − 𝑐𝑐 − 𝜂𝜂)2

(1 − 𝜂𝜂)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (8) 

𝜋𝜋𝑠𝑠𝑀𝑀∗ =
(1 − 𝑐𝑐 − 𝜂𝜂)2(12− 8𝜂𝜂 − 𝛿𝛿2𝜂𝜂2(1− 2𝜂𝜂 − 𝜂𝜂2))

(1 − 𝜂𝜂)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (9) 

We obtain Corollary 1 and Corollary 2 by finding the first-order derivatives of Eqs. 4-9 with re-
spect to 𝜂𝜂. 

Corollary 1:  𝑑𝑑𝐴𝐴
𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0, 𝑑𝑑𝑤𝑤

𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0, 𝑑𝑑𝑝𝑝

𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0. 

Corollary 1 shows that when the manufacturer implements CRM, the pricing strategies are influ-
enced by the donation percentage. Within the constraint, the cost of promotion, the manufactur-
er's wholesale price, and the retailer's selling price increase with the donation amount. This is 
because when the manufacturer makes a charitable donation, if the amount of donation is rela-
tively higher, then the wholesale price will also increase, and therefore the retailer will also in-
crease the sales price. At the same time, as the number of donations increases, the manufacturer 
will also spend more to publicize the behavior. 

Corollary 2: 

(i)  If 0 < 𝛿𝛿 < 𝛿𝛿𝑟𝑟𝑀𝑀, then 𝑑𝑑𝜋𝜋𝑚𝑚
𝑀𝑀∗

𝑑𝑑𝑑𝑑
< 0 and 𝑑𝑑𝜋𝜋𝑟𝑟

𝑀𝑀∗

𝑑𝑑𝑑𝑑
< 0; 

(ii) If 𝛿𝛿𝑟𝑟𝑀𝑀 < 𝛿𝛿 < 𝛿𝛿𝑚𝑚𝑀𝑀, then  𝑑𝑑𝜋𝜋𝑚𝑚
𝑀𝑀∗

𝑑𝑑𝑑𝑑
< 0 and 𝑑𝑑𝜋𝜋𝑟𝑟

𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0; 

(iii) If  𝛿𝛿𝑚𝑚𝑀𝑀 < 𝛿𝛿 < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)

, then  𝑑𝑑𝜋𝜋𝑚𝑚
𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0 and 𝑑𝑑𝜋𝜋𝑟𝑟

𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0. 

Where 𝛿𝛿𝑟𝑟𝑀𝑀 = 2� 2𝑐𝑐
𝜂𝜂(1−𝜂𝜂)((3𝜂𝜂+4𝑐𝑐−5)𝜂𝜂+2(1−𝑐𝑐))

, 𝛿𝛿𝑚𝑚𝑀𝑀 = 2� 1−𝑐𝑐−𝜂𝜂
𝜂𝜂(1−𝜂𝜂)((𝜂𝜂+2𝑐𝑐−2)𝜂𝜂+1−𝑐𝑐)

. 

It is known from Corollary 2 that the profits of the manufacturer and the retailer are jointly 
affected by the proportion of donation and the pro-sociality of the consumer to CRM. From Cor-
ollary 2(i) we are able to obtain that when the pro-sociality of consumer to CRM is less than the 
threshold value 𝛿𝛿𝑟𝑟𝑀𝑀 , the profits of the manufacturer and the retailer decrease simultaneously 
with the donation amount; while when the pro-sociality of consumers to CRM is greater than 𝛿𝛿𝑟𝑟𝑀𝑀  
and less than 𝛿𝛿𝑚𝑚𝑀𝑀 , the profits of the manufacturer still decrease, while the profits of the retailer 
increase with the donation ratio; finally, when the pro-sociality of consumer to CRM is greater 
than 𝛿𝛿𝑚𝑚𝑀𝑀 , the profits of the manufacturer and the retailer increase simultaneously. 

The Corollary 1 and Corollary 2 show that the profits of the manufacturer and retailer de-
crease and then increase with the percentage of donations. However, both the manufacturer and 
the retailer are motivated to implement CRM only if their profits both increase under the influ-
ence of the donation amount. At the same time, the manufacturer and retailer’s profits are gov-
erned by consumer sensitivity to CRM in the segment. When the manufacturer implements CRM, 
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if the segment consumers are relatively low pro-sociality, the donation will have a negative im-
pact on the profits of the manufacturer and retailer, or even reduce the profits; while the target 
market consumer’s pro-sociality is middle, the donation activities are beneficial for the retailer 
at this time, but not for the manufacturer; and when the consumer in the target market is more 
sensitive to public welfare behaviour, the implementation of CRM for the manufacturer can not 
only increase his own profits, the retailer can also be profitable. 
3.2 The retailer implements cause-related marketing 

In this case, the retailer implements CRM, donating a percentage of the selling price to the chari-
ty for each unit of product sold, as well as spending the advertising costs of the CRM. Then, when 
the retailer implements CRM, the profit functions of the manufacturer and the retailer as well as 
social welfare are as follows. 

𝜋𝜋𝑚𝑚𝑅𝑅 = (𝑤𝑤 − 𝑐𝑐)𝑑𝑑 (10) 
𝜋𝜋𝑟𝑟𝑅𝑅 = (𝑝𝑝 − 𝜂𝜂𝜂𝜂 − 𝑤𝑤)𝑑𝑑 − 𝐴𝐴 (11) 

𝜋𝜋𝑠𝑠𝑅𝑅 = 𝜋𝜋𝑚𝑚𝑅𝑅 + 𝜋𝜋𝑟𝑟𝑅𝑅 = (𝑝𝑝 − 𝜂𝜂𝜂𝜂 − 𝑐𝑐)𝑑𝑑 − 𝐴𝐴 (12) 

Proposition 2: We obtain the optimal solutions when the retailer implements CRM as follows. 

𝐴𝐴𝑅𝑅∗ =
(1 + 𝑐𝑐 − 𝜂𝜂)2𝛿𝛿2𝜂𝜂2

4(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (13) 

𝑤𝑤𝑅𝑅∗ =
1 − 𝑐𝑐 − 𝜂𝜂

2
 (14) 

𝑝𝑝𝑅𝑅∗ =
2(1 + 3𝑐𝑐 − 3𝜂𝜂)−𝑐𝑐𝑐𝑐2𝜂𝜂2(1− 𝜂𝜂) − 𝛿𝛿2𝜂𝜂2(1 + 𝜂𝜂2 − 2𝜂𝜂)

2(1 − 𝜂𝜂)(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (15) 

From Proposition 2 we can obtain Eqs. 16-18： 

𝜋𝜋𝑚𝑚𝑅𝑅∗ =
(1 − 𝑐𝑐 − 𝜂𝜂)2

2(1 − 𝜂𝜂)(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (16) 

𝜋𝜋𝑟𝑟𝑅𝑅∗ =
(1 − 𝑐𝑐 − 𝜂𝜂)2

4(1 − 𝜂𝜂)(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (17) 

𝜋𝜋𝑠𝑠𝑀𝑀∗ =
3(1 − 𝑐𝑐 − 𝜂𝜂)2

4(1 − 𝜂𝜂)(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (18) 

We obtain Corollary 3 and Corollary 4 by finding the first order derivatives of Eqs. 13-18 with 
respect to 𝜂𝜂. 

Corollary 3:  𝑑𝑑𝐴𝐴
𝑅𝑅∗

𝑑𝑑𝑑𝑑
> 0, 𝑑𝑑𝑤𝑤

𝑅𝑅∗

𝑑𝑑𝑑𝑑
< 0, 𝑑𝑑𝑝𝑝

𝑅𝑅∗

𝑑𝑑𝑑𝑑
> 0. 

Through Corollary 3, the promotional costs, sales prices, and the manufacturers' wholesale pric-
es are influenced by the proportion of donations in the retailer's donation behaviour. Within the 
constraint, the advertising cost required for CRM and the retailer's selling price increase with 
the percentage of donation. That is, when the retailer implements CRM, if he donates a higher 
amount, it should be equipped with more publicity. Also, to ensure profitability, the retailer’s 
selling price will increase. In contrast, the manufacturer's wholesale price differs from the previ-
ous analysis in that it tends to decrease as the proportion of donations increases. In another 
words, as long as the retailer implements CRM, the cost he has to spend to obtain the product at 
the manufacturer will decrease. 

Corollary 4: 

(i) If 0 < 𝛿𝛿 < 𝛿𝛿𝑅𝑅, then 𝑑𝑑𝜋𝜋𝑚𝑚
𝑅𝑅∗

𝑑𝑑𝑑𝑑
< 0 and 𝑑𝑑𝜋𝜋𝑟𝑟

𝑅𝑅∗

𝑑𝑑𝑑𝑑
< 0;  
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(ii) If 𝛿𝛿𝑅𝑅 < 𝛿𝛿 < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)

, then 𝑑𝑑𝜋𝜋𝑚𝑚
𝑅𝑅∗

𝑑𝑑𝑑𝑑
> 0 and 𝑑𝑑𝜋𝜋𝑟𝑟

𝑅𝑅∗

𝑑𝑑𝑑𝑑
> 0. 

Where 𝛿𝛿𝑅𝑅 = 2� 2(1−𝑐𝑐−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)((𝜂𝜂+2𝑐𝑐−2)𝜂𝜂+1−𝑐𝑐)

. 

Corollary 4 suggests that when retailer practices CRM, profits are equally influenced by consum-
ers' pro-sociality and the percentage of his donations. When consumer’s pro-sociality is below 
than the threshold 𝛿𝛿𝑅𝑅, the profits of both the manufacturer and the retailer decrease as the do-
nation percentage increases; conversely, when consumer’s pro-sociality is above the 𝛿𝛿𝑅𝑅, the 
profits of both the manufacturer and the retailer increase as the donation ratio increases. In the 
case of a retailer implementing CRM, the benefits to both the manufacturer and the retailer are 
synchronized, with both tending to decrease and then increase as the percentage of donations 
increases. This means that when consumers in the target market are relatively less pro-social, 
the implementation of CRM by the retailer does not help to improve the profitability of both, and 
it is only when the social awareness of the consumer base is relatively higher that the retailer 
comes to implement CRM to the benefit of the supply chain. 

4. Analysis 
From the Corollary 1 and 3, pricing strategies as well as promotional cost is not influenced by 
the pro-sociality of consumers in the segment, but only by the percentage of donations made 
when they implement CRM. 

Corollary 5: 𝐴𝐴𝑀𝑀∗ < 𝐴𝐴𝑅𝑅∗, 𝑤𝑤𝑀𝑀∗ > 𝑤𝑤𝑅𝑅∗, 𝑝𝑝𝑀𝑀∗ > 𝑝𝑝𝑅𝑅∗. 

Corollary 5 suggests that when the manufacturer implements CRM, the wholesale prices and 
sales prices will be relatively high but promotional costs will be less. That is the higher whole-
sale price will result in a corresponding increase in selling price. In terms of pricing alone, it 
makes sense for the manufacturer to implement CRM for supply chain members. This is because 
it costs less and generates more income. 

Corollary 6: 

(i) 𝜋𝜋𝑚𝑚𝑀𝑀∗ < 𝜋𝜋𝑚𝑚𝑅𝑅∗; 

(ii) When 0 < 𝜂𝜂 < 1
9
, if 0 < 𝛿𝛿 < 𝛿𝛿′, then 𝜋𝜋𝑟𝑟𝑀𝑀∗ > 𝜋𝜋𝑟𝑟𝑅𝑅∗; if 𝛿𝛿′ < δ < �2(1−𝜂𝜂)

𝜂𝜂(1−𝜂𝜂) , then 𝜋𝜋𝑟𝑟𝑀𝑀∗ < 𝜋𝜋𝑟𝑟𝑅𝑅∗; 

(iii) When 𝜂𝜂 > 1
9
, then 𝜋𝜋𝑟𝑟𝑀𝑀∗ > 𝜋𝜋𝑟𝑟𝑅𝑅∗. 

Where 𝛿𝛿′ =
�8��𝜂𝜂−𝜂𝜂�

𝜂𝜂(1−𝜂𝜂) . 
Corollary 6(i) indicates that the manufacturer can make higher profits when the retailer imple-
ments CRM. Even at a lower cost and a higher price, the manufacturer is not more profitable. 
From Corollary 6(ii) and (iii), for the retailer, the percentage of donations affects the outcome of 
the decisions. For the retailer, Corollary 6(ii) suggests that it is more advantageous for the 
manufacturer to implement CRM when both the amount of donation and the pro-sociality of the 
consumer are lower. However, if the percentage of donations is small but the consumers are 
more aware of charity, it is more beneficial for the retailer to implement CRM. Conversely, CRM 
by the manufacturer is more beneficial to the retailer if a larger percentage of donations are 
made. 

Since our discussion is focused on the manufacturer as the leader, the manufacturer will 
choose to maximize its profits by delegating the implementation of CRM to the retailer. It is not 
that the retailer does not profit from CRM at this point, but it is less profitable than when the 
manufacturer implements CRM. 

Corollary 7: 

If  0 < 𝛿𝛿 < 𝛿𝛿𝑠𝑠, then 𝜋𝜋𝑠𝑠𝑀𝑀∗ > 𝜋𝜋𝑠𝑠𝑅𝑅∗; if 𝛿𝛿𝑠𝑠 < δ < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂) , then 𝜋𝜋𝑠𝑠𝑀𝑀∗ < 𝜋𝜋𝑠𝑠𝑅𝑅∗. 
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Where 𝛿𝛿𝑠𝑠 =
2�2(1−�1−𝜂𝜂+𝜂𝜂2)

𝜂𝜂(1−𝜂𝜂)
. 

Corollary 7 illustrates the effect of the pro-sociality of the segment on social welfare. When the 
pro-sociality of consumers is lower than the threshold 𝛿𝛿𝑠𝑠, the social welfare of the manufactur-
er's implementation is higher, but when the sensitivity of the target market to CRM exceeds the 
threshold 𝛿𝛿𝑠𝑠, the social welfare of the retailer's implementation of CRM is higher. 

5. Numerical examples 
In this section, we present numerical examples to illustrate the theoretical results. We let the 
manufacturing cost 𝑐𝑐 = 0.2 and show the effect of the donation percentage on the decision vari-
ables, optimal profit, and the pro-sociality of the segment on social welfare in the form of figures. 

5.1 Effect of donation percentage on decision variables 

We plot the effect on the advertising costs, the optimal wholesale price and the optimal sales 
price of donation percentage 𝜂𝜂 . 

 
Fig. 1 Effect of donation percentage on decision variables (𝛿𝛿 = 6) 

 
Fig. 1 reflects the effect of the proportion of CRM donations on the decision variables in Corol-

lary 1 and Corollary 3. Fig 1(a) shows that as the donation percentage increases for both the 
manufacturer and the retailer, the promotional costs and selling price become larger. Further, 
the retailer's promotional costs are higher when CRM is implemented. As shown in fig. 1(b), for 
the wholesale price, it decreases with the increase of the donation percentage when the retailer 
implements the CRM, while the opposite is true when the manufacturer implements the CRM. 
And when the manufacturer implements CRM, the wholesale price is higher. From Fig. 1(c), we 
can conclude that the product price increases after the implementation of CRM, and the price 
increases faster when the manufacturer implements donations. 

5.2 Effect of donation percentage on optimal profits 

We show the effect of the donation percentage on the implementation of CRM strategies by the 
manufacturer and the retailer at different levels of consumer pro-sociality in the form of arith-
metic examples. Through the previous analysis of optimal profit, when the manufacturer imple-
ments CRM, we can classify the degree of pro-sociality of the market segment into low, medium 
and high levels. 
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Fig. 2 Effect of donation parentage on profit when the manufacturer implements CRM 

 
The three images in Fig. 2 represent how the percentage of donations affects the profits of the 

manufacturer and the retailer when the manufacturer implements CRM for three different mag-
nitudes of consumer’s pro-sociality. As shown in the previous analysis, when the pro-social 
awareness of consumers is weak, as in Fig. 2(a), these consumers do not care about the public 
welfare behavior of companies, therefore, they will not be motivated to make purchases by the 
welfare activities of companies. In this case, the manufacturer only invests the donation amount 
and the promotion cost but does not obtain the desired effect of revenue. While the wholesale 
price increases due to the increase of the donation amount, so the profit of the manufacturer and 
the retailer is in a simultaneous decline in this case. 

Fig. 2(b) shows the profitability when the manufacturer implements CRM when the consum-
er’s sensitivity to CRM is at a medium level. As shown in the figure, the manufacturer's profit is 
still decreasing, but the decreasing trend is slowing down, which means that as the amount of 
donation increases, the impact of its change on the company's maximum profit is gradually be-
coming weaker; at the same time, the optimal profit of the retailer increases with the donation 
percentage, because of higher pro-sociality, the benefits of CRM can already offset the costs and 
bring additional benefits for the retailer. 

Fig. 2(c) shows a situation where the consumer base has a high awareness of public goods, 
and consumers are influenced by CRM to make purchases. At this point, if the manufacturer car-
ries out donation activities, it will benefit both itself and the retailer, and the benefits of both will 
increase as the donation amount increases. 

We have used the images above to verify the effect of consumer pro-sociality and donation 
percentage on the optimal profits when the manufacturer implements CRM, and we will now 
look at the scenario when the retailer implements CRM. When the retailer implements CRM, we 
classify the pro-sociality of consumers into two levels. 

Fig. 3 represents the trend of profitability when the retailer implements CRM. Like the manu-
facturer's implementation, the optimal profit of the retailer and the manufacturer is affected by 
the strength of the pro-sociality of the consumers. When this sensitivity is weak, the donation of 
the retailer will result in losses for both manufacturer and retailer. Conversely, in more pro-
social consumer markets, a cause campaign can generate higher returns for both the manufac-
turer and the retailer, and the higher the amount donated, the greater the return. 

Below we validate the strategic decisions of the manufacturer and retailer to CRM. In the fig-
ure, we show the impact of consumer’s pro-sociality on the CRM decisions of the manufacturer 
and the retailer in terms of low and high donation percentages. We use ∆𝜋𝜋𝑚𝑚 to denote 𝜋𝜋𝑚𝑚𝑅𝑅 -𝜋𝜋𝑚𝑚𝑀𝑀 
and ∆𝜋𝜋𝑚𝑚 to denote 𝜋𝜋𝑟𝑟𝑅𝑅-𝜋𝜋𝑟𝑟𝑀𝑀 . From Fig. 4, we can conclude that the donation strategies are not the 
same for different donation percentages. 
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Fig. 3 Effect of donation parentage on profit when the retailer implements CRM 

 

    
Fig. 4 Effect of consumer’s pro-sociality on optimal profit with different donation percentage 

 
As can be seen from the two graphs in Fig. 4, the manufacturer's decision is not influenced by 

the donation percentage and consumer sensitivity to CRM. Further, the manufacturer receives 
higher profits whenever the retailer implements CRM, so the manufacturer with the retailer 
should implement CRM. Differently, the retailer's decision is influenced by both the donation 
percentage and the consumer's sensitivity. Fig. 4(a) shows that if the donation percentage cho-
sen by the donor is small and the consumer's pro-social awareness is weak, the retailer will not 
choose to implement CRM; if the consumer's sensitivity is high relatively, it is profitable for the 
retailer to implement CRM. Fig. 4(b) illustrates that it is more beneficial for the retailer when the 
manufacturer to implements CRM with a higher donation amount. 

5.3 Impact of consumer’s pro-sociality on social welfare 

In the previous analysis, we obtained that the pro-sociality of consumers in the segment affects 
the retailer's decision, while the manufacturer's decision is independent of it. In this section, we 
use images to represent the impact of consumer pro-sociality on the overall profitability of the 
supply chain, also known as social welfare. We let 𝜂𝜂 = 0.05 . 
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Fig. 5 Impact of consumer’s pro-sociality on social welfare 

 
Fig. 5 analyses the social welfare of the whole supply chain from the point of view of consum-

er’s pro-sociality. As can be seen from the figure, the sensitivity of consumers to CRM affects the 
subject of implementing CRM. If the overall pro-social awareness of the consumer group in the 
market is low, the manufacturer's implementation of CRM is more beneficial to the supply chain 
as a whole; if the pro-social awareness of the consumer in the target market is high, then the 
retailer's implementation of CRM is beneficial to the whole supply chain. 

6. Conclusion 
In this paper, we examine the pricing and decision-making issues of implementing CRM by so-
cially responsible supply chain members. We analyze two scenarios of the manufacturer and the 
retailer’s implementation of CRM and conclude that donation amount and the pro-sociality of 
consumer groups in the segment are important. We make recommendations for the decisions of 
the manufacturer and the retailer in CRM and analyze the impact of donation amount and con-
sumer’s pro-sociality on pricing and strategy decisions. 

In product pricing, we conclude that the retailer incurs higher advertising costs when imple-
menting CRM, while the manufacturer has higher wholesale and selling prices when implement-
ing CRM. In addition, if the retailer implements CRM, the higher the donation amount, the lower 
the wholesale price required; in other cases, regardless of who implements CRM, an increase in 
the donation amount will result in higher wholesale and product prices. However, it is not al-
ways advantageous for the manufacturer and the retailer to implement CRM. CRM decisions are 
influenced by a combination of donation amount and consumer’s pro-sociality. Only when the 
pro-sociality of the segment market exceeds a critical threshold is the implementation of CRM 
profitable. From the manufacturer's point of view, it is always optimal to entrust the retailer to 
implement CRM; for the retailer, if the donation amount is small, it is also necessary to consider 
the pro-sociality of the consumer group: the retailer is willing to implement CRM only when the 
pro-sociality of the consumer is strong. If the donation percentage is larger, the retailer is the 
best choice to implement CRM. 

We also analyzed the problem of the manufacturer and retailer’s decision from social welfare 
perspective. The implementation of CRM is beneficial for maximizing social welfare for both the 
manufacturer and the retailer. Again, the pro-sociality of consumers remains an influential fac-
tor; if the pro-sociality of the consumer group is low, the manufacturer's implementation of CRM 
maximizes social welfare; if the pro-sociality of the consumer group is high, the retailer's imple-
mentation of public good marketing is optimal. 
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Appendix A 
Proof of proposition 1: It is easy to obtain Eq. 2 as a concave function with respect to 𝑝𝑝. Making 
the first order derivative of Eq. 2 with respect to equal to zero yields the reaction function of the 
selling price as 𝑝𝑝 = (𝛿𝛿𝛿𝛿√𝐴𝐴+𝑤𝑤+1)

2
 . Substituting it into Eq. 1, the Hesse matrix of Eq. 1 is obtained as: 

⎝

⎜
⎛−(1 − 𝜂𝜂)

(1 − 𝜂𝜂)𝛿𝛿𝛿𝛿
4√𝐴𝐴

(1 − 𝜂𝜂)𝛿𝛿𝛿𝛿
4√𝐴𝐴

−
(𝑤𝑤 − 𝜂𝜂𝜂𝜂 − 𝑐𝑐)𝛿𝛿𝛿𝛿

𝐴𝐴3/2
⎠

⎟
⎞

 (A1) 

The principal sub formulas of the Hesse matrix are −(1 − 𝜂𝜂) < 0,  𝛿𝛿𝛿𝛿(1−𝜂𝜂)(𝛿𝛿𝛿𝛿√𝐴𝐴(𝜂𝜂−1)−2(𝜂𝜂𝜂𝜂+𝑐𝑐−𝑤𝑤))
16𝐴𝐴3/2 > 0 , it 

can be obtained that (A1) is a negative definite matrix. Since Eq. 1 is a concave function with 
respect to 𝑤𝑤 and A , respectively.  
 

Find the first-order derivatives of Eq. 1 to 𝑤𝑤 and A, respectively, and make them equal to zero. 
Then we give Eqs. 4, 5 and 6. Substituting them into Eqs. 1-3 and simplifying them gives Eqs. 7-9. 

Proof of Corollary 1: Taking the first order derivative of 𝐴𝐴𝑀𝑀∗ to 𝜂𝜂 . We have 

𝑑𝑑𝐴𝐴𝑀𝑀∗

𝑑𝑑𝑑𝑑
=

2𝛿𝛿2𝜂𝜂(1 − 𝑐𝑐 − 𝜂𝜂)(𝛿𝛿2𝜂𝜂2(𝜂𝜂2 − 2𝜂𝜂 + 2𝑐𝑐𝑐𝑐 − 𝑐𝑐 + 1) + 8(1− 2𝜂𝜂 − 𝑐𝑐))
(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)3

 (A2) 
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Similarly, we can obtain (A2) and (A3) as follows: 

𝑑𝑑𝑤𝑤𝑀𝑀∗

𝑑𝑑𝑑𝑑
=
𝑐𝑐𝛿𝛿4𝜂𝜂4(1− 𝜂𝜂)2 + 4𝜂𝜂𝛿𝛿2(1 − 𝜂𝜂)(−3𝜂𝜂2 + 5𝜂𝜂 + 2𝑐𝑐 − 2) + 32𝑐𝑐

(1 − 𝜂𝜂)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (A3) 

𝑑𝑑𝑝𝑝𝑀𝑀∗

𝑑𝑑𝑑𝑑
=
𝑐𝑐𝛿𝛿4𝜂𝜂4(1− 𝜂𝜂)2 + 2𝜂𝜂𝛿𝛿2(1− 𝜂𝜂)(9𝜂𝜂2 − 15𝜂𝜂 + 2𝑐𝑐𝑐𝑐 − 6𝑐𝑐 + 6) + 16𝑐𝑐

(1 − 𝜂𝜂)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (A4) 

It is easy to determine (A1), (A2) and (A3) > 0. 

Proof of Corollary 2: Taking the first order derivative of 𝜋𝜋𝑚𝑚𝑀𝑀∗ with respect to 𝜂𝜂 . We obtain (A5): 

𝑑𝑑𝜋𝜋𝑚𝑚𝑀𝑀∗

𝑑𝑑𝑑𝑑
=

2(1− 𝑐𝑐 − 𝜂𝜂)(𝜂𝜂(1 − 𝜂𝜂)(𝜂𝜂2 − 2𝜂𝜂 + 2𝑐𝑐𝑐𝑐 − 𝑐𝑐 + 1)𝛿𝛿2 − 4(1 − 𝜂𝜂 + 𝑐𝑐))
(1− 𝜂𝜂)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2

 (A5) 

because of 2(1−𝑐𝑐−𝜂𝜂)

(1−𝜂𝜂)2(8+𝛿𝛿2𝜂𝜂3−𝛿𝛿2𝜂𝜂2)
2 > 0 ，we only need to determine the positive and negative of 

𝜂𝜂(1 − 𝜂𝜂)(𝜂𝜂2 − 2𝜂𝜂 + 2𝑐𝑐𝑐𝑐 − 𝑐𝑐 + 1)𝛿𝛿2 − 4(1 − 𝜂𝜂 + 𝑐𝑐) . We obtain that if 0 < 𝛿𝛿 < 𝛿𝛿𝑚𝑚𝑀𝑀 ，then 𝑑𝑑𝜋𝜋𝑚𝑚
𝑀𝑀∗

𝑑𝑑𝑑𝑑 < 0；

if 𝛿𝛿𝑚𝑚𝑀𝑀 < 𝛿𝛿 < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)  ， then 𝑑𝑑𝜋𝜋𝑚𝑚

𝑀𝑀∗

𝑑𝑑𝑑𝑑 > 0 . 

Taking the first order derivative of 𝜋𝜋𝑟𝑟𝑀𝑀∗ to 𝜂𝜂 . We obtain (A6) 

𝑑𝑑𝜋𝜋𝑚𝑚𝑀𝑀∗

𝑑𝑑𝑑𝑑
=

8(1 − 𝑐𝑐 − 𝜂𝜂)(𝜂𝜂(1 − 𝜂𝜂)(3𝜂𝜂2 − 5𝜂𝜂 + 4𝑐𝑐𝑐𝑐 − 2𝑐𝑐 + 2)𝛿𝛿2 − 8𝑐𝑐)
(1 − 𝜂𝜂)3(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)3

 (A6) 

Similarly, we can obtain that if 0 < 𝛿𝛿 < 𝛿𝛿𝑟𝑟𝑀𝑀 ， then 𝑑𝑑𝜋𝜋𝑚𝑚
𝑀𝑀∗

𝑑𝑑𝑑𝑑
< 0 ；if 𝛿𝛿𝑟𝑟𝑀𝑀 < 𝛿𝛿 < �2(1−𝜂𝜂)

𝜂𝜂(1−𝜂𝜂)
 ， then 

𝑑𝑑𝜋𝜋𝑟𝑟𝑀𝑀∗

𝑑𝑑𝑑𝑑
> 0 . Since 𝛿𝛿𝑟𝑟𝑀𝑀 < 𝛿𝛿𝑚𝑚𝑀𝑀 , we can proof Corollary 2. 

Proof of proposition 2 The Hesse matrix of Eq. 10 is given by 

⎝

⎜
⎛−2(1 − 𝜂𝜂)

(1 − 𝜂𝜂)𝛿𝛿𝛿𝛿
2√𝐴𝐴

(1 − 𝜂𝜂)𝛿𝛿𝛿𝛿
2√𝐴𝐴

−
(𝑝𝑝 − 𝜂𝜂𝜂𝜂 + 𝑤𝑤)𝛿𝛿𝛿𝛿

4𝐴𝐴3/2
⎠

⎟
⎞

 (A7) 

Its principal sub formulas are −2(1 − 𝜂𝜂) < 0 , 𝛿𝛿𝛿𝛿(1−𝜂𝜂)(𝛿𝛿𝛿𝛿√𝐴𝐴(𝜂𝜂−1)−2(𝜂𝜂𝜂𝜂+𝑝𝑝−𝑤𝑤))
4𝐴𝐴3/2 > 0 respectively. 

From this we can obtain Eq. 10 as a concave function of 𝐴𝐴 and 𝑤𝑤 . We let the first-order deriva-
tive of Eq. 10 with respect to 𝑝𝑝 and 𝐴𝐴 be equal to zero to obtain the reaction function  

𝑝𝑝 = 𝑤𝑤𝛿𝛿2𝜂𝜂2(𝜂𝜂−1)−2(𝜂𝜂−𝑤𝑤−1)
(1−𝜂𝜂)(4+𝛿𝛿2𝜂𝜂3−𝛿𝛿2𝜂𝜂2)

 , 𝐴𝐴 = (𝜂𝜂+𝑤𝑤−1)2𝛿𝛿2𝜂𝜂2

(4+𝛿𝛿2𝜂𝜂3−𝛿𝛿2𝜂𝜂2)
2 . Then we have Eqs. 13-15. Substituting them into 

Eqs. 10-12 and simplifying them gives Eqs. 16-18. 

Proof of Corollary 3: Taking the first order derivative of 𝐴𝐴𝑅𝑅∗ to 𝜂𝜂 . We have (A8): 

𝑑𝑑𝐴𝐴𝑅𝑅∗

𝑑𝑑𝑑𝑑
=
𝛿𝛿2𝜂𝜂(1 − 𝜂𝜂)(𝛿𝛿2𝜂𝜂2(𝜂𝜂2 − 2𝜂𝜂 + 2𝑐𝑐𝑐𝑐 − 𝑐𝑐 + 1) + 4(1 − 2𝜂𝜂 − 𝑐𝑐))

4(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)3
 (A8) 

Similarly, we can obtain (A9) and (A10) as follows: 

𝑑𝑑𝑤𝑤𝑅𝑅∗

𝑑𝑑𝑑𝑑
=

1
2

 (A9) 

𝑑𝑑𝑝𝑝𝑅𝑅∗

𝑑𝑑𝑑𝑑
=
𝛿𝛿4𝜂𝜂(1 − 𝜂𝜂)(𝛿𝛿2𝜂𝜂3𝑐𝑐(1 − 𝜂𝜂) + 6𝜂𝜂2 + 4𝑐𝑐 + 10𝜂𝜂 − 4) + 8𝑐𝑐

2(1 − 𝜂𝜂)2(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (A10) 

It is easy to obtain (A8), (A9) > 0 and (A10) < 0. 

Proof of Corollary 4: Taking the first order derivative of  𝜋𝜋𝑚𝑚𝑅𝑅∗ to 𝜂𝜂 . We obtain (A11): 
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𝑑𝑑𝜋𝜋𝑚𝑚𝑅𝑅∗

𝑑𝑑𝑑𝑑
=

(1 − 𝑐𝑐 − 𝜂𝜂)(𝛿𝛿2𝜂𝜂(1 − 𝜂𝜂)(𝜂𝜂2 + 2𝑐𝑐𝑐𝑐 − 𝑐𝑐 − 2𝜂𝜂 + 1)𝛿𝛿2 − 2(1 − 𝜂𝜂 + 𝑐𝑐))
(1 − 𝜂𝜂)3(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)3

 (A11) 

We obtain that if 0 < 𝛿𝛿 < 𝛿𝛿𝑅𝑅  ， then 𝑑𝑑𝜋𝜋𝑚𝑚
𝑅𝑅∗

𝑑𝑑𝑑𝑑 < 0 and 𝑑𝑑𝜋𝜋𝑟𝑟
𝑅𝑅∗

𝑑𝑑𝑑𝑑 < 0 ；if 𝛿𝛿𝑅𝑅 < 𝛿𝛿 < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)  ， then 

𝑑𝑑𝜋𝜋𝑚𝑚𝑅𝑅∗

𝑑𝑑𝑑𝑑 > 0 and 𝑑𝑑𝜋𝜋𝑟𝑟
𝑅𝑅∗

𝑑𝑑𝑑𝑑 > 0 . We can proof Corollary 4. 

Proof of Corollary 5: we can obtain 

𝐴𝐴𝑀𝑀∗ − 𝐴𝐴𝑅𝑅∗ =
𝛿𝛿4𝜂𝜂4(1− 𝜂𝜂)(16 + 3𝛿𝛿2𝜂𝜂3 − 3𝛿𝛿2𝜂𝜂2)

4(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2
 (A12) 

𝑤𝑤𝑀𝑀∗ − 𝑤𝑤𝑅𝑅∗ =
𝜂𝜂(𝜂𝜂(1 − 𝜂𝜂)(𝜂𝜂2 + 2𝑐𝑐𝑐𝑐 − 𝑐𝑐 − 2𝜂𝜂 + 1)𝛿𝛿2 + 8(1− 𝜂𝜂 + 𝑐𝑐))

(1 − 𝜂𝜂)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (A13) 

𝑝𝑝𝑀𝑀∗ − 𝑝𝑝𝑅𝑅∗ =
𝛿𝛿2𝜂𝜂2(1− 𝑐𝑐 − 𝜂𝜂)(2 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)

2(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (A14) 

It can be judged that (A12) < 0, (A13) > 0 and (A14) > 0. 

Proof of Corollary 6: Since 

𝜋𝜋𝑚𝑚𝑀𝑀∗ − 𝜋𝜋𝑚𝑚𝑅𝑅∗ =
𝛿𝛿2𝜂𝜂2(1− 𝑐𝑐 − 𝜂𝜂)2

2(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (A15) 

It is easy to get (A15)> 0. 

𝜋𝜋𝑟𝑟𝑀𝑀∗ − 𝜋𝜋𝑟𝑟𝑅𝑅∗ = −
𝜂𝜂(1 − 𝑐𝑐 − 𝜂𝜂)2((1− 𝜂𝜂)3𝛿𝛿4𝜂𝜂3 + 16(1 − 𝜂𝜂)3𝛿𝛿2𝜂𝜂3 + 64)

4(1 − 𝜂𝜂)2(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)2(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)
 (A16) 

To determine the positive and negative of (A16). We need to determine the positive and nega-

tive of (1 − 𝜂𝜂)3𝛿𝛿4𝜂𝜂3 + 16(1 − 𝜂𝜂)𝛿𝛿2𝜂𝜂3 + 64 , we can solve when 0 < 𝜂𝜂 < 1
9 , if 𝛿𝛿′ < �2(1−𝜂𝜂)

𝜂𝜂(1−𝜂𝜂)  , 

then 𝜋𝜋𝑟𝑟𝑀𝑀∗ < 𝜋𝜋𝑟𝑟𝑅𝑅∗ ; if 𝛿𝛿′ < δ < �2(1−𝜂𝜂)
𝜂𝜂(1−𝜂𝜂)  , there is  𝜋𝜋𝑟𝑟𝑀𝑀∗ > 𝜋𝜋𝑟𝑟𝑅𝑅∗ . When 𝜂𝜂 > 1

9
 , there is 𝛿𝛿′ > �2(1−𝜂𝜂)

𝜂𝜂(1−𝜂𝜂)  , 

then 𝜋𝜋𝑟𝑟𝑀𝑀∗ > 𝜋𝜋𝑟𝑟𝑅𝑅∗ . 

Proof of Corollary 7: There is 

𝜋𝜋𝑠𝑠𝑀𝑀∗ − 𝜋𝜋𝑠𝑠𝑅𝑅∗ =
𝜂𝜂(1 − 𝑐𝑐 − 𝜂𝜂)2(𝛿𝛿4𝜂𝜂3(1− 𝜂𝜂)3 − 𝛿𝛿2𝜂𝜂(1 − 𝜂𝜂) + 64)
4(1 − 𝜂𝜂)2(4 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)(8 + 𝛿𝛿2𝜂𝜂3 − 𝛿𝛿2𝜂𝜂2)

 (A17) 

since that when 𝜋𝜋𝑠𝑠𝑀𝑀∗ > 𝜋𝜋𝑠𝑠𝑅𝑅∗, there is 𝛿𝛿4𝜂𝜂3(1− 𝜂𝜂)3 − 𝛿𝛿2𝜂𝜂(1− 𝜂𝜂) + 64 > 0，then 𝜋𝜋𝑠𝑠𝑀𝑀∗ > 𝜋𝜋𝑠𝑠𝑅𝑅∗；
when 𝛿𝛿𝑠𝑠 < δ < �2(1−𝜂𝜂)

𝜂𝜂(1−𝜂𝜂)  ，there 𝛿𝛿4𝜂𝜂3(1− 𝜂𝜂)3 − 𝛿𝛿2𝜂𝜂(1− 𝜂𝜂) + 64 < 0 ，then 𝜋𝜋𝑠𝑠𝑀𝑀∗ < 𝜋𝜋𝑠𝑠𝑅𝑅∗ . 
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In the era of Industry 4.0 and the introduction of new technologies, collabora-
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turing systems. The presented research focuses on studying the impact of 
changing the speed and acceleration of a Cobot to the number of finished prod-
ucts at a collaborative workstation, the average assembly time, and the utiliza-
tion of the Cobot and worker. In a laboratory experiment, it was demonstrated 
that changing the parameters of the Cobot significantly affects the optimization 
parameters of the collaborative workstation productivity. The results indicate 
an increase in production capacity with an increase in the speed and accelera-
tion of the Cobot, while at the same time highlighting the importance of uniform 
utilization and occupancy of the Cobot and worker. The findings are particu-
larly interesting from the influence of the Cobot’s audio and video effects on 
worker, when reducing the average assembly time while increasing the Cobot's 
capabilities. The results and findings presented open up important new areas 
of research in the field of social, time and financial justification of collaborative 
workplaces. 

 Keywords: 
Collaborative robot; 
Cobot; 
Collaborative operation; 
Robot parameters; 
Worker productivity; 
Working scenarios; 
Manufacturing efficiency; 
Optimization 

*Corresponding author: 
robert.ojstersek@um.si 
(Ojstersek, R.) 

Article history:  
Received 10 September 2022 
Revised 19 December 2022 
Accepted 22 December 2022 

Content from this work may be used under the terms of 
the Creative Commons Attribution 4.0 International Li-
cence (CC BY 4.0). Any further distribution of this work 
must maintain attribution to the author(s) and the title of 
the work, journal citation and DOI.

1. Introduction
In the era of Industry 4.0 [1], where the role of making the right decisions in optimizing existing 
or newly proposed manufacturing system is key to achieving global competitiveness of the com-
pany. The optimization of manufacturing systems and its efficiency refers to both machines (tech-
nology) and workers (their knowledge and social paradigms) [2, 3]. The correct and equal distri-
bution of occupancy between workers and machines plays a key role in sustainable production 
systems in terms of social, environmental and financial aspects. Implementing an effective model 
to acquire new knowledge about technologies that can increase efficiency is crucial [4]. According 
to the literature [5], classical single-objective approaches do not provide satisfactory solutions, 
especially when dealing with problems with high market dynamics and continuous optimization 
trends. Given the global shortage of workers (especially in developed countries), collaborative ro-
bots (Cobots) represent a new opportunity for companies willing to invest into new financially 
feasible technologies. In this case the research question appears: how efficient we can place them 
into the existing or newly proposed manufacturing system [6]. Proper design of collaborative 
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workplaces (cooperation between worker and Cobot) is the main challenge for researchers and 
engineers who want to increase manufacturing efficiency [7]. In doing so, we encounter the issues 
of collaboration safety, time and economic justification, and their impact on the entire manufac-
turing system under consideration [8]. The researchers point out the importance of using simula-
tion modelling methods [9] that allow us to effectively evaluate the time efficiency of collaborative 
workplaces from the individual optimization parameters of the system [10] in a real-world indus-
trial environment [11]. Different applications of collaborative workplaces [12] require the use of 
different optimization approaches [13], where we need to ensure safe and efficient parameters of 
the collaborative machines (Cobot) due to the specificity of the considered cases [14]. In this case, 
data-driven predictive models [15] prove to be the most reliable methods, where we use numeri-
cal and graphical simulation results to investigate the appropriateness of introducing and cor-
rectly determining collaborative machines [16]. Collaborative workplaces and their design in 
manufacturing systems present new challenges also from the ergonomic design point of view [17, 
18], where the classical methods of ergonomic studies do not satisfy the criteria of a collected big 
data at high production dynamics. The impact of collaborative workplaces on the efficiency of the 
manufacturing systems [19] and the link with adaptive models [20] to monitor the importance of 
effective implementations are based on the performance of preliminary studies in which research-
ers compare simulation and real-world data of manufacturing systems [21]. The major limitation 
of the existing research is in the area of describing how the parameters of the Cobot affect the 
efficiency of the co-worker, not only from the worker's point of view, but also with respect to the 
efficiency of the Cobot and the manufacturing system as a combined unit. 

In this research, we address the research question of whether changing the operating param-
eters of a Cobot affects the efficiency of the manufacturing system and the occupancy of the 
worker itself. Based on the results, limitations, and issues of previous research works [19, 21], in 
this paper, we aim to present an experimental method to study the change of speed and accelera-
tion of a Cobot on the effectiveness of a collaborative workplace. We focus on the multi-objective 
evaluation of the collaborative workplace optimization parameters with the detailed study of the 
assembly times, production quantities, and occupancy of the collaborative workplace from the 
Cobot and worker perspective. 

2. Problem description 
Cobot’s properly set parameters can have a big impact on the efficiency and capacities of the man-
ufacturing system. To set up a proper parameter of robots/machines can be a real challenge, es-
pecially when it comes to Cobot’s. It is not necessary that highest working parameters brings the 
highest number of finished orders, shortest operating times and highest machine utilization. The 
optimum working parameters depends on the structure of collaborative workplace, application 
type and defined sequence of tasks [22]. 

Most integrators/production engineers define Cobot’s working parameters their preference 
and existing knowledge or based on suggestions from Cobot’s producers. In many cases, parame-
ters are not set up properly or are even set up to the maximum limit of the machine. With higher 
defined parameters, integrators want to achieve more finished products in less time. In most 
cases, such a decision leads to positive results as the machine’s operating time is reduced, but is it 
really only about the machine operating time, or there are also other variables we have overlooked 
inside the collaborative workplace? 

At observing of collaborative workplaces and their operations, we noticed that worker move-
ments change or adapt according to parameters of the collaborative device [19, 22]. Such a finding, 
immediately raised a question of whether the speed and acceleration of the Cobot could have an 
impact on workers performance indicators (average worker assembly time, number of finished 
products and worker occupancy)? To determine the correctness or incorrectness of our predic-
tions in the best possible way, we had proposed the design of the collaborative workplace and 
determine the most suitable type of collaborative application, presented in section three. 
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2.1 Collaborative workplaces 

To find out if there is a relation between the parameters of the collaborative robot and the assem-
bly time of the workers, we had to design the structure of the experiment, a collaborative work-
place layout and a collaborative operation. In the initial research phase, we had to think about 
what type of application and type of collaboration between the Cobot and the worker to design. 

In Fig. 1 four types of collaboration between the Cobot and the worker are presented. The first 
type is a caged cell. At caged cell type, a collaboration level is zero, the robots are in cages and 
there is no possible interaction between the worker and the robot. At this type mainly industrial 
robots are installed. At second type, so called coexistence, the Cobot and the worker work in the 
same space without fence between them, but they do not share the same workspace. Next type of 
collaboration is sequential or synchronized. The worker and the Cobot share their workspace but 
not at the same time, movements needs to be sequential. The last type of collaboration according 
to literature [23] is cooperation. At this type of work, the level of collaboration is the highest, the 
worker and the Cobot share the same workspace at the same time. In cooperation type the use of 
Cobot instead of industrial robot is necessary, because of integrated safety features that allow to 
work in direct contact. Even that in Cobot safety features are installed, the integrator still needs 
to perform risk assessment and design the operation as save as possible [24]. 

To mention, definition of collaboration types differs between the individuals, because the com-
munity is still split about their opinions and definitions. But there is not a lot of differences be-
tween the sources, mainly in names and small details. 

 
Fig. 1 Types of Cobot and worker collaboration 

2.2 Manufacturing efficiency 

Initially, the definition of manufacturing productivity in terms of production is the ratio of output 
to input in production and is a measure of efficiency. If something is produced, we want to know 
how long it takes to produce it. While productivity focuses more on increasing the quantity pro-
duced, efficiency refers to the quality and effectiveness of the manufacturing system. In our re-
search work we are focused on the collaborative workplace’s efficiency in correlation to its per-
formance parameters. We are focusing on evaluating the ability to do or produce products without 
wasting material, time, cost, or energy. The efficiency is often expressed as a percentage, with 100 
% being the ideal goal so that the product is produced at the lowest average total cost per item at 
the highest possible workplace occupancy. In presented research work we are measuring effi-
ciency with the parameter of the number of hours of productive quality assembly work divided 
by the number of minutes available in the experiment run. The optimization methods and workers 
training can lead to improved manufacturing efficiency. For this purpose, the key performance 
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indicators (KPI) were used to help evaluate Cobot and worker efficiency when the parameters of 
Cobot speeds and accelerations are changing. In general: if you want to increase manufacturing 
efficiency, you essentially want to produce more output in the same amount of time. Finding a 
constant balance between productivity and manufacturing efficiency is critical to keeping your 
manufacturing running optimally. In Fig. 2 we can see optimization perspectives with which com-
pany can achieve high manufacturing system KPI’s. 

 
Fig. 2 Manufacturing efficiency, optimization perspectives 

3. Experiment description 
The presented experiment was prepared according to the collaborative workplace standards 
listed in the literature [7], the research focuses on the reproducibility of the experiment in a la-
boratory environment, initial simulation model in Siemens software is shown in Fig. 3, where the 
selected building blocks are standard elements, as presented in subsection 3.1. The experimental 
environment is presented in detail in the subsections of the collaborative workspace description 
and the experimental design, where the experiment design is prepared in correlation with differ-
ent experts from the field of social, medicine and technical sciences. 

 
Fig. 3 Collaborative workplace simulation model for laboratory experiments 

3.1 Collaborative workplace description 

The experiment was conducted with the laboratory environment, so the collaborative workplace 
was adapted to laboratory conditions in terms of size and application type. Collaborative work-
place consisted of a worktable ③, a collaborative robot UR3e ⑦, a collaborative gripper Robotiq 
2F-85 ⑥, a switch with indicators light in green and red colour ④ and button ⑤, and two types 
of semi-finished products ① ②. A Lego brick size of 4×2 represented the semi-finished product 
1 ① while a brick size of 2×2 represented the semi-finished product 2 ②. The finish product 
consisted of one semi-finished product ① and two semi-finished products ② assembled to-
gether, as shown in Fig. 4. 
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Fig. 4 Layout of the collaborative workplace (left) and the finished product (right) 

The assembly operation consisted of assembling three semi-finished products into one finished 
product. The sequence of assembling was predefined to get the most objective results. At the be-
ginning of the collaborative operation, the indicator light glowed red. The red light signalled that 
the Cobot is working and the worker is not approved to enter the robot area, but the worker can 
prepare himself. At the beginning, the collaborative robot picked up the semi-finished product and 
brought it to the collaboration/assembly area. When the robot reached the assembly area, it 
stopped, the indicator light changed from red to green and the worker was allowed to assemble. 
After the worker attached two semi-finished products ② to the semi-finished product ①, he or 
she pressed the button to send the signal about the completed work. The indicator light changed 
back from green to red and the Cobot moved the finished product into the box. The procedure was 
repeated until the total time of 30 minutes, for each experiment, was reached. 

3.2 Experiment design 

To test our hypothesis optimal, we decided to design an assembly operation, a collaborative as-
sembly operation, where the Cobot and the worker work sequential. At sequential type, they share 
the same workspace but at different time intervals. The sequential type of collaboration in our 
case was ideal because we still provided the contact between them and we could obtain objective 
results about a relation between the parameters of the robot and the operation time of the worker. 
In the next phase of experiment planning, we had to determine the structure of the experiment, 
length of the experiment and Cobot parameters (speed and acceleration). We decided to limit our 
experiment to 30 minutes and divide it into four phases as seen in Table 1. 

The experiment was divided into four phases. In the first phase, the Cobot and the worker 
worked separately. The worker manually assembled the finished products for 5 minutes. The goal 
of the first phase for the worker was to get used to such a type of the work and to the proximity of 
the Cobot. After 5 minutes, phase 2 has begun. Phase 2 lasted 10 minutes and consisted of collab-
orative work. The worker assembled the finished products with the help of the Cobot. The speed 
and acceleration of the Cobot were set to 60 %. After phase 2, phase 3 had started, it was set up 
the same way as phase 1, mainly to relax the worker. The worker and Cobot worked separately 
for 5 minutes. The goal of phase 3 was to release the pressure from the worker from the previous 
phase in which the worker collaborated with the Cobot. In the last phase of the experiment, phase 
4, the worker worked with the Cobot again. Phase 4 lasted the same amount of time as phase 2, 
but the parameters of the Cobot were set higher, at 100 %. Cobot parameters (Table 2) were de-
fine based on attempted test in laboratory, simulation model presented in Fig. 3 and the specifics 
of the application type. After the experiment was completed, we obtained the results, describing 
collaborative workplace efficiency from phase 2 and phase 4. 

Table 1 Structure of the experiment 
Phase No. Time length (min) Description 
Phase 1 5 Manual assembly operation 
Phase 2 10 Collaborative assembly operation (CR speed and acceleration 60 %) 
Phase 3 5 Manual assembly operation 
Phase 4 10 Collaborative assembly operation (CR speed and acceleration 100 %) 
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Table 2 Cobot speeds and accelerations 
Linear movements  Joint movements 

Speed (%) (mm/s) Acceleration (%) (mm/s2) add Speed (%) (°/s) Acceleration (%) (°/s2) 
60 600 60 1500  60 206 60 310 

100 1000 100 2500  100 344 100 516 

4. Results 
The experiment involved nine participants, both men’s and women’s, aged from 20 to 50 years. 
Until the end of experiment participants did not know the real goal of the experiment. With un-
known, research goal (caning speeds and accelerations of the Cobot), we provided that they could 
not had an impact on their assembly task. The results in Table 3 show the average assembly time 
and number of finished products of each participant in two different scenarios corelated to phase 
2 and phase 4. In both scenarios, the worker collaborated with the Cobot, but in scenario 1 (S1) 
the Cobot parameters were set to 60 % meanwhile in scenario 2 (S2) the parameters were set to 
100 % of the specified speed and acceleration. Throughout the experiment we focus on next opti-
mization parameters: worker average assembly times, number of finished products and Cobot and 
worker occupancy. Each worker average assembly times were saved to the time variable of the 
Cobot data collecting unit. According to the number of finished products and stored assembly 
times in the time variable, the average assembly time for each scenario was calculated. 

4.1 Results of average assembly times and number of finished products 

From the results seen in Table 3 and Fig. 5, it is clear that with increased Cobot parameters as-
sembly times did shorten. Although the number of participants in our experiment was low, we did 
not perceive a single longer assembly time while the parameters of the Cobot were increased in 
comparison with the S1, where Cobot parameters were lower. The average assembly time in S1 
was 3.4 s with a standard deviation of 0.81. The number of participants in which the average as-
sembly time was below average was 5 out of 9 participants. In scenario S2, where the speed of the 
robot was increased to 100 %, the average assembly time decreased to 2.6 s, in this case the stand-
ard deviation is lower at 0.66. In S2, 6 out of 9 participants had a shorter average assembly time 
than the average total time. 

Increasing the parameters of the Cobot from 60 % to 100 % contributed to the 23.4 % decrease 
in average assembly time of the worker. The minimum decrease in average assembly time that 
occurred in our experiment was 8.70 %, while the maximum decrease was 36.90 %. 

The presented results of the experiment confirm our prediction. Higher define parameters of 
the Cobot had an impact on the worker and resulted in a higher working speed. Due to the higher 
working speed, the average assembly time is shorter, and we are able to deliver a higher number 
of finished products. Using the number of finished products parameters, we see that the total num-
ber of products produced in S1 is 497 pieces for nine participants in total. On average, each par-
ticipant assembled 55.2 pieces in 10 minutes, with a standard deviation of 3.9. A significantly 
higher number of finished products is seen in S2, where participants assembled a total of 761 
pieces in 10 minutes, while each worker assembled an average of 85.5 pieces with a standard 
deviation of 7.6, as shown in Fig. 6. 

Table 3 Average assembly times and Number of finished products per participant in S1 and S2 
Participants Average assembly 

time (s) – S1 
Number of finished 
products (pcs) – S1 

Average assembly 
time (s) – S2 

Number of finished 
products (pcs) – S2 

1 2.82 58 2.34 87 
2 3.00 57 2.42 86 
3 2.82 58 1.97 92 
4 2.65 59 2.27 88 
5 2.48 60 1.70 96 
6 3.59 54 2.27 88 
7 4.98 48 3.34 76 
8 4.24 51 3.45 75 
9 4.02 52 3.67 73 
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Fig. 5 Average assembly times, results comparison (S1 vs S2) 

 
Fig. 6 Number of finished products, results comparison (S1 vs S2) 

4.2 Results of Cobot and worker occupancy 

Table 4 shows the occupancy of the collaborative workspace (Cobot and worker time occupancy), 
where the values are evaluated according to the total assembly time, which is in total 10 minutes 
for the individual scenario. The results show the three optimization parameters, where the Cobot 
occupancy indicates the total operating time of the Cobot. The worker occupancy is divided into 
the assembly and setup time parameters. Notice: the worker's assembly setup time is performed 
when the robot performs its operations. 

Table 4 Cobot and worker occupancy in S1 and S2 
Participants Cobot occupancy 

(min) – S1 
Worker occupancy 

(min) – S1 
Cobot occupancy 

(min) – S2 
Worker occupancy 

(min) – S2 
  Assembly 

time 
Setup 
time 

 Assembly 
time 

Setup 
time 

1 7.27/10 2.73/10 1.87/10 6.60/10 4.40/10 3.19/10 
2 7.15/10 2.85/10 1.95/10 6.53/10 3.47/10 2.52/10 
3 7.27/10 2.73/10 1.87/10 6.98/10 3.02/10 2.19/10 
4 7.40/10 2.60/10 1.78/10 6.68/10 3.32/10 2.41/10 
5 7.52/10 2.48/10 1.70/10 7.28/10 2.72/10 1.97/10 
6 6.77/10 3.23/10 2.21/10 6.68/10 3.32/10 2.41/10 
7 6.02/10 3.98/10 2.72/10 5.77/10 4.43/10 3.22/10 
8 6.39/10 3.61/10 2.47/10 5.69/10 4.31/10 3.13/10 
9 6.52/10 3.48/10 2.38/10 5.54/10 4.46/10 3.24/10 
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Fig. 7 Workplace occupancy in S1 

Fig. 7 and the results in Table 4 show that in S1, the participating robot is occupied on average 
6.92 minutes of the available 10 min total time. The standard deviation of average Cobot occu-
pancy is 4.9. A worker at a collaborative workstation is engaged in assembling operation for an 
average of 3.08 minutes while spending another 2.11 minutes preparing the parts to be assem-
bled, giving a total time occupancy of 5.18 in the available time of 10 min, where the standard 
deviation is 4.9. 

Results of the S2 in Fig. 8 shows, that the Cobot works an average of 6.42 min of the available 
10 min. With the parameters S2, the worker is occupied for 3.71 min for the assembly operation 
and 2.69 min for the setup time, which totals 6.40 min of the available 10 min workplace operation 
time. For parameters S2, the standard deviation of the Cobot occupancy is 5.7 and for the worker 
it is 6.3. 

 
Fig. 8 Workplace occupancy in S2 

5. Discussion 

Based on the results shown, we conclude that in total 264 more pieces are produced in S2 at the 
collaborative workplace than with the parameters representing scenario S1. The average number 
of finished products at the collaborative workplace in scenario S2 increases by 54.9 %, which sig-
nificantly increases the number of manufactured products. At the same time, the standard 
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deviation results, which are 3.7 higher for S2, indicate a higher probability of non-constant oper-
ation of the collaborative workplace assembly operations when repeated operations are per-
formed in several shifts with several different workers. The results presented indicate that worker 
workload increases at higher speeds and accelerations of the Cobot. Based on the evaluated opti-
mization parameter of the average assembly time, we find that it is 23.5 % shorter in scenario S2, 
which is an interesting observation from the justifying the collaborative workplace point of view. 
The worker changed the work speed (assembling operation) when the Cobot mode of operation 
changed (the transition of the Cobot parameters from S1 to S2). Obviously, the visual and audio 
effects presences (perception of the Cobot) had a positive effect on the shorter average assembly 
time, even though the worker had exactly the same time to assemble the product in both evaluated 
scenarios (S1 and S2). 

It is also interesting to analyse the occupancy of the participants (Cobot and worker) in the 
collaborative workplace. The results show that the occupancy of the Cobot in the S2 scenario de-
creased by 7.2 % compared to the time occupancy in the S1 scenario. The results prove that the 
Cobot is able to perform multiple activities simultaneously and possibly participate in more com-
plex activities or collaborate in a workplace with two workers when the operating parameters are 
increased. In this case, it is useful to study the utilization of the Cobot in detail, because only with 
a detailed analysis we can ensure the justification for the introduction of such a machine in exist-
ing or newly proposed production system. In contrast to the decrease in the time occupancy of the 
Cobot in S2, the occupancy of the worker in S2 increases, by 23.6 %, the occupancy is higher both 
during assembly and setup time. With respect to the time occupancy parameter, we find that the 
importance of consistent collaborative workplace occupancy is critical to the economic and social 
justification of a collaborative workplace. When introducing new collaborative workstations, the 
use of simulation techniques is highly justified, assuming that they represent the minimum cost 
of the initial investment and reduce the risk that the new investment is not justified. 

As mentioned in the introduction, usually companies start to increase the parameters (speeds 
and accelerations) of the Cobot to reduce the cycle time of the machine operations to provide 
enough collaborative workplace capacity. But as our results show, the integrators probably also 
affect the worker's working speed unconsciously. It is difficult to fully determine the reason for 
the increased worker operating speed, but a few options emerged during the experiment that may 
be important contributors. Different speeds and accelerations of the Cobot provide different vol-
umes of noise. The loudness of electro motors in joints could be a factor for faster movements and 
greater willingness of the worker. The other aspect that should be considered is visualization. In 
collaborative operation, the worker is constantly in "contact" with the Cobot, as with assembling 
the products together as at observing the robot's movements. With defined and constant param-
eters of the Cobot, workers get to use of work sequence and begin to memorize specific positions 
of the Cobot at specific time frames. If the remembered positions start to differ from previously 
remembered start to deviate from previous memorized positions, this could trigger some kind of 
alarm in the worker, whose spontaneous reaction could be an increased working speed. 

According to the existing literature [19, 21], the presented work highlights the importance of 
a detailed study of the feasibility of introducing collaborative workplaces, where the setting pa-
rameters of the collaborative machine can significantly affect the efficiency of such a workplace. 
Proper integration of a Cobot affects both economic, time and social justification. The main con-
tribution of the presented work is evident in the results that highlight the study of the importance 
of the visual and acoustic impact on the worker and consequently on its use. Considering the num-
ber of participants considered, the trend of results shown allows further work and extension of 
the experiment, which must be transferred to a real-world environment where the working hours 
of the collaborative workplace would be longer. With longer working hours and the evaluation of 
the collaborative workplace efficiency, the speed and acceleration of the Cobot would have a sig-
nificant impact on the worker's workload, concentration, and therefore on the quality of the work 
performed. 

  



Impact of Cobot parameters on the worker productivity: Optimization challenge 
 

Advances in Production Engineering & Management 17(4) 2022 503 
 

6. Conclusions 
In the research paper, the importance of Cobot parameters on worker productivity is presented. 
The results of the study provide useful and interesting answers to our research question, but new 
doubts have also been raised. The results show that the parameters of the Cobot have an impact 
on the assembly times of the workers. Higher speed and acceleration of the Cobot contribute to a 
higher working speed of the worker, which leads to shorter assembly times in our study. Despite 
the positive results, the limit of the Cobot parameters must be considered at different collabora-
tive work operations. The speed and acceleration limit should be set in such a way that it does not 
affect the correct performance of the Cobot and, most importantly, it does not negatively affect the 
worker (performance, physical health, mental health, etc.).  

Future research will focus on the analysis of more participants, different ages, educations and 
genders. We will focus our research on studying the mental and physical health of workers work-
ing with Cobot. Favourable research results will lead to the transfer of the laboratory experiment 
to a real-world production environment, where the speed and acceleration of the Cobot will have 
a longer-term effect on the efficiency of the worker and the entire collaborative workplace. When 
evaluated in a real-world environment, the challenges will enable a more detailed and practical 
application value of the presented research work, which is crucial in the era of Industry 4.0 and 
the arrival of new technologies. Cost, time and social justified of the collaborative workplaces cer-
tainly represent one of the more attractive research areas from the manufacturing efficiency point 
of view. 
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A B S T R A C T A R T I C L E   I N F O 
In order to solve the scheduling and path planning problems of multi-AGVs in 
an intelligent manufacturing workshop, it is necessary to consider loading, 
unloading, and transporting the workpiece of each AGV at the same time. A 
step task scheduling and path optimization mode of AGV is proposed. The 
process is as follows: Firstly, a mathematical model algorithm and a material 
transportation task allocation algorithm based on the urgency degree of 
workpiece processing were established for the optimization objective, and all 
workpiece transportation task sequences between shelves and processing 
equipment were assigned to the corresponding AGV to generate the initial 
feasible path of each AGV. Then, the AGV collision detection and anti-collision 
algorithm are designed to plan the global collision-free walking path of multi-
AGVs in the workshop, and the path can be dynamically adjusted according to 
the delivery task. The model is solved by a heuristic algorithm ant colony 
algorithm and MATLAB coding. Finally, an example is given to verify the effec-
tiveness of the method, which can effectively solve the task allocation of mul-
ti-AGVs and avoid collision path planning based on the transportation task 
sequence, and improve the work efficiency of AGV. This research can provide 
a theoretical basis and practical reference for realizing multi AGVs collabora-
tive scheduling by using AGV automated material transport system in an 
intelligent production workshop. 
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1. Introduction
With the rapid development of artificial intelligence, the Internet of Things, 5G, and other inno-
vative technologies, the main direction of the future development of China's manufacturing in-
dustry is intelligent manufacturing. The digital workshop of intelligent manufacturing is highly 
integrated with mechanical equipment, sensor equipment, and other hardware, control, data 
acquisition, and data processing systems. Automated Guided Vehicle (AGV) is applied to intelli-
gent production workshops, and with its high flexibility and stability, it can help the workshop to 
realize flexible automatic production [1]. Automatic call, information sensing, and production 
tempo control functions of AGV can improve workshop efficiency. However, How to design An 
optimization algorithm for AGV workpiece transportation task scheduling in an intelligent man-
ufacturing workshop and plan the route of AGV for workpiece transportation in the workplace, 
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and AGV can accurately and timely execute and complete the production material transport task, 
it is an urgent problem to be solved in AGV work of intelligent manufacturing workshop. 

In the intelligent production workshop based on Manufacturing Execution System (MES), the 
work of AGV is mainly to load, unload and transport the workpiece, and ensure that the work-
piece is delivered to the equipment workbench or the finished workpiece is delivered to the 
shelf in time, and cooperate with the vehicle equipment to avoid idle mechanical equipment or 
production delay, and ensure the working efficiency of the equipment. The task scheduling of 
AGV is aimed at minimizing the total AGV workpiece transportation time, determining the task 
execution sequence and travel path, and preventing conflicts and collisions in the process of 
multiple AGVs. 

There has been much research on AGV scheduling and path planning. Ma et al. [2] applied a 
tabu search algorithm to solve the vehicle slash-and-drop transportation problem and carried 
out path planning. Yin et al. [3] applied a tabu search algorithm to solve the path planning prob-
lem and solved the problem of excessive energy consumption in the process of vehicle move-
ment. Wang et al. [4] proposed an improved A* algorithm, which solved the problems of redun-
dant points and unsmooth in path planning. Sun et al. [5] proposed a neural network algorithm 
based on directional constraints, which improved the speed of path planning. Li et al. [6] applied 
BP neural network to study the path planning and obstacle avoidance problems of robots. 
Corpuz et al. [7] proposed an improved neural network to solve the problem of slow conver-
gence speed in intelligent vehicle path planning. Sunet et al. [8] solved the problem of complex 
traps in path navigation based on an adaptive fuzzy neural network. S. Hitam et al. [9] applied an 
improved genetic algorithm to improve the quality of path planning solutions. Li et al. [10] inte-
grated AGV environmental safety information into a grid map and applied a genetic algorithm to 
solve the path planning problem. Mousavi et al. [11] applied genetic algorithm and particle 
swarm optimization algorithm to the AGV task scheduling model. Deepak et al. [12] combined 
decision theory with stochastic time path planning to schedule and control the optimal path un-
der dynamic and uncertain conditions. Yue et al. [13] proposed a hybrid PSO-GA algorithm to 
complete the scheduling and planning problem of AGV. Rugalska [14] proposed a new control 
strategy for cooperative AGVs, in which two AGVs cooperate to achieve specific task objectives. 
Antakly[15] et al. proposed a task scheduling method based on temporal logic, adding appropri-
ate delay to AGV to avoid collisions between multiple vehicles. Yan et al. [16] proposed an algo-
rithm based on co-evolution to conduct scheduling research on AGV. Shi et al. [17] proposed a 
multi-objective scheduling model based on total driving distance and waiting time, and used the 
A* path planning algorithm to search the shortest path of AGV. Zou et al. [18] proposed a multi-
objective mixed-integer linear programming model to solve a new automatic guided vehicle 
scheduling problem with pickup and delivery from the goods handling process in a matrix 
manufacturing workshop with multi-variety and small-batch production. Yin et al. [19] proposed 
a decentralized framework of multi-task allocation with attention (MTAA) in deep reinforce-
ment learning. 

To sum up, most of the literature on AGV path planning focuses on planning AGV anti-
collision strategies in static environments with known obstacles, which does not apply to intelli-
gent production workshops where multiple AGVs work together. The scheduling algorithm in 
the existing literature does not apply to intelligent workshops. AGV is necessary equipment for 
an intelligent workshop to realize intelligent production, but there is little research literature on 
AGV path planning and collision prevention in an intelligent workshop. Therefore, the problems 
of workpiece transportation task allocation, task sequencing, path planning, and collision pre-
vention in the multi-AGV system are studied in the intelligent workshop. 

The paper is organized as follows. The AGV scheduling and path optimization framework is 
constructed in Section 2. AGV Initial feasible path and AGV collision detection and anti-collision 
algorithm are described in this section. The case analysis and discussion are reported in Section 
3. Finally, in Section 4, the conclusions are reported. 
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2. AGV scheduling and path optimization framework 
In the actual production process of the workshop, multiple stations are requiring multiple AGVs 
to transport the workpiece to each station at the same time. It is necessary to allocate the AGV 
delivery sequence and optimize the AGV delivery path to make the AGV perform the task of the 
total transport path shorter, at the same time, to complete the delivery of workpieces for all sta-
tions or shelves. Because of AGV path planning and task allocation problems, combined with the 
manufacturing production line process, a step optimization algorithm model is proposed, as 
shown in Fig. 1. 

AGV path planning

AGV task sequence

Initial feasible path

AGV task allocation algorithm 
based on mathematical model

AGV collision detection and anti-
collision algorithm

Task allocation algorithm 
based on processing urgency

Conflict detection and anti-
collision strategies 

Final path

AGV Initial 
path planning

AGV 
collision detection 
and anti-collision

 
Fig. 1 AGV scheduling and path step optimization mode 

First, using the mathematical model of the algorithm based on minimizing the total delivery 
time, or the materials transportation task allocation algorithm based on the emergency degree 
of workpiece processing, all workpiece transport tasks within the planned time between the 
shelves and the processing equipment shall be assigned to the AGV currently in the idle state 
according to rules. The current AGV task sequence is dynamically updated, and the initial feasi-
ble task transport path for each AGV is generated. Then, the algorithm of AGV collision detection 
and anti-collision is designed, and the global collision-free walking path of multiple AGVs in the 
intelligent workshop is planned, and the path can be dynamically adjusted.  

2.1 AGV initial feasible path 

2.1.1 Generation of AGV transportation task sequence 

Two algorithms can be used to generate AGV transportation task sequences. 

(1) AGV task allocation algorithm based on time minimization mathematical model 

According to the production plan, the workpiece delivery task is assigned to the appropriate 
AGV, and the task execution sequence is determined. The mathematical model is established 
with the goal of the shortest time for the AGV to complete all delivery tasks. The relevant set-
tings and assumptions are as follows: 

• All AGVs are the same, and the transport speed is the same and uniform. 
• Keep a safe distance during driving, and the waiting time is short and ignored. 
• Ignore equipment start time. 
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• Each AGV can perform one transportation task at a time. Similarly, only one AGV can per-
form a transportation task. 

• No more than two AGVs in each direction on the driving channel to avoid congestion and 
conflict, and re-plan the route when the capacity exceeds. 

• AGV runs along the grid, one grid per second, and the statistical distance is calculated ac-
cording to the broken line distance travelled 

• When the AGV works, it is powered on continuously and will not fail. 
• AGV returns to berth after delivery. 

The notations used for modelling are described below. 

𝑃𝑃 represents the transportation set of the workpiece to the equipment for processing and 
is {1,2, … ,𝑛𝑛}. 

𝐷𝐷  represents the task set of transporting the finished workpiece back to the shelf and is {𝑛𝑛 +
1,𝑛𝑛 + 2, … ,2𝑛𝑛}. 

𝑁𝑁  is the set of transporting workpiece, 𝑁𝑁 = 𝑃𝑃 ∪ 𝐷𝐷. 
𝐾𝐾  is the set of AGVs, represented as {1,2, … ,𝑚𝑚}, 0 indicates the docking position. 
𝐴𝐴 is the set of workshop location points, 𝐴𝐴 = 𝑁𝑁 ∪ 0. 
𝐵𝐵𝑖𝑖𝑘𝑘  and 𝐸𝐸𝑖𝑖𝑘𝑘 are the start time and finish time of AGV 𝑘𝑘, 𝑖𝑖 ∈ 𝑁𝑁,𝑘𝑘 ∈ 𝐾𝐾. 
(𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖) represents the position coordinates. The AGV travels one grid per second, so 𝑋𝑋𝑖𝑖 + 𝑌𝑌𝑖𝑖 can 

represent the travel time. 
𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘   is the 0-1 variable. When the value is 1, AGV 𝑘𝑘 performs the transport task 𝑖𝑖 and then the 

task 𝑗𝑗, a value of 0 indicates other cases, 𝑖𝑖 ∈ 𝑁𝑁, 𝑗𝑗 ∈ 𝑁𝑁,𝑘𝑘 ∈ 𝐾𝐾. 
𝑡𝑡𝑖𝑖  is the minimum travel time for task 𝑖𝑖. 
𝑇𝑇𝑖𝑖𝑖𝑖𝑘𝑘  represents the minimum travel time from the completion position of task 𝑖𝑖 to the start posi-

tion of task 𝑗𝑗. 
𝑃𝑃𝑡𝑡𝑖𝑖  represents the workpiece processing time. 
𝑒𝑒𝑖𝑖  represents the planned processing time or planned completion time of the workpiece in the 

production plan. 

The mathematical model is constructed to determine the delivery task and execution se-
quence of AGV. 

𝑚𝑚𝑚𝑚𝑚𝑚 𝑍𝑍 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑘𝑘∈𝐾𝐾,𝑗𝑗∈𝐴𝐴

𝐸𝐸𝑖𝑖𝑘𝑘 + (𝑋𝑋𝑖𝑖 + 𝑌𝑌𝑖𝑖) (1) 

�𝑋𝑋0𝑗𝑗𝑘𝑘

𝑗𝑗∈𝑁𝑁

= 1,�𝑋𝑋𝑖𝑖0𝑘𝑘

𝑖𝑖∈𝑁𝑁

= 1 ∀𝑘𝑘 ∈ 𝐾𝐾 (2) 

� � 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘

𝑗𝑗∈𝐴𝐴,𝑗𝑗≠𝑖𝑖

= 1
𝑘𝑘∈𝐾𝐾

∀𝑖𝑖 ∈ 𝑁𝑁
 

(3) 

� � 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘

𝑖𝑖∈𝐴𝐴,𝑖𝑖≠𝑗𝑗

= 1
𝑘𝑘∈𝐾𝐾

∀𝑗𝑗 ∈ 𝑁𝑁

 
(4) 

𝐸𝐸𝑖𝑖𝑘𝑘 ≥ 𝑍𝑍𝑖𝑖𝑘𝑘(𝐵𝐵𝑖𝑖𝑘𝑘 + 𝑡𝑡𝑖𝑖) ∀𝑖𝑖 ∈ 𝐴𝐴,𝑘𝑘 ∈ 𝐾𝐾
 

(5) 
𝐸𝐸𝑖𝑖𝑘𝑘 ≥ 𝑒𝑒𝑖𝑖 ∀𝑖𝑖 ∈ 𝑃𝑃, 𝑘𝑘 ∈ 𝐾𝐾

 
(6) 

𝐵𝐵𝑛𝑛+𝑖𝑖𝑘𝑘 ≥ 𝐸𝐸𝑖𝑖𝑘𝑘 + 𝑃𝑃𝑡𝑡𝑖𝑖 𝑖𝑖 ∈ 𝑃𝑃,∀𝑘𝑘 ∈ 𝐾𝐾
 

(7) 
𝐵𝐵𝑛𝑛+𝑖𝑖𝑘𝑘 ≥ 𝑒𝑒𝑖𝑖 ∀𝑖𝑖 ∈ 𝐷𝐷,𝑘𝑘 ∈ 𝐾𝐾

 
(8) 

𝐵𝐵𝑗𝑗𝑘𝑘 ≥ 𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 (𝐸𝐸𝑖𝑖𝑘𝑘 + 𝑇𝑇𝑖𝑖𝑖𝑖𝑘𝑘) ∀𝑖𝑖, 𝑗𝑗 ∈ 𝑁𝑁, 𝑘𝑘 ∈ 𝐾𝐾 (9) 
𝑋𝑋𝑖𝑖𝑖𝑖𝑘𝑘 ,𝑍𝑍𝑖𝑖𝑖𝑖𝑘𝑘 ∈ {0,1} 𝑖𝑖, 𝑗𝑗 ∈ 𝐴𝐴,∀𝑘𝑘 ∈ 𝐾𝐾 (10) 
𝐵𝐵𝑖𝑖𝑘𝑘 ,𝐸𝐸𝑖𝑖𝑘𝑘 ≥ 0 ∀𝑘𝑘 ∈ 𝐾𝐾, 𝑖𝑖 ∈ 𝐴𝐴 (11) 

Eq. 1 is the objective function. The objective is to minimize the maximum AGV transportation 
time. Others are constraint conditions.  



Study on scheduling and path planning problems of multi-AGVs based on a heuristic algorithm in intelligent … 
 

Advances in Production Engineering & Management 17(4) 2022 509 
 

Eq. 2 indicates that AGV starts from the docking position and returns to the docking position 
after the workpiece arrives. Eqs. 3 and 4 ensure that all delivery tasks are performed. Eqs. 5 and 
6 ensure that the execution time of the task is logical, that is, the completion time of task 𝑖𝑖 trans-
porting the workpiece to the machine tool by AGV is later than the sum of the start time and exe-
cution time of the task, and cannot be earlier than the planned processing time of the workpiece. 
In Eqs. 7 and 8, the start time of task 𝑖𝑖 of transporting the finished workpiece to the shelf shall 
not be earlier than the sum of the processing time and completion time of the task transporting 
the workpiece to the machine tool, nor shall it be earlier than the planned completion time of the 
workpiece. Eq. 9 indicates that AGV executes tasks in sequence, and drives to task 𝑗𝑗 by raster 
after completing task 𝑖𝑖, so the start time of task 𝑗𝑗 cannot be earlier than the time when AGV ar-
rives at the start point of task 𝑗𝑗. Eqs. 10 and 11 represent variable types, which are 0-1 variables 
and integer variables respectively. 

(2) AGV transportation task assignment based on processing priority 

Aiming at the fastest completion of the workpiece according to the production plan, an AGV task 
allocation algorithm based on the degree of workpiece processing urgency is proposed. Fig. 2 is 
the algorithm flow. Based on the workpiece processing plan time and completion time set by the 
intelligent workshop manufacturing execution system, all delivery tasks are sorted according to 
the urgency of processing to form the whole task sequence. According to the AGV's idle-as-
allotment rule, the workpiece delivery task is assigned to the AGV that has completed the preor-
der task and is waiting for task assignment, and the task sequence of the AGV is updated. Repeat 
the above process until all workpiece delivery tasks are assigned to the corresponding AGV, and 
the task assignment is stopped. Finally, the workpiece delivery task sequence of each AGV is 
formed. 

MES of intelligent production workshop

AGV setWorkpiece production plan list

AGV task listSort by processing urgency of workpieces

Arrange AGV k to transport the 
most urgent processing task t

Remove task t from task list

Are there processing tasks that have 
not been scheduled for delivery?

Delivery task sequence of each AGV 

Update AGV k delivery task sequence

First done, 
first allocated

Start

End

N

Y

 
Fig. 2 AGV transportation task assignment based on processing priority 

2.1.2 Generation of AGV initial feasible path 

In order to facilitate path planning and path expression, the intelligent workshop is rasterized, 
and each functional area is expressed by grids and coded according to the grid position, as 
shown in Figure 3. Each grid represents a location node, which can be a device or a driving 
channel for an AGV or a shelf. The grid in front of the equipment and shelves is the AGV operat-
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ing station, where the AGV completes the feeding and retaking actions. When the AGV is idle, it 
stops at the docking position. When the task instruction is received, the AGV will transport the 
workpiece from the current position to the specified grid position according to the task se-
quence number, and then carry out the operation of material taking or feeding. The AGV will 
transport the workpiece in the feasible area of the workshop (grid nodes 1-12 in Fig. 3), and 
complete the loading, unloading, and transportation of the specified workpiece according to the 
task sequence. In order to ensure the workshop production process stability, AGV drives in the 
workspace according to the instructions and follows the principle of driving in the workshop 
grid channel after the first lateral longitudinal to determine the initial path of AGV to perform 
each task. According to this path, AGV can reduce the collision probability when driving in the 
workshop grid channel, and efficiently complete the task of workpiece delivery. Transport such 
as the current task is to carry a workpiece on shelf 2 to equipment 1 for processing, the initial 
delivery path of AGV is the grid node 7→8→9→4→3. The AGV picks up the workpiece with the 
specified number on shelf 2 at the starting node 7, then drives to the end node 3 of the grid ac-
cording to this path, and puts the workpiece in the designated position in front of the machine of 
equipment 1. According to the assigned task sequence, each AGV forms the initial transport path 
of all transport tasks, which is expressed by the grid node number in the sequence.  

Shelf2

Shelf1

AGVs

Node
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Node
6

Node
1

Node
8

Node
5

Node
2

X

Node
9

Node
4

Node
3

Equip
ment 

3
Equip
ment 

2
Equip
ment 

1

Shelf3 Node
12

Node
11

Y

Node
10

Equip
ment 

4

 
Fig. 3 Floor plan of raster intelligent production workshop 

2.2 AGV collision detection and anti-collision algorithm 

The purpose of collision detection is to update the initial AGV transport path in real-time so that 
there are no two AGVs in the same grid position in the workshop AGV driving area. The current 
grid position and driving time of AGV in the workshop are represented in the form of <position, 
time>, the variables position and time are non-negative integers. The algorithm of AGV collision 
detection and anti-collision is shown in Fig. 4.  

The heuristic algorithm ant colony algorithm is a probabilistic algorithm used to find the op-
timal path. It was proposed by Marco Dorigo in his doctoral dissertation in 1992, and its inspira-
tion comes from the behavior of ants in finding a path in the process of searching for food. This 
algorithm has the characteristics of distributed computing, positive information feedback and 
heuristic search, and is essentially a heuristic global optimization algorithm in evolutionary al-
gorithms. 

The basic idea of applying the ant colony algorithm to solving optimization problems is to use 
the ant's walking path to represent the feasible solution of the problem to be optimized, and all 
paths of the entire ant colony constitute the solution space of the problem to be optimized. Ants 
with short paths release more pheromones. As time goes on, the concentration of pheromones 
accumulated on the short paths increases gradually, and the number of ants choosing this path 
also increases. Finally, the whole ant will focus on the best path under the action of positive 
feedback, and the corresponding is the optimal solution of the problem to be optimized. 
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Fig. 4 AGV collision detection and anti-collision algorithm 

3. Example verification 
The above grid intelligent workshop is still used as the workplace of two AGVs. The model is 
solved by a heuristic algorithm ant colony algorithm and MATLAB coding. In order to compare 
the effects of the two task allocation methods in section 2.1, the calculation results are solved 
and compared respectively, as shown in Table 1. The notation n is the total number of workpiece 
transportation tasks in the workshop, 𝑝𝑝1 and 𝑝𝑝2 represent the two stages of AGV initial path 
planning and anti-collision, 𝑡𝑡1 and 𝑡𝑡1 represent the task completion time of each stage, and 𝑑𝑑1 
and 𝑑𝑑1 are the corresponding time difference rate. In the AGV initial path generation stage, the 
total completion time of the AGV initial path calculated by the two task allocation methods is 
slightly different, and the maximum difference rate is 1.06%. After AGV anti-collision adjust-
ment, the total time calculated by the two scheduling methods is the same. 

The operation of multiple AGVs in the intelligent workshop is limited by constraints such as 
conflict and collision. The completion time of the workpiece transportation task should consider 
the completion time of the delivery task after constraint detection and path adjustment. In this 
example, the two scheduling methods have the same results after AGV task scheduling allocation 
and path step-by-step optimization, which can effectively solve the problem of task scheduling 
and path planning of multiple AGVs in the workshop, and has good practicability. 
 To sum up, since multiple AGVs must consider the impact of collision when driving in the 
same workshop, the actual completion time of the system depends on the delivery time after 
collision adjustment, that is, the final result of the second stage. For the small-scale example in 
this paper, the final results of the two methods are consistent, so the two-stage algorithm (time 
priority) proposed in this paper can effectively solve small-scale problems. 
 

Table 1 Comparison of calculation results 

𝑛𝑛 Minimum time mathematical model Processing urgency Difference 
rate % 

𝑝𝑝1 𝑝𝑝2 𝑡𝑡1 𝑝𝑝1 𝑝𝑝2 𝑝𝑝2 𝑑𝑑1 𝑑𝑑2 
9 43 52 16.68 43 52 6.84 0 0 

12 94 96 123.57 95 96 9.44 1.06 0 
15 127 127 34.2 127 127 9.51 0 0 
18 153 155 216.34 154 155 10.51 0.65 0 
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4. Conclusion 
Aiming at the problems of AGV transportation task scheduling and path planning in the intelli-
gent workshop, according to the corresponding mathematical model established to minimize the 
maximum delivery task completion time and the workpiece processing urgency, the workpiece 
delivery task sequence of each AGV is determined and the initial delivery path of AGV is generat-
ed. Considering conflict prevention and collision avoidance when multiple AGVs are running, 
conflict detection and anti-collision strategies are proposed. Finally, an example is given to verify 
the feasibility and effectiveness of multi AGV task allocation and path planning based on trans-
portation task sequence to avoid conflict and collision. 

The experiments prove that the multiple collision avoidance strategies proposed in this paper 
can efficiently complete the delivery tasks according to the production plan while obtaining the 
collision free path of AGV. In conclusion, this paper schedules the tasks of AGV according to the 
manufacturing process flow, and plans the path, and avoids collisions of AGV. Finally, the real-
time scheduling scheme of the automated material transportation system is obtained, which can 
provide a reference for intelligent production workshops. In addition, the algorithm proposed in 
this paper can be extended to other practical application scenarios such as automated terminals 
and intelligent warehouses using AGV, and has strong practical value. In future research, the 
non-uniform motion of AGV will be considered. 
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