BLED
eCONFERENCE

2016

29th Bled eConference

June 19-22, 2016
Bled, Slovenia

Digital Economy

Conference Proceedings

Editors:
Johan Versendaal, Christian Kittl,

Andreja Pucihar, Mirjana Kljajic Borstnar

bledconference.org



CIP - Katalozni zapis o publikaciji
Narodna in univerzitetna knjiznica, Ljubljana

659.23:004(082)(086.034.4)
BLED eConference (29 ; 2016)

Digital economy [Elektronski vir] : conference proceedings / 29th Bled eConference, June 19-
22, 2016, Bled, Slovenia ; editors Johan Versendaal ... [et al.]. - El. knjiga. - Kranj : Moderna

organizacija, 2016

Nacin dostopa (URL): http://domino.fov.uni-mb.si/proceedings

ISBN 978-961-232-288-5 (pdf)
1. Gl. stv. nasl. 2. Versendaal, Johan
285014784

The Proceedings Research Volume includes original research papers which have been selected
from the submission after a formal double-blind reviewing process and have been revised based
on the recomendations of the referees.


http://domino.fov.uni-mb.si/proceedings

Copyright © Bled eConference

Copyright for all papers resides with the author(s). By submitting the final paper to Bled
eConference, the author(s) agree to allow Bled eConference to have non-exclusive use of the
paper for publication in the Bled eConference Proceedings, both in CD-ROM and web, at the time
of the conference and in possible subsuquent paper and electronic publications, ac-
knowledgements of its original publication in the Bled eConference Proceedings should be noted.

Individual authors retain copyright on papers. Please contact the authors directly for reprint
permissions.

Proceedings of the Bled eConference

Permission to print and distribute content from this product must be through the approval of the
Bled eConference. Duplication or replication of this Bled eConference proceedings is absolutely
prohibited without written permission from Bled eConference.

University of Maribor
Faculty of Organizational Sciences
Kidriceva cesta 55a, 4000 Kranj

phone: +386 4 23 74 218
e-mail: andreja.pucihar@fov.uni-mb.s/



Research Volume

General Research Track

Determining the Target System for Mobile Systems as Part of an Integrative Approach for the
Economic Impact of ICS: Validation at an SME

Tamara HOGIer, TAmMGAIa HOGIEE ................ooueeeeeeeeeeee ettt ettt ettt et e et et aaaiaaaaaaes 1

Privacy Awareness in Mobile Business: How Mobile OS and Apps Support Transparency in the Use
of Personal Data

Mattis Hartwig, Olaf ReiNAOIA, RAINEEN All ............oeeeeeeee ettt ee et e teteaaaaaaaens 28

Tablets Penetrate the Customer Advisory Process: A Case from a Swiss Private Bank

Rebecca Nueesch, Thomas Zerndt, Rainer Alt, Roberto G. FEIrettl ............ccuueeeeeeeeeieeiiaiananannnns. 45

Seeing the Forest: Applying Latent Semantic Analysis to Smartphone Discourse

Jacob Miller, David Gefen, VK NAIraYANAN.............c.uue ittt eeeetetaesa e taataateaaaaaaaenas 62

The applicability of Process Mining to determine and align process model descriptions

Maris, A., Bijvank, R.E., RAVESIEYI, J.P.P. ...ttt ettt ettt teeaa e teaaaaaaaenas 75

An Empirical Assessment of Researcher Perspectives

ROGEE CIATKE ... ettt ettt ettt ettt e e ens 91

Extending the Technology Acceptance Model with Personal Innovativeness and Technology
Readiness: A Comparison of Three Models

Kerttuli Koivisto, Markus Makkonen, Lauri Frank, Janne RI€KKINEN. .............ceeeeeeeeeeeieaiaiaeaeannnns, 113

The Fuzzy Front-End of Digital Transformation: Three Perspectives on the Formulation of
Organizational Change Strategies

SADINE BEIGRAAUS. .........eeeeeeeeeeee et 129

Data Portability and Online Platforms - The Effects on Competition

Fo o T B = 0 = R 145



A Framework for Traceability of Legal Requirements in the Dutch Governmental Context

Koen Smit, Martifn Zoet, Matthifs BerkNOUL ..................oeeeeeeeeeeeee ettt eaaaae e, 151

Towards a Model of Heterogeneity in IT Service Value Networks: Results from a Literature Review

Robert Heininger, Loina Prift], Markus Bohm, Helmut KIrCmar..................cceeeeeeeeeeeeesensaainnnann, 163

Online Romance Scam: Expensive e-Living for romantic happiness

Christian Kopp, James Sillitoe, Igbal Gondal, ROBErt LAYION................ccoeeueeeiieiiiinaiinaiinnaenns 175

Social Media and Big Data
Instagram’s ‘Fitspiration’ Trend and Its Effect on Young Women'’s Self-Esteem

Dee Goldstraw, Brenaan James KEEGAN.............uuueeuei et eeeeeaete e eeeetetteesataetaetaataaaassaasnnns 190

The Antecedents of Consumer-Generated Media Adoption for Travel Planning: A Literature Review

Dandlison C. Ukpabi, HeIKKI KAIJalUOLO ................ccoeeeseeeeeeeeeee e 199

Business Challenges of News Media Companies on Digital Platforms

Noora Pinjamaa, AlIEKSANAIE ASALIANI.................ceeueeeeeeeeeee ettt tte et et e ttaa it e taaaaasaasnans 211

Social Media Analytics in Social CRM — Towards a Research Agenda

Matthias Wittwer, Olaf Reiniolt, RAINEI All...............ee et ee e eaeaeaeaenns 224

On Firehoses, Windows, and Business Rules: Towards a Successful Fast Data Organisation

Chris L.V. Bartels, Marifrt G.A. PIOIMI ............ooe ettt 242

The Role of Social Media for Stakeholder Involvement: A Literature Review

Barbara Krumay, SYINIQ GEYEN ............oeueeeeeeeee ettt ettt ettt eneeeas 254

Do Gender and Personality Traits Influence Frequency

FIANESEK SUQZINA ..o e ettt e et e ettt ettt ettt ettt et aeaeaeans 266



eHealth

Overcoming the interruptible nature of allergy treatment through applying knowledge
management principles: A Trip from raw knowledge to transferable wisdom

Peter Haddad, Nilmini WICKIamaSINQRE. ...............eeeeeeeeeee ettt eaaaaeeaens 275

An Investigation on Integrating Eastern and Western Medicine with Informatics

Catherine Han Lin, Angela Wei Hong Yang, David Phillips, Nilmini Wickramasinghe................... 288

Using Machine Learning to address Data Accuracy and Information Integrity in Digital Health
Delivery

Zaid Zekiria Sako, Vass Karpathiou, Sasan Adibi, Nilmini Wickramasinghe..................ccc..c........ 301

Standardisation of Supporting Processes in Healthcare A case study of the APQC Healthcare
Process Classification Framework

Teun Mantje, Tom Smit, David Sterk, JOIS MENS...........c.cuiueeeeeisteeeeesieeeeeeieteeaataeiaaraaaaen, 319

Healthy lottery. A design theory for a mobile system to increase compliance of individuals with
diabetes

Riccardo Bonazzim, KAtRering BlIONGON ...................e ettt ettt ettt eeeaeataeeeaeaennnes 331

Intensive Lifestyle (e)Support to Reverse Diabetes-2

Luuk P.A. Simons, Hanno Pifl, John Verhoef, Hildo J. Lamb, Ben van Ommen, Bas Gerritsen,
Maurice B. Bizino, Marieke Snel, Ralph Feenstra, Catholifn M. JONKEr ................cccevvveeeeriivnannn.. 340

A Comparative Analysis of the Australian and German eHealth System

Isabella Eigner, Andreas Hamper, Nilmini Wickramasinghe, Freimut Bodendorft........................ 353

Using the Delphi Method to Identify Hospital-Specific Business Process Management Capabilities in
The Netherlands

JOIS MENS, PASCAI RAVESIEY . ......o..eeeeeeeeee ettt ettt et et ettt ettt et e ta et e ttaats et aaaanaaaaens 369

Digital Wellness
Perceived Well-being Effects During the Implementationof a Self-tracking Technology

Tuomas Kari, Sanna Koivunen, Lauri Frank, Markus Makkonen, Panu Moilanen ........................ 382



To Gamify or Not to Gamify? Gamification in Exercise Applications and Its Role in Impacting
Exercise Motivation

Tuomas Kari, Jenni Pijppo, Lauri Frank, Markus Makkonen, Panu Moilanen.............................. 393

Interventions to Form Wellness Routines Among Young Elderly

Christer Carlsson, JOANNA P. CAITSSOI ..............e ettt ettt ee e aaeeanananens 406

Effects of Using Standing Versus Sitting Workstations on the Well--Being at Work of Software
Professionals

Markus Makkonen, Minna Silvennoinen, Tuula Nousiainen, Arto Pesola, Mikko Vesisenaho........ 419

Adoption and Adoption Interests of Self--Tracking Technologies: Single and Multiple Technology
Perspectives

Markus Makkonen, Tuomas Kari, Lauri Frank, Panu MOHANEM ............c.cooueeeeeeiiiieiiiiiiiiiiiiiennns. 434

Education in Digital Economy

Teaching Software Engineering in the Cloud: Applying Cloud Computing Services in E-Business
Education

Vg (T € g1 o = 449

Mapping the European e-Competence Framework on the domain of Information Technology: a
comparative study

Henk PIESSIUS, PASCAI RAVESIEYIT .........ceeeeeeeeeee ettt ettt et et et et e tta e e et taeaasaaeaans 459

Exploring Design Principles for Technology-Enhanced Workplace Learning

Esther van der Stapper, Y@ ZITLEr .................oe.e ettt ettt e teeete i taeaasaaeaas 472

Factory of the Future

Towards Understanding closed-loop PLM: The Role of Product Usage Data for Product
Development enabled by intelligent Properties

Manuel Holler, Emanuel Stoeckli, Falk Uebernickel, Walter Brenner...............c.c.veeeeeeeeeesneannnnn.. 479

Service-based Production Planning and Control of Cyber-Physical Production Systems

Christoph Berger, Joachim Berlak, GUNEREr REINAAIE................coueeeeeerssieeeaisaeeeiaaisaaiaaraaaannns 491



Forecasting terminal call rate with machine learning methods

Davorin Kofiac, Andrej Skraba, Amira Mujanovic, AleS Brglez..................ocooweeeeeeeeeeeeereeeeeee.. 503

Business Models
Running While Standing Still: Rethinking ICT Business Model Decisions for the New Cloud Economy

Trevor Clohessy, Thomas Acton, LOrraing MOIGAN .................eeueiueeiesiisaieaiiaaeaesaasaeaasaasaen, 515

Business Model Innovation in European SMEs: some preliminary findings

Harry Bouwman, Francisco-Jose Molina-Castillo, Mark de ReUVEr ................ccceveeeeiriieeenianannn, 527

What drives SMEs to innovate their Business Models? A Multiple Case Study of Slovenia

Marjeta Marolt, Gregor Lenart, Damjan Maletic, Mirjana Kljajic Borstnar, Andreja Pucibar ......... 539

Designing an ICT tooling platform to support SME business model innovation: Results of a first
design cycle

Mark de Reuver, Alexia Athanasopoulou, Timber Haaker, Melissa Roelfsema, Angelika Riedl, Gert
BIEIIIUSS .ottt ettt ettt ettt ettt et ettt ettt ettt ettt t ittt r i rraen 556

Business Model Innovation Paths and Tools

Marikka Heikkild, Harry Bouwman, Jukka Heikkild, Timber Haaker, Carolina Lopez Nicolas, Angelika
F =L /S 571

Research in Progress
Youth e-participation: Lessons Learned from an Ongoing Project in Switzerland

HANS-DICLEI ZIMUTICIITIAINT ...ttt ettt ettt ettt ettt ettt ettt e et et ee ettt eaeaeaeen 588

The disruptive impact of digitalization on the automotive ecosystem: a research agenda on
business models, platforms and consumer issues

Alexia Athanasopoulou, Harry Bouwman, Fatemeh Nikayin, Mark de Reuver ...............c............ 597

Entropy-based approach for semi-structured processes enhancement

Julia Bilinkis (Stavenko), Elena Filimonova, Nikolay Kazantsev, Anastasia Zueva....................... 605



Factors influencing the Information Literacy of Students: Preliminary Analysis

Alenka Baggia, Anja Znidarsic, Mirjana Kijaji¢ Borstnar, Andreja Pucihar, Andrej Sorgo, TomaZ
Bartol, BlaZ Rodic, Danica Dolnicar, Bojana Boh POGQOITIK ................ceeeeeeeeeeeeeeiiiieeeeaaaaaeeennnn, 617

Business Volume

E-Health Solutions: Mobile Devices and Sensors in a Clinical Environment ..............ccovvevivennnnee. 632
Ubiquitous Computing for Well-being and Ambient Assisted LiVING ..........coceuieiiiiiiiiinieieeeee, 634
E-Health Solutions: Big Data in HEAItNCAre............c.uiiiiiiiee e 636

SMEs Practices and Challenges in Business Model Innovation — ENVISION Project Workshop .... 638

Digital Wellness Services for YOUNg EIJErY ...... oo 641

Doctoral Consortium

Predictive Analytics for Risk and Cost Management of Standardized Treatment Processes in
Hospitals

ISADEMA EIQIIEK ... ettt ettt 643

Social Media for Development: research design to investigate Dutch international development
NGOs

Vo La Lo Y L= 10 14 o | 653

Learning Analytics From a Resource-Based View Perspective: Towards a Learning Analytics
Capability Model

JUSHEAIN H. KNOBDDOUL. ..............eeeeeeeeeee ettt ettt ettt ettt e te et ta et taeaneeaes 670



29" Bled eConference
Digital Economy

June 19 - 22, 2016; Bled, Slovenia

Determining the Target System for Mobile Systems as
Part of an Integrative Approach for the Economic
Impact of ICS: Validation at an SME

Tamara Hogler
CyberForum e.V., Germany
hoegler@cyberforum.de
Johan Versendaal
HU University of Applied Sciences Utrecht; Open University of the Netherlands

johan.versendaal@{hu, ou}.nl

Abstract

Mobile technologies are reshaping the global economic landscape, enhancing speed and
comfort of communication and information exchange. Existing studies on the economic impact
of mobile technologies taking a socio-technical system perspective are scarce. Our study shortly
describes an integrative approach for such systems, which is in detail described in Hégler et al.
(2015), and specifically constructs the first activity in the integrative approach, i.e. defining the
target objectives of the mobile system; it provides a case study at an SME to show this step's
applicability and validity. In defining the target system the Analytical Hierarchy Processing
technique is extended. It encompasses a) the identification of objectives, and b) the
determination of the hierarchy of objectives, c) the determination of the dependencies between
objectives, d) the identification of strengths of the dependencies, and e) their likeliness of
appearance, a f) prioritisation and g) a consolidation of all previous sub-steps. The case study
confirms the validity and applicability and provides reasons for generalisation.

Keywords: Mobile Systems, Target Systems, Integrative Approach, Analytical Hierarchy
Processing, Economic evaluation

1 Introduction

We are living in a digital world that is directed increasingly by mobile technologies. These have
“emerged as a primary engine of economic growth [...]” (Bezerra et al. 2015), becoming “the
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fastest adopted technology of all time” (ibidem). According to e.g. West (2014), mobile
technologies have enabled new forms of communication, interaction and work; by doing so
they have revolutionized business practices in all ranks. Nevertheless, when it comes to
investigating the economic impact of mobile technologies in companies, particularly SMEs,
little research work is done yet. In an in-depth analysis of existing economic analysis
approaches (see Hogler 2012) the author concludes that still methodologies are prevalent that
only focus on monetary effects and thus neglect many aspects of mobile technologies — i.e.
qualitative effects like impacts on employees or structural and organizational changes. These
effects as well as the strategic alignment of mobile technologies and thus their overall
organizational success need to be considered more explicitly (cf. Vuolle 2011). An approach is
required that allows new ways of assessing and evaluating economic impacts of mobile
technologies which have to be considered as parts of socio-technical systems.

A socio-technical system includes hardware, software, people, and business or community
structures and processes (Alter 1999, 2001; Whitworth 2006). In the context of mobile
technologies, the authors define a mobile system as a set of mobile technologies and human
(system) elements, which are inherently related by structures and processes (see also Goos &
Zimmermann (2005)). They aim at integrating people, processes and mobile devices into
internal, mostly stationary corporate and enterprise-wide process chains. Hence, they may
overcome spatial separation and information losses (Schiller 2000; Isaac & Leclercq 2006).
Mobile systems exist in different forms and have a multiplicity of characteristics, which make
them specific compared to stationary Information and Communication Systems (ICS). This
specific setting implies certain singularities to be considered for their implementation and
evaluation.

These considerations have encouraged the development of an integrative approach, which is
shortly described in section 2. In this paper we specify the integrative framework of
Anonymous (2015) by constructing the details of its first activity: the definition of the target
system. The definition of the target system is of high importance as it is not only the basis for
all further activities of the integrative approach, but also for any requirements definition. In
contrast to objectives that are defined as a “specific result that a person or system aims to
achieve within a time frame and with available resources” (Business Dictionary 2016),
requirements are “(1) a condition or capability needed by a user to solve a problem or achieve
an objective [..]” (CMMI 2006, p. 553) and are derived from objectives. An improper
requirement definition (Davis et al. 2006) is according to many researchers and consulting
companies, the most-cited reason for implementation failures and represents “the lack of
clear understanding of what the company wants to achieve” (IMG 2015).

The goal of this work is to present and validate the proposed definition of the target system by
a case study at an SME. The case study research design was chosen as it is a useful tool for
testing theoretical models by applying them in real world situations (Yin 2013). In our case we
apply the first activity of the integrative framework in a practical case in the building industry.
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In the next section we will first re-address (Hogler et al. 2015) the integrative framework and
define its first activity in detail. In section 3 the case study is described and analysed. We end
this paper with conclusions, impact and discussion.

2 The Integrative Framework — A Socio-Technical Approach for
the Evaluation of Mobile Systems

The analysis of existing approaches shows that an integrative approach for the evaluation of
information and communication systems (ICS) needs to consider, besides monetary and
qualitative effects, also interdependencies between the systems’ elements as well as
singularities and related critical success factors of ICS to predict the potential system
performance (Hogler et al. 2015). Following these specifications, it becomes clear, that
research on ICS evaluation taking an integrative view is scarce. Mobile systems, a form of ICS,
have been chosen as object of investigation as they are more complex than stationary ICS and
have specific singularities that need special attention. The assumption is that if the integrative
framework works well for mobile systems, then it can be used for any kind of ICS.

The integrative framework for mobile systems as proposed by Hogler et al. (2015) builds on
following principles (figure 1):

e For an integrative evaluation a detailed internal (intra-company) analysis and design has to
take place, including business process reengineering.

e A detailed economic analysis is necessary which considers all life-cycle costs as well as
guantitative, qualitative and integrative benefits of mobile systems.

e A sensitivity analysis has to be proceeded that surveys in which way success factors and
risks affect the potential target achievement when implementing mobile systems.

Figure 1. The integrative framework
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These principles are covered by the seven activities of the framework (see figure 1):

1. Activity 1: Definition of the target system by following the multi-attribute decision making
(Hwang & Yoon 1981). This activity outlines a new procedure for defining the target system
leveraging the Analytical Hierarchy Process (AHP) (Saaty 1996). The main contribution of
this paper is that the AHP is extended and applied in the context of an integrative approach
for evaluating the economic efficiency of mobile systems in order to determine objectives
for such a system. The uniqueness of the extended AHP is that the determination of
priorities is not based on subjective assessment, but on the following steps (see figure 2),
differing from previous approaches:

e Interdependence analysis between individual objectives (Kirchmer 1999; Drews &
Hillebrand 2010; Riickle & Behn 2007);

e Consideration of the effective strength of the objectives and the probability of
occurrence of interdependencies (Klabon 2007; Charette 1991) and thus their respective
value; and

e Preference-neutral weighting of objectives in the context of these latter two aspects.

By following such a preference-neutral weighting and prioritization of objectives, a
consistency test becomes unnecessary and is thus omitted in the proposed procedure.

The validity of this activity is the main focus and contribution of this research paper and will
be described in section 2.1 in detail. Agile methodologies like SCRUM are considered not
appropriate for the definition of the target system as they focus on defining and managing
requirements, which are derived from objectives. As such methodologies are process
models that focus on project and product management, they are used in a later stage of
implementing a system than the definition of the target system.
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Figure 2: Comparison of original and our extended AHP

2.

Activity 2: Mobile Business Process Reengineering as proposed by the authors builds upon
Mobile Process Landscaping (Gruhn & Wellen 2001; Kéhler & Gruhn 2004).

Activity 3: Definition of critical success factors, their interdependencies, correlation analysis
and weighting (Igbal et al. 2015; Nysveen et al. 2015; Hway-Boon & Yu 2006).

Activity 4: Evaluation of life cycle costs (Wild & Herges 2000; Berghout et al. 2011),
performed by identifying costs during the whole lifecycle of mobile systems including the
preliminary phase, utilization phase and disposal phase.

Activity 5: The evaluation of benefits, based on the total benefit of ownership model
(Gadatsch & Mayer 2004), involves the capture of cost savings and non-monetary benefits
or qualitative and strategic variables which are not considered in the traditional approaches
of economic evaluation.

Activity 6: Sensitivity analysis: As an uncertainty of the results achieved in the previous
steps remains, a sensitivity analysis is conducted to check the stability of results.
Particularly the variables success factors (Corsten 2000; Rockart 1979), risks (Kronsteiner &
Thurnher 2009) and the accompanying volatility effects (Kulk & Verhoef 2008; Singh & Vyas
2012) are analysed.



Tamara Hégler, Johan Versendaal

7. Activity 7: Analysis of potential target achievement rates: Based on the results of the
sensitivity analysis, the potential achievement rates can be determined. To do so, results of
activity 1 (target system), activity 2 (current and target processes incl. key (performance)
indicators) and activity 6 (volatility effects) are merged.

2.1 Definition of the Target System

The definition of the target system is the first activity of the integrative framework. Figure 3
depicts the single steps:

Figure 3: Steps in the definition of the target system

First, objectives are determined e.g. by task observation, in a workshop or from interviews
with the help of a questionnaire. An unstructured target system contains all gathered
objectives. In step 2, the identified objectives are brought in a hierarchical relationship (goal
hierarchy; what we define in levels 'key objectives', 'basic objectives' and 'process objectives').
A goal hierarchy is only complete if "each element of a hierarchy level has a direct relationship
to the next higher element [...]” (Ahlert 2003, p. 37) (figure 4).
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Figure 4: Example for a goal hierarchy

In the 3™ step, the identified process objectives are evaluated in a paired comparison
concerning their mutual, direct interdependencies. The aim of this comparison is to identify
particularly competing objectives, as setting priorities among them reduces inconsistencies in
the target system.

The strength of interdependencies is estimated in step 4, which is largely subjective and based
on experience of the involved interviewees. The scale for the estimation can be chosen freely,
but it should not be too fine-grained, since this would cause pseudo-accuracies (Meixner &
Haas 2012, p. 202). Thus, the authors propose a three-level scale (low (value 1), medium (value
2), strong effects (value 3)).

Next the estimation of their likelihood (probability) is needed (step 5). It is methodologically
based on risk management (e.g. NIST 2012, p. 23) and in practice on the experience of the
involved individuals. Again a three-level scale is proposed to estimate the likelihood of effects:
effect is possible, but improbable (value 1); effect is probable (value 2); effect will occur with
the utmost probability (value 3).

It is necessary that the interviewees agree internally on the nature of the effects — but not
necessarily on their effective strength and likelihood, since without such an agreement, the
target-relation-matrix cannot be installed. The individual effects between objectives should
not be regarded as absolute and as in all circumstances occurring, but rather they indicate
general trends which may be reinforced, mitigated or neutralized under certain circumstances,
or by the use of respective (appropriate or inappropriate) systems.

To ensure that mainly high priority objectives are pursued, which have the greatest benefit,
competing relations between objectives must be detected. This is done in the 6™ step, where
the objective priorities are determined. Based on the prospect theory by Kahneman & Tversky
(1979), a preference-neutral weighting assumes that the weight of an objective can be
determined by its active and passive value. To receive these values, for each objective its
strength of effects is multiplied with the likelihood of its occurrence. The resulting
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(mathematical) products are subsequently summed up for each objective in both the
horizontal (so-called "active value”) as well as in the vertical ("passive value") axis of the table.
This procedure is legitimate insofar as the value of an effect can be defined as the product of
strength of effects and their likelihood of occurrence (see also Kahneman & Tversky, 1979). A
threshold should be defined by a decision maker which allows the classification of objectives in
different priorities. As there is no standardized procedure for defining a threshold, the authors
propose to choose a threshold that divides the objectives 'on sight'.

In the last step (7) the final target system is defined by consolidating the earlier steps and
assigning final priorities to objectives.

3 Definition of the Target System in an SME of the Building
Industry

We validate the first activity of the integrative framework in practice. We do so by
operationalizing it at an SME in the building industry, where the definition of the target system
was applied in the field of resource planning processes for workers who spend most of their
working time outside of the company’s industrial premises (e.g. truck drivers, operators). An
earlier version of the integrative framework, including the activity for defining the target
system, has been applied to a large company (Hogler et al. 2015). From this experience we
were able to fine-tune the first step, and prepare optimally for our SME.

In contrast to most of the available research literature, which focuses on large companies, the
authors have chosen an SME as they have typically fewer financial resources and lower IT
expertise (Andersson & Tell 2009; Forsman 2007; Haug et al. 2011; Huin 2004) in comparison
to larger companies. At the same time, SMEs are the economic backbone of many countries in
Germany, representing 99.8% of companies, whereas 89.3% are companies with less than 10
employees (IfM 2013). Particularly for these micro companies a proper definition of the target
system is of key importance in this context as they need to increase their digitalization level to
increase their efficiency and to develop new products and services (cf. BMWi 2016).

According to the Annual Report on SMEs of the European Commission (Muller et al. 2014), the
building industry is one of the five most important SME sectors in the EU28, but is facing since
the economic crisis still many challenges. One of the challenges is the fact that the building
industry lags significantly behind other sectors in terms of ICT adaption (Hosseini et al. 2013).
As different kinds of vehicles are used for the transport of construction material, their
reliability and disposability is of high importance; resource planning and maintenance
management systems help to keep track of (maintenance) schedules and thus to increase
availability and service life of vehicles and machines. Bearing these facts in mind, we think that
our case study organisation, which is providing mainly mobile services for the building and
construction industry in Germany, is appropriate. Moreover, as many German construction
logistics companies, the case study SME faces competition from eastern European countries
and has to optimise processes to increase efficiency of staff and to become more competitive.
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The particular SME was also selected due to already existing contacts of the authors with the
organisation, allowing easy access to management and operational employees.

3.1 Description of the Case Study

The case study company is located in Rhineland-Palatinate, Germany, and has six employees;
two in management (CEOs) and four operational workers (truck drivers). Main activities of the
company are excavation and earthwork, supplying of building material, pavement and
demolition works and garden design within a range of 100 km around their offices. The fleet of
cars encompasses 15 vehicles, among excavators, wheel loaders, caterpillars and trucks that
have to be maintained regularly and that form the backbone of the daily business. As all
processes rely on the availability and reliability of the cars, their maintenance is of key
importance.

The application of the first activity of the integrative framework to a real case study followed
the recommendation of Yin (2013, pp. 84) and Maimbo & Pervan (2005), resembles the
approach of Miles et al. (2013), and had four stages:

e Designing the case study protocol (section 3.2),

e conducting the case study (section 3.3),

e analysing the case study evidence (section 3.4) and

e developing the conclusions, recommendations and implications based on the evidence
(section 4).

The single stages — used to validate the theoretical construct of the framework — are described
in detail in the following sections. We end our paper with a discussion on the validity of our
integrative framework based on its partly operationalization.

3.2 Designing the Case Study Protocol

The research methodology integrates a structured case study protocol that guides in
conducting the case study (Yin 2013) and supports to address issues of both rigor and validity
in the data collection process. The protocol was upfront designed following the procedure
proposed by Maimbo & Pervan (2005) (see annex |). While the case study was conducted, the
proposed protocol was followed. The following subsections describe the case study's process
and results in detail. The procedure follows the seven sub-steps (see section 2.1) of activity 1
of our Integrative Framework.

3.3 Conducting the Case Study

To get a first impression on the daily work, a task observation and analysis (Kosiol 1976) was
proceeded; for this, one of the authors was accompanying a truck driver for 4 days. The a-
priori categories of objectives contained in this questionnaire were the result of:

a) main literature on business process (re-)engineering and management (e.g. Hommer &
Champy 1993; Gruhn & Wellen 2001; Turowski & Poustchi 2004; Aichele 1997,
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Darnton & Darnton 1997; Harrington et al. 1997; Staud 2006) and mobile business
(e.g. Kohler & Gruhn 2004; Lehner 2002; Schiller 2000) and

b) former analyses proceeded in the timeframe 2006-2009 at several German companies,
mainly of the chemical industry and the public sector, when one of the authors was
working as a product manager at “Rosberg Engieering Ingenieurgesellschaft mbH fiir
Automation” for mobile maintenance management systems at several German
companies in the chemical industry.

These objectives were completed with objectives that were identified during the task
observation and its analysis. For the final questionnaire, their hierarchy was constructed (also
based on literature review, see a)), leaving room for additional objectives in the semi-
structured interviews (see excerpt in Table 1 for the constructed questionnaire; full
guestionnaire in annex 2):

Key objective 1 Profit maximization
Basic objective 1.1 [Cost reduction
Process objectives:
Savings on machines by

Savings on personnell costs by

Savings on (maintenance)processes by
Savings on repairs by

Savings on material consumption by
Increasing availability of own machines by
Securing warranty claims

Other process objectives

Basic objective 1.2: [Increasing plant availability by x%

Process objectives:
Reduction of troubles by %
Reduction of system failures by
Other process objectives

Table 1: Excerpt of the questionnaire

Two workshops were subsequently held, executing steps 1-6 with the participants, using the
constructed questionnaire. During the workshops no additional objectives were mentioned by
the participants, indicating that the literature, working experience and task observation and
analysis proved to be appropriate preparation for building the questionnaire. The scheduling
of workshops was in all cases spontaneous with a lead time of one or two days as a longer lead
time led to postponements due to unscheduled workload. The workshops were conducted in
separate groups — one with the management (2 CEOs) and one with a worker (truck driver).
The visits took place early 2016, the workshops had an average duration of 2 hours.

10
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For step 7 a third workshop with the company's management and an external financial advisor
was performed. By this, the separate results from the two different groups were consolidated
and eventually agreed upon. During this workshop one of the authors presented the
determination of objectives in every single step. Objectives with high priority were discussed in
detail with the CEOs and the financial advisor. Objectives with low priority were omitted as the
CEOs and the financial advisor wanted to focus on objectives with the highest positive impact.
The advisor, although not involved in the process, confirmed the transparency of the
procedure as well as the achieved results, which accord with his findings to a great extent.

3.4 Results and Analysis

The outcomes of the semi-structured interviews with CEOs and worker can be summarized
and processed as follows.

3.4.1 Step 1-2: Determination and structuring of objectives

Table 2 shows the results of the two workshops for the determination of objectives. The
worker identified more process objectives than the CEOs. This implies that he sees more need
for optimisation than the CEOs. Here, the worker sees much more need for action than the
CEOs. The reason for this could be a constant information loss between the CEOs and the
workers, which is either not recognised by the CEOs or not always reported / confirmed by the
workers. In contrast, the CEOs identified the key objective “enhancing (the company) image”
which was not chosen by the worker.

Also the percentages for the quantitative objectives differed in some cases, but only to a
limited extent. Summarising the findings, the worker saw less potential in cost savings
regarding repairs than the CEOs. At the same time, he has identified additional cost saving
potential by enhancing the availability of machines, at maintenance processes and for the
material consumption. In contrast, the worker saw less potential to reduce the workload (20%
in comparison to 40% desired by the CEOs). In terms of the key objective “enhancing process
quality”, the worker generally saw a higher need for optimization than the CEOs, although
there are only slight differences for most process objectives. Note the difference in the process
objectives “efficiency of machines” (worker: 50%, CEOs: 30%) and “improving the planning
ability (calculability) of tasks”, where the worker sees a higher need for improvement (100% in
comparison to 70% mentioned by the CEOs). Also this difference indicates the different view
on current processes and related deficiencies. It seems that the worker sees himself strongly
affected by the unpredictable nature of task allocation.

11
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CEOs |Worker]
% %

Key objective 1 Profit maximization X [x

Basic objective 1.1 |Cost reduction X [x

Process objectives:
Savings on machines by 30[x |x| 25
Savings on personnell costs by
Savings on (maintenance)processes by x| 10
Savings on repairs by 50[x |x| 30
Savings on material consumption by x| 20
Increasing availability of own machines by x| 50
Securing warranty claims X |x

Key objective 2 Increased process quality X [x

Basic objective 2.1 |General support of processes X

Process objectives:
Enhanced task overview X |x
Reduction of information losses by 90|x |x| 100
Prevention of entry errors (validation documentation) X
Secure available knowledge X |x
Overview on "who, what, when" X
Predictive Maintenance X |x
Optimization of maintenance intervals X [x

Basic objective 2.2 t i Controlling / ing X [x

Process objectives:
Problems / troubles with machines X |x
Problems / troubles within processes X |x
Condition of machines X
Repairs of machines X |x
Tracking of tasks / processes X [x
Efficiency of employees X [x
Efficiency of machines X |x
Material consumption X |x
Inventory / stock X
Costs of machines X |x
Costs of employees X
Costs of processes X [x
Costs of material X |x

Basic objective 2.3 |Enhanced working conditions X

Process objectives:
Reduction workload of personnel by 40[x |x| 20
Compliance with regulations X |x
Increased work safety X [x

Basic objective 2.4 |Enhanced data availability X

Process objectives:
Ubiquitous data availability X
Seamless collection of data / information X

Basic objective 2.5 |Support of decision processes X [x

Process objectives:
Enabling data analysis X
Fast access to (all) necessary documents X
Complete verification documentation X [x

Basic objective 2.6 inimization of envi | effects X [x

Process objectives:
Compliance with environmental protection requirements X |x

Key objective 3 Reaching production targets X |x

Basic objective 3.1 |Optimisation of processes X [x

Process objectives:
Increased utilization of machines by 30[x |x| 50
Reduction of downtime of personnel by x| 100
Reduction of downtime of machines by x| 100
Reduction of process interruptions by 80[x |x| 100
Reduction of unnecessary work by 90[x |x| 100
Reduction of follow-up work by 90[x |x| 100
Reduction of duplication of work by 90|x |x| 100
Reduction of false tasks by 90[x |x| 100
Unambiguousness of tasks X |x
Increased predictability of tasks by 70[x |x| 100
Enhanced task planning X [x
Enhanced resources planning X |x
Enhanced coordination of personnel 50[x |x| 40
Increased productivity of employees by X
General improvement of operational procedures X [x
Reduction of paperbased documentation by X

Key objective 4 Improved Image X

Basic objective 4.1 |Increased quality of processed tasks X

Process objectives
Increased process quality X [x
Enhanced working conditions X
Minimised environmental impacts X |x

Legend:
X: Objective identified by participant as
relevant

%: numeric description of the quantitative
objective (best-case scenario)

Table 2: Management (CEOs) objectives and worker (truck driver) objectives shown together
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3.4.2 Steps 3-5: Analysing effects between objectives

In the next step, the effects or dependencies between process objectives were analysed as
described in section 2.1. As key and basic objectives are used only for structuring process
objectives, they have been omitted during the analysis. For each objective its strength of
effects is multiplied with the likelihood of its occurrence. The resulting (mathematical)
products are subsequently summed up for each objective in both the horizontal (so-called
"active value”) as well as in the vertical ("passive value") axis of the table.

The results of the steps 3-5 were two tables: one contains estimations of the CEOs and the
other estimations of the worker. As the interviews were proceeded separately and the
different participant groups (2 CEOs, 1 worker) had no possibility to discuss their assumptions
and estimations, the authors propose to keep the different target systems until step 7, where
the resulting target systems are merged. The resulting target-relation-matrices document the
effects between individual objectives (step 3).

Profit
Increased process qualit Reaching production targets
maximization P quality 8 P! 8 Improved
Image
Sup [Vimt Increased
Enhanced  [port |miz quality of
Optimisation of processes
General support of working | of [atio processed
Cost reduction processes Enhanced Controlling /Monitoring conditions _|deci [n of tasks

of work by

nvironmental impacts

Active

Problems /i

values

Savings on machines by

Savings on repairs by

Profit maxi
Cost reduct

securing warranty claims

Enhanced task overview
Reduction of information losses by
Secure available knowledge

Predictive Maintenance

General support of

processes

Optimization of intervals

Problems / troubles with machines
Problems / troubles within processes

Repairs of machines

nitoring

Tracking of tasks / processes
Efficiency of employees
Efficiency of machines

Material consumption

Increased process quality

Costs of machines

Costs of processes

8

Costs of material

Reduction workload of personnel by

Compliance with regulations

Increased work safety

Complete verification documentation

E = £ & |Compliance w. environ. protection require.

Increased utilization of machines by
Reduction of process interruptions by
Reduction of unnecessary work by

Reduction of follow-up work by

Reduction of duplication ofwork by
Reduction offalse tasks by
Unambiguousness oftasks

Increased predictability of tasks by

Reaching production targets

Optimisation of

Enhanced task planning
Enhanced resources planning
Enhanced coordination of personnel

General improvement of operat. procedures

Increased process quality

Improv

Minimised environmental impacts

of

Passive Values

Legend: Yellow marked fields: Objectives that were identified as relevant by management, but not by the worker
Green marked fields: Positive effects
Red marked fields: Negative effects

Table 3: Results of steps 3-5, CEOs” view
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Legend: Yellow marked fields: Objectives that were identified as relevant by worker but not by the management
Green marked fields: Positive effects
Red marked fields: Negative effects

Table 4: Results of steps 3-5, worker’s view.

3.4.3 Step 6: Preference-neutral prioritization

For the preference-neutral prioritization, the active and passive values have been calculated as

described in section 2.1 for each interview group. The CEOs and the worker were asked to

insert a vertical and a horizontal line that divides the identified objectives into four priorities

(A-D). To do so, they were asked to compare two objectives that are near to the centre of the

figure and to decide which of these objectives is more important than the other and then to

decide which priority the more important objective should get. Within three iterations

(management) and two iterations respectively (worker) the thresholds were defined.

The resulting dependency matrix of each interview group is shown in figures 5 and 6:

14



Determining the target system for mobile systems

146
"
Q
[%2)
4
<
o
<
Q_) 4 Increased process quality
126 C
20—
106
100
’General impflovement of operat.
prbcedures
@ Enhanced task planning
20
) B
Red. of process interrfiptions
Increased predictability of tasks
Red. workload of personnel ’E .
nhanced resources planning
60
60

.Ctrl. Costs of processes

@ Increased utilization of machines

Red. of unnecessary wdrk
Wm_m anced coordination ot

iency of machines

4

personnel

’Ctrl. Problems / troubles within
processes

B
(=]

C & effi
Red. of false tasks

Securing warranty claims 4 Ctrl. Costs of machines
@ Red. of follow-up work

L 4@ ctrl. Costs of material
Savings on repairs

>

Compliancew/ith regulations

.Ctrl. Problems / troubles with
machines

A,

@ Red. of information losses

@ Ctrl. Efficiency of employees

Predictive Maintenance

28 viinimised EIIVIIUIII!]EIILdI Illl’JdLE
Ctrl. Material consumpti

Increased work safety
Compliance w. environ.¢

protect. require. @ Optimiz. of maintenanc

) Ctrl. Repairs of machines

TFracking-of tasks—-
©O—Tracking-of tasks/processes

intervals P Complete verification

@ Unambiguousness of tasks

@ Secure duailable knowledge documentation
. vSaviBgs pn machines . . . 9 Enhanced task overview . Active ValL!e
-20 0 20 40 60 80 100 120

140

Figure 5: Objectives and their preference-

neutral priorities (CEOs)

15



Tamara Hégler, Johan Versendaal

00— g
Q
(%]
4 en. improvement of oper. procedures
< Increased procass quality
)
<
Q
e
[
156

(¥ Increased utilization of machines

4 Reduction of processinterfptions
# Enhanced fesourcesplanning

# Savings on machines 4 Reduction of unnecesshry work

Ind=ased predictability of tasks

ou #[Enhanced coordination of personnel
9 Reduction of information losses

# Reduction workload of personnel 4 Enhanced task planning

D # Reduction of duplicatiopf work B

# Problems/ troubleswithin processes
4 Reduction of follow-upwork
# Ctrl. Efficfency of machines

éumpl\an:ew@regula(iuns 4 Problems/ troubleswith machines
Reduction of fafgetasks by

4 Ctrl. Costsof processes #lrepairsof machines

# Reduction of dowrtime of machines

L 4
E:

eauction Di-anwnnmeu; personnel

ine: i Compliancew. environ. .
4 Savings on repairs & indezicd productivity of employess 4 Predictive Maintenance

4 Crrl. Material consumption
Securing warranty clsims 44 Ctrl. Costsof machines

4 Overview on “wha, what, when"

“# Tracking of tasks processes

# Optimifltion of maintanance intarvals

# Crrl. Costsof material # Enhanced raskgveniew
# Unambiguousnessoftasks

# Savingson [mainten )processes % Ctrl. Costsof employees. Fast accessto [all] nacessafy Conditionof machines
4 Enabling datz analysis + ocuments
# Reduction of administrative tasks # UbiquitoLs data availability ¢ Completeverification
Savings on material consumption4p # Minimised environmental impacts documentstion
Increasing availatility of own machines® g prevention of ey erfrs .

 [secure available =d ¥ datz Active valup
T T ¥ +—4 of pr T T <
-100 50 + 0 100 150 200

5
Enhanced working conditions

Figure 6: Objectives and their preference-neutral priorities (worker)

3.4.4 Step 7: Definition of the final target system

In the last step the final target system is defined by merging the existing target system of CEOs
and the interviewed worker and assigning final weightings to objectives. Table 5 gives an
overview on the objectives and their preference-neutral prioritisation (result of step 6). The
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main focus of the discussion was put on figures 4 and 5 as well as on table 5, which was the
basis for merging and consolidating the two target systems.

A comparison of objectives shows that prioritisation of CEOs and the worker correspond to a
great extent. It is obvious, that a complete documentation is a very important objective as the
preference-neutral prioritisation (table 5). The objectives “tracking of tasks & processes”,
“enhanced task overview” and “unambiguousness of tasks” have also been identified for both
groups as of high relevance and received very similar weightings.

Analysing the other objectives it becomes clear, that the worker has a higher information need
as his priority-A objectives focus mainly on a better data and document availability as well as
on a better overview on the assignment of tasks and the state of machines. From this we can
derive that the worker faces information losses and a lack of necessary information during his
daily work.

The CEOs focus on very similar objectives, but from another perspective. E.g. the “reduction of
information losses” has received the second highest weighting for objectives of priority A,
which supports the findings described in the previous paragraph (worker’s view). Five
objectives focus on enhancing monitoring and controlling, mainly of processes (“tracking of
tasks”, “troubles within processes”, “efficiency of employees”), but also of machine
malfunctions and repairs. The latter ones are both important factors for allowing a predictive
maintenance, which was also identified as a very important objective for the CEOs. The
objectives “unambiguousness of tasks” and “enhanced coordination of personnel” are
connected to the objective “better task overview” as the latter one is the prerequisite for a
better coordination.
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CEOs Worker
Objectives Active Value [Weighting JWeighting |Active Value |Objectives
Complete verification documentation 122 15% 17% 162 Complete verification documentation
Reduction information losses 112 13% 15% 141 Enhanced task overview
Tracking tasks / processes 95 11% 14% 138 Ctrl. condition of machines <
Ctrl. problems / troubles machines 83 10% 13% 128 Overview on "who, what, when" Zz
i Enhanced task overview 80 10% 13% 123 Tracking tasks / processes .é
"g‘ Unambiguousness of tasks 78 9% 10% 94 Unambiguousness of tasks &
& Ctrl. problems / troubles within process 74 9% 10% 93 Fast access to documents
Ctrl. efficiency of employees 50 6% 9% 92 Ubiquitous data availability
Predictive Maintenance 48 6% 20% 137 General impr. of operat. procedures
Ctrl. repairs machines 48 6% 19% 134 Increased process quality o
Enhanced coordination of personnel 48 6% 18% 128 Ctrl. problems / troubles machines ‘E
E Increased predictability of tasks 69 39% 17% 119 Enhanced task planning 2
:E Enhanced task planning 55 31% 13% 90 Ctrl. problems / troubles within processe &
& Enhanced resources planning 52 30% 13% 89 Reduction information losses
Ctrl. efficiency of machines 46 15% 20% 84 Predictive Maintenance
Secure available knowledge 33 11% 17% 70 Optimization of maintenance intervals
Compliance with regulations 32 11% 12% 51 Seamless collection of data
Optimization of maintenance intervals 25 8% 11% 47 Prevention of entry errors
Ctrl. costs of material 22 7% 11% 46 Secure available knowledge
Ctrl. costs of machines 21 7% 7% 27 Increasing availability of own machines
‘g. Reduction of follow-up work 20 7% 6% 26 Ctrl. costs of machines
'S Ctrl. material consumption 19 6% 6% 25 Enhanced working conditions
& Reduction of false tasks 19 6% 6% 24 Ctrl. material consumption
Securing warranty claims 18 6% 6% 24 Minimised environmental impacts
Increased work safety 18 6% 6% 23 Securing warranty claims ";
Compliance w. environ. protection requirem. 15 5% 5% 19 Reduction of administrative Tasks "g"
Minimised environmental impacts 11 4% 1% 18 Ctrl. costs of material a
Savings on repairs 5 2% 4% 15 Increased utilization of personnel
Increasing availability of own machines -6 -2% 2% 9 Ctrl. Inventory / stock
Increased process quality 45 28% 2% 9 Ctrl. cost of employees
General impr. of operat. procedures 31 19% 2% 9 Compliance w. environ. prot. requirem.
a Red. of unnecessary work 25 16% 0% 0 Savings on material consumption
2 Red. of process interruptions 22 14% 0% 0 Increased productivity of employees
.§ Red. of duplication of work 22 14% 0% -1 Reduction of downtime of personnel
& Ctrl. costs processes 17 11% -3% -14 Enabling data analysis
Reduction workload 5 3% -11% -46 Savings on repairs
Savings on machines -8 -5% -12% -50 Savings on (maintenance)processes
11% 83 Ctrl. repairs of machines
11% 83 Enhanced coordination of personnel
Legend: 10% 80 Ctrl. efficiency of employees
Yellow marked cell: 10% 77 Increased predictability of tasks
- objectives that were identified as relevant 9% 67 Ctrl. efficiency of machines
by management, but not by worker (CEOs' 8% 64 Enhanced resources planning
column) 8% 59 Reduction of false tasks
- objectives that were identified as relevant 6% 46 Reduction of unnecessary work a
by worker, but not by management (Worker's 6% 44 Reduction of duplication of work 2z
column) 5% 40 Reduction of process interruptions .é
5% 35 Reduction of follow-up work &
Priority A: Very important objective 4% 33 Compliance with regulations
Priority B: Important objective 3% 20 Ctrl. costs of processes
Priority C: Less important objective 2% 18 Increased work safety
Priority D: Least important objective 2% 15 Reduction of downtime of machines
2% 13 Reduction workload of personnel
0% 2 Increased utilization of machines
-2% -14 Savings on machines

Table 5: Comparison of results (preference-neutral prioritization)
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Both CEOs Worker
< Complete verification documentation Ctrl. efficiency of employees Ctrl. condition of machines
E Tracking tasks / processes Predictive Maintenance Overview on "who, what, when"
_E Enhanced task overview Ctrl. repairs machines Fast access to documents
& Unambiguousness of tasks Enhanced coordination peronnel Ubiquitous data availability
=
.‘g Enhanced task planning Increased predictability of tasks General impr. of operat. procedures
& |Enhanced resources planning Increased process quality
£
.2
5. |Reduction info. losses
g Ctrl. problems / troubles machines
S |ctrl. problems / troubles within process

Legend:
Yellow marked cell: Mixed priority: Objective received
- objectives that were identified as different priority

relevant by management, but not by
worker (CEOs' column)

- objectives that were identified as
relevant by worker, but not by
management (Worker's column)

Table 6: Merged priority A and B objectives of CEOs and worker

During the feedback loop workshop the CEOs and financial advisor discussed the results. They
have been asked by one of the authors to merge objectives for “A” and “B” prioritization. As
they recognized the importance of their own but also of the worker’s high priority objectives,
they agreed on the following consolidation of priorities of objectives with A or B priority:

e Priority A for objectives, that are relevant for the CEOs AND the worker (column

“Both” in table 6)
e Priority A for objectives, that have priority A for the CEOs OR the worker
e Priority B for all other objectives.

The resulting final target system is shown in table 7. It will be used by the CEOs as starting
point for the definition of requirements of an ideal resources planning system (with focus on
mobile processes) and in a later stage for the support of the decision making process on which
system to implement.

Priority A Priority B
Complete verification documentation Enhanced task planning
Tracking tasks / processes Enhanced resources planning
Enhanced task overview Increased predictability of tasks
Unambiguousness of tasks General impr. of operat. procedures
Ctrl. efficiency of employees Increased process quality

Predictive Maintenance

Ctrl. repairs machines

Enhanced coordination peronnel

Ctrl. condition of machines

Overview on "who, what, when"

Fast access to documents

Ubiquitous data availability

Reduction information losses

Ctrl. problems / troubles machines

Ctrl. problems / troubles within process

Table 7: Final target system
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4 Conclusions, Recommendations and Implications

In this paper the authors applied the definition of the target system as part of an integrative
framework for determining the economic impact of ICS using the example of mobile
technologies, which was described in detail in section 2.1. This validation was carried out
through the practical case in a German SME (building industry) described in this paper which
was in its first stages of deciding whether to implement a mobile resource planning system.
The main results of the applied procedure for defining a target system were presented in
section 3.4. Defining the prioritised target objectives in the context of the German SME proved
to be usable: we were conveniently able to a) defining a priori objectives and a resulting
questionnaire through among others literature and task observation and analysis, b) holding
workshops in identifying and prioritising objectives, and c) validating and consolidating results
in a separate workshop with CEOs and an external financial advisor.

In order to improve validity of the integrative framework, further implementations in practice
are necessary in other branches and for different kinds of applications. Further case studies
are planned within some research projects, specifically the German projects BigDieMo1l and
Mittelstand 4.0 Stuttgart and the EU-funded project PERMIDES, which are currently in the
preparation phase. In addition, the proposed methodology for defining a target system can be
applied to different kinds of target systems, not only in the field of mobile IT as presented in
this paper as it is a generic approach based on the Analytical Hierarchy Process which is used
for decision-making processes in general. The authors are aware that for validating the
complete integrated framework from the very beginning of a project until the first monitoring
stage (e.g. after 2 years after implementation), more case studies and longitudinal data
collection is needed.

1 For more information see: https://www.ksri.kit.edu/news 1765.php
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Annex 1: Upfront case study protocol
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It is generally accepted that ICT & ICS are an integral part of most businesses. Also accepted is that many of these systemsare ineffective
and under-utilised, but in most cases it is less a shortcoming of the implemented technologies but the lack of business/IT alignment and
appropriate evaluation methodologies. To close this gap, it is proposed that a new way of evaluation and alignment between IT and
business is necessary —a so-called socio-technical approach. The proposed Integrative Approach starts from the very beginning in a user-
centric way and allows to identify critical success factors (both human and technical ones) that lead to a better business/IT alignment.
The research aims to address the application of the first activity of the Integrative Approach —definition of a target system —in practice
ata German SME in the building sector.

A triangular and qualitative-quantitative research approach is followed, including a literature study, previous workshopsand a
questionnaire that will be used during interviews.

Operational task observations: in order to learn the SME's operations several days the tasks of one or more employees are to be
observed. The subsequent interviews will follow the procedure proposed by Miles and Huberman (2013): Collect data (interviews with 3
separate groups: blue collar(s), management and external financial advisor). Structure data (following steps 2-6 of the proposed
procedure for defining the target system); this should also done in association with the interviewees. Reduce data (step 7).

Selection of cases:

As most research is done within large enterprises, SMEs are chosen as research field. Maintenance processes are chosen as the author
worked for years as product manager in the field of Mobile Maintenance Management. The selected company was chosen as good
contacts already existed and the company is aiming at enhancing its processes.

Number of cases: 1

The contact to the company management is established via private relationship to the company.

4 days of task observation, 2 visits of the management (1 visitfor interviews, 1 for discussion of results (together with financial advisor)
and definition of further steps to be taken)

1 interview of financial advisor

1 interview with truck driver / employee / worker

4 separate days for task observation, per subsequent interview 1 hour in average

Laptop, Excel file
A questionnaire will be used during interviews, allowing also to add additional objectives that are not given by the questionnaire

Steps 2-6 of the 1 activity of the Integrative Framework (in association with the interviewees):
- set up of goal hierarchy

- analysis of effects (dependencies) between objectives

- estimating strength of effects

- assessment of the likelihood of effects

- preference-neutral prioritization

Step 7:

- reduce objectives to final target system

Definition of an a-priori list of objectives (see annex 2):

- Objectives related to “cost reductions”

- Objectives related to “process quality”

- Objectives related to “monitoring & control”

- Objectives related to “working conditions”

- Objectives related to “decision processes”

- Objectives related to “environmental impact”

- Objectives related to “processes”

- Objectives related to “quality of work”

Triangulation of data as follows:

- 4 days observation of tasks of employees (truck driver)

- 1 workshop with management (2 CEOs)

- 1 workshop with employee (truck driver)

- 1 workshop with management and external financial advisor

- Suggested merging of outcomes

Only one source of data (data gained during interviews) will be used as no further documentation or similarexists.
Triangulation will be achieved by including all identified objectives into 1 table and taking average values of (steps 3-5)
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Annex 2: Questionnaire

Key objective 1
Basic objective 1.1
Process objectives:

Basic objective 1.2:
Process objectives:

Profit maximization
Cost reduction

Savings on machines by

Savings on personnell costs by

Savings on (maintenance)processes by
Savings on repairs by

Savings on material consumption by
Increasing availability of own machines by
Securing warranty claims

Other process objectives

Increasing plant availability by x%

Reduction of troubles by %
Reduction of system failures by
Other process objectives

Key objective 2
Basic objective 2.1
Process objectives:

Basic objective 2.2
Process objectives:

Basic objective 2.3
Process objectives:

Basic objective 2.4
Process objectives:

Basic objective 2.5
Process objectives:

Basic objective 2.6
Process objectives:

Increased process quality
General support of processes

Enhanced task overview

Reduction of information losses by

Prevention of entry errors (validation documentation)
Secure available knowledge

Overview on "who, what, when"

Predictive Maintenance

Optimization of maintenance intervals

Other process objectives

Enhanced Controlling /Monitoring

Problems / troubles with machines
Problems / troubles within processes
Condition of machines

Repairs of machines

Tracking of tasks / processes
Efficiency of employees

Efficiency of machines

Material consumption

Inventory / stock

Costs of machines

Costs of employees

Costs of processes

Costs of material

Other process objectives

Enhanced working conditions

Reduction workload of personnel by
Compliance with regulations
Increased work safety

Other process objectives

Enhanced data availability

Ubiquitous data availability

Data availability 24/7

Realtime data collection / availability
Seamless collection of data / information

Other process objectives

t of decision pr

Enabling data analysis

Fast access to (all) necessary documents
Complete verification documentation
Other process objectives

Minimization of environmental effects

Compliance with environmental protection requirements
Other process objectives

Key objective 3
Basic objective 3.1
Process objectives:

Reaching production targets
Optimisation of processes

Increasing utilization personnel by
Increased utilization of machines by
Reduction of downtime of personnel by
Reduction of downtime of machines by
Reduction of process interruptions by
Reduction of unnecessary work by
Reduction of follow-up work by

Reduction of duplication of work by
Reduction of false tasks by
Unambiguousness of tasks

Increased predictability of tasks by
Enhanced task planning

Enhanced resources planning

Enhanced coordination of personnel
Increased productivity of employees by
General improvement of operational procedures
Reduction of paperbased documentation by
Reduction of administrative tasks by

Other process objectives

Key objective 4
Basic objective 4.1
Process objectives

Improved Image
Increased quality of processed tasks

Increased process quality
Enhanced working conditions
Minimised environmental impacts
Other process objectives
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Abstract

Personal data of consumers has become a highly valuable resource in e-business. Tech-
nologies like smartphones, social networks or search engines help to access, collect and
monitor an almost infinite amount of data about consumers. In this environment the
traditional notice and consent principle seems insufficient for effective privacy protec-
tion. Awareness and control are constituting parts of an effective privacy management.
This paper investigates how privacy awareness is supported in mobile business. Due to
the critical privacy situation in this field, several third-party privacy enhancing mobile
apps emerged beside the OS functionalities. The paper explores what information objects
these awareness enhancing apps provide. Based on a detailed analysis of 19 apps, a set
of 11 information objects is identified that contributes to 4 dimensions of privacy aware-
ness. The findings show that the OS mainly focus on transparency regarding permission
systems, that users can obtain more information about the use of their data by using
specialized apps and that some dimensions of privacy awareness are almost not sup-
ported and open for research as well as the development of new solutions.

Keywords: Mobile Apps, Privacy Awareness, Mobile Business, Privacy Apps

1 Motivation

The amount of data collected and captured increased rapidly in the last few years and
will keep rising even faster in the future (Buhl & Miiller, 2010). The success of companies
like Google Inc. and Facebook Inc. that collect, store and use a massive amount of data
illustrates the increasing importance of data as a valuable business asset (Buhl, 2013).
In conflict with this growing amount of data used in business processes are the privacy
concerns of consumers (Alt, Militzer-Horstmann & Zimmermann, 2015), who start to
worry about who has access to their data (Spiekermann, 2012).
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In parallel, the technical development of smartphones and the amount of people who
own and use a smartphone on a daily basis is also fast increasing (Jin, Yoon & Ji, 2013).
Due to its broad applicability, high processing capacity and almost permanent usage,
smartphones and their applications (mobile apps) are a suitable tool for gathering per-
sonal information about their user (Sutanto et al., 2013). However, the collection and
capturing of data is often not transparent, because the existing infrastructure (e.g. 10S,
Android) with its monopolized app repositories (Mylonas, Kastania & Gritzalis, 2013) and
limited permission systems provide only a minimum of information and influence for the
users.

In mobile business, this low trust and rising concerns should be a warning signal as laid
out in a study by IPSOS (2012a) where only 55 percent of British Internet users trusted
companies with their personal information online and 78 percent of the respondents
reported to avoid using specific smartphone apps. The missing transparency of the data
use is an important factor as illustrated by a study of the Pew Internet Project on Mobile
Privacy and Data Management. The results showed that 30 % of the users had unin-
stalled an already installed app, due to its collecting of personal information that they
did not want to share (Computer & Internet Lawyer, 2012). Another survey has analyzed
the 50 most used mobile apps from the iTunes Store and Google Play Store and found
that many of these apps transmit data like the phone ID or the current location to the
app developer and even to third parties (The Wall Street Journal, 2010). With the in-
creasing presence of multimodal sensors in mobile phones, environmental and user-
centric sensor data of unprecedented quantity and quality can be captured from and
reported by a possible user base of billions of mobile phone subscribers worldwide
(Christin et al., 2011). At the same time, smartphones and tablets are still often poorly
secured (Network Security, 2014). A global survey by Accenture shows that 54 percent
of the surveyed 1,000 participants worry that using smartphones will erode their privacy
(Accenture, 2010).

The current situation calls for a higher privacy awareness, which gives users sufficient
information to actively control their privacy level based on their preferences and desired
privacy level. This need for more privacy awareness and corresponding knowledge was
identified by several app developers who provide privacy enhancing apps that help the
consumer to get more privacy relevant information about their mobile phones and the
used apps.

The aim of this paper is to provide an overview of the current mobile privacy situation,
to analyze what kind of additional information a user can obtain through the usage of
privacy enhancing mobile apps and to derive certain fields where the OS provider or
other parts in the ecosystem need to adapt in order to enhance the transparency for the
user. The research questions of this paper are (R1) What kind of information are availa-
ble for the user through the usage of privacy applications that are not provided by the
0S; (R2) How does this information fit into the dimensions of privacy awareness?

The remainder of this paper is structured as following. In section 2, privacy awareness
in the mobile context and the related literature is discussed. Section 3 resumes the work
from Au et al. (2011) and compares the three most relevant mobile OS Windows, An-
droid and iOS regarding their privacy handling. Section 4 contains the analysis of privacy
enhancing mobile apps first from a broad perspective and then in more detail for the
Android OS. Section 5 presents the identified information object that a user can obtain
through the usage of privacy enhancing mobile apps and discusses implications for OS
and app providers. Section 6 summarizes the key findings and limitations of this paper
and suggests directions for future research.
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2 Privacy and Mobile Business

In a first step, a literature review about the constituting elements of privacy awareness
and the role of mobile Apps and OS was conducted. Following the approach of von

Vi

Brocke (2009), based on the relevant basic concepts of “Privacy”, “Privacy Awareness”
and “Mobile Apps” combinations of the key words “privacy”, “awareness”, “app(s)”,
“mobile”, “permission”, “OS” were used for a structured search within the databases
Ebsco, IEEE and Google Scholar. In general, only a limited number of papers with rele-
vance for the R1 and R2 was identified and research about mobile apps that support
privacy awareness seems scarce. Following Cooper (1988), this literature research
helped to identify central issues in existing research outcomes for the presented analysis
in this paper.

Clarke (2006) defines privacy as follows: , Privacy is the interest that individuals have in
sustaining a 'personal space’, free from interference by other people and organisations”.
Furthermore, privacy can be divided into four interpretations: Privacy of the Person, Pri-
vacy of Personal Behavior, Privacy of Personal Communications and Privacy of Personal
Data (Clarke, 2006). Whereas the last two are maybe heavily harmed by mobile applica-
tions.

The general need for more privacy is answered by different approaches, such as Digital
Forgetting (Karla, 2010), Privacy by Design (Shapiro, 2010) or Data Property Rights (Les-
sig, 2006). Current solutions in mobile business often apply so-called privilege or per-
mission systems, but a major issue is the definition of the right amount of permissions.
Several researchers work on methods to measure (Geneiatakis et al., 2015) and handle
(Han et al., 2014) such privileges. Besides permissions, identity management systems
are also discussed as solutions for better privacy protection. Some researchers, such as
Enck et al. (2014), also developed technical solutions for analyzing the access and distri-
bution of data to third parties. A study by Mylonas et al. (2013) shows that users often
trust official app repositories and that security controls are not enabled or users disre-
gard security during selection and use. The adoption of security and privacy enhancing
apps not only increases with negative experiences by users (Okazaki, Li & Hirose, 2009),
but also with higher awareness and trust (Han, Wu & Windsor, 2014). In 2011, Passerini
(2011) discusses the difficulties of striking a balance between privacy issues and oppor-
tunities by mobile tools and apps.

Stach and Mitschang (2013) reviewed android based privacy approaches and conceptu-
alized an own Privacy Management platform. This research was a good basis for this
paper but the reviewed approaches where mostly scientific prototypes that focused on
hardware and needed a rooted system. Next to those innovative and but rather concep-
tual approaches there are several app developers who implemented apps that enhance
the privacy of the user. The privacy apps from independent providers are more flexible
and put the user demand in the center. They also often go further than just fixing the
permission problems and introduce new privacy related features such as a risk indicator,
virus protection or code analysis for showing what happens with the user data in a
broader context. These privacy awareness apps advertise with slogans like “Be a know-
it-all to your device's safety with privacy alerts” and “[...] take back control of your pri-
vacy!” However, there is still no research analyzing the existing privacy awareness appli-
cations, the mobile OS features and the corresponding privacy-related information a
user gets and which influences the privacy awareness. Winkler and Rinner (2012) de-
fined four levels of privacy awareness where the privacy level is higher when the user
knows more about the system that is a danger to his or her privacy, based on the exam-
ple of video surveillance. Following this conceptualization of privacy awareness, the user
needs to know as much as possible about potential privacy threats. A high level of pri-
vacy awareness also requires some sort of warning for the user if new privacy threats
come up. Mentioned by Konings et al. (2013) the main approach in privacy management
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is often only the control of certain privacy threats but privacy awareness is a precondi-
tion for privacy decision making and therefore for effective privacy management by us-
ers or service providers.

The performed literature review provided no concepts or measuring methods for eval-
uating privacy awareness. However, based on existing research four dimensions for
measuring privacy awareness in R2 can be identified (see Figure 1). One dimension is
the Permission dimension which is often discussed in the context with smartphones and
their permissions to access data (Geneiatakis et al., 2015; Hoffman, 2013). Awareness in
this context means, that the user knows what kind of information can theoretically be
accessed by certain applications, tools or people. The second dimension is the actual
Requested Data. Enck et al (2014) discussed and analyzed this dimension with their
TaintDroid app, which analyzes what kind of information is communicated to the out-
side. The third dimension is Consumption, which deals with the purpose of the data col-
lection. Awareness means that the user knows why the data is collected and how it is
used (Cavoukian, 2012). This requirement is also included in the European Privacy Di-
rective. The fourth dimension is Self-profiling. Awareness means that the user knows
his own behavior and how it is connected to the other dimensions. The mismatch of the
stated interests and the actual behavior is often called privacy paradox and discussed by
Norberg et al. (2007).

Figure 1: Dimensions of privacy awareness

Winkler and Rinner (2012) included three of these dimensions (without self-profiling)
into an examination of awareness levels in the context of video surveillance. The col-
lected data and permission dimension is mentioned in level 0 and 1 where the user gets
information about the possibility of video surveillance and the locations where the data
is collected. The consumption is addressed in level 2 where the user knows about the
purpose of the camera.

The importance of privacy awareness is also recognized by the mobile OS providers. The
OS providers constantly update their privacy protection features to meet with market
and user requirements, resulting in increases as well decreases of transparency and con-
trol. Au et al. (2011) analyzed smartphone permission models of the different operating
systems in 2011 and pointed out basic functionalities. More recently Google introduced
the new Android 6.0 version where they remodeled their permission system and now
offer the user more control. This was also a reaction to the displeasure of many Android
users which also resulted in many Privacy Apps violating the marketplace rules that
needed a “rooted” android system to give users the control they asked for (Hoffman,
2013). Providers of privacy apps and mobile OS providers are working in parallel to an-
ticipate the privacy demand of users and develop solutions to address that need. OS
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providers have the better options for enforcing privacy protection by features or stand-
ards, but are also limited by the need to attract app creators that finance the platform
and often build their business model around the obtained user data.

3 Privacy handling of different OS

As a first step for answering R1 the functionalities of mobile OS related to privacy aware-
ness are examined. Since Au et al (2011) have already compared different OS with regard
to their permission system, their research was used as a basis and enhanced for the
purpose of this paper. The analysis of this paper was performed on the three OS: An-
droid, iOS and Windows who together cover a market share of 99,3% (see Table 1). Since
Android 6 introduced a brand new permission system, the old and new system are in-
cluded to highlight the advancement.

os i Android _ iOS Windovys 10
s Android < 6.0 Android 6 mobile
Detail of Permis- High High Medium Medium
sions /Complexity
Point in time for Installation Runtime when Runtime when Not specified
granting permissions needed needed
Revoking Permis- Uninstallation of For each app and Single and Single and
sions the whole app each application global possible global possible
possible
Permissions Detailed permis- Detailed permis- Medium de- Medium de-
» sion system and in- | sion system with tailed permis- tailed permis-
o formation when in- | insight at any time | sion system sion system
2 stalling with some in- with some in-
% sight at any time | sight at any time
@ | Requested None None None None
5 | data
8 | Consumption None App Developer can | Request at Request at
g explain why he is runtime and runtime and
Q requesting data in | user can only user can only
Q runtime but it is not | guess about the | guess about the
(] . .
2 binding. reason by the reason by the
< situation situation
Self-Profiling None None None None
Available Awareness | 19 Apps that focus | 16 Apps that focus | 3 Apps thatare | None
Apps in the respec- on giving infor- on giving infor- also available
tive AppStore mation about the mation about the for android (Leo
privacy status. privacy status Privacy Guard,
My Permissions
and Privacy Fix)
Available Control Apps that hide Apps that hide Apps that hide Apps that hide
Apps in the respec- data, manage data, manage data, manage data, manage
tive AppStore passwords, secure | password, secure password, se- password, se-
VPN-Connections, VPN-Connections cure VPN- cure VPN-
block advertise- or block advertise- | Connections or | Connections or
ments or revoke ments block advertise- | block advertise-
permissions with ments ments
rooted system

Table 1: Overview of privacy features in mobile OS

All three OS implement some kind of sandboxing which isolates the apps from each
other and the rest of the system (Au et al., 2011). To access certain resources, the app
needs a permission, which is handled differently by the OS.
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For third-party apps, Android distinguishes between normal permissions like setting the
time zone that are automatically granted by the system and dangerous permissions, for
example the ability to read the contacts that the user has to grant the app explicitly
(Android Developers, 2016). Prior to Android 6, the user had to grant all needed permis-
sions when installing the app. It was a take it or leave it concept where the user could
not get anything in between. Being the biggest point of critique of Android’s permission
system this concept was changed. Android 6 introduced the runtime permission system,
which means that users will grant certain permissions when needed. And when they
decide not to grant the permission the app is still usable just without the functions that
need the permission. The user is also enabled to revoke granted permissions later on
which was not possible before and resulted in many rooted systems where workarounds
were implemented. Dangerous permissions are packed into groups and if a permission
is granted, always the entire group of permissions will be granted.

Apple introduced certain permissions into their iOS that are called during the runtime.
Before Android 6 this was a clear advantage for Apple. Some of these permissions can
be revoked later on. The biggest problem for iOS is that it still lacks a complete permis-
sion system as Android has. First, there is no complete list of permissions the iOS uses
and second, the permissions that exist are not as fine-granular as the android permis-
sions and therefore do not give as much information as its competitor.

Microsoft’s Windows 10 mobile has the smallest market share of the three OS. The per-
mission system is not as extensive as Android’s but the user can grant permissions at
runtime and can revoke them later in the privacy settings. Confusingly, some permis-
sions are asked for when installing the app, making this approach a hybrid one.

The improvement of the permission systems from 2011 shows that the critique from Au
et al. (2011) and many others (e.g. blog author’s, app developer) was fruitful and lead
to a change within all three market leaders. Especially the turnaround of the Android OS
from being the one with much critique for the permission system to the one with deep
transparency methods is a remarkable step. The many third-party apps that offered ex-
actly this level of transparency and control over the permissions in the app store may
also have supported that decision. In the context of privacy management, the function-
alities from this OS and the functionalities from third-party apps also often complement
each other.

Next to the permission system the OS have other characteristics that influence the pri-
vacy of the user. Apple and Microsoft have a verification process for the submitted apps
which ensures a minimum level of security and correct development whereas Android
misses such a process. The high amount of apps in the Android-Store is also influenced
by the easy and free publishing process for the app developer. The general technologies
and functionalities that are provided by the three OS are very similar which results in
similar privacy risks for the user. Examples are the usage of the internet, location-based
services communication tools and the like.

The support of the awareness dimensions is quite similar between the 0S. Remarkable
is that they offer no functionalities for the Self-Profiling and Requested Data dimen-
sions. Android below 6.0 offered only little in terms of the Permission dimension
whereas the Android 6.0 offered very detailed information. In the Consumption dimen-
sion, again Android below 6.0 offered no possibility to enhance the awareness, whereas
Android 6.0 enables the developer to give optional information about the purpose. In
Windows and iOS, the user can only guess and derive a purpose from the point in time
at which he or she is asked for granting a permission.
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4 Analysis of mobile privacy applications

4.1 Methodology

With Android being the platform with the biggest market share and the platform for
which the most privacy apps are available the following analysis focuses on mobile apps
for the Android OS. Based on the identified need for information in the four dimensions
of privacy awareness, a first key word based search for apps that inform a user about
privacy aspects was performed on the Google Play Store. A combination of the following
key words was used: “privacy”, “management”, “inspection” and “information”. For the
resulting list of apps, an additional backward search was applied by an analysis of the

section about related apps to identify additional apps.

From the resulting list, only those apps which focus on informing the user about certain
privacy-relevant issues were included into the next step of the analysis. That means se-
curity apps which only provide a password functionality or just focus on anti-virus func-
tionalities were excluded. Another criterion was the availability of sufficient descriptions
about the functionalities, so that a test could be performed.

Since the research was done over a period of one year the new Android 6 version was
released during this time. Because of the big change of the permission management
many applications that were based on it got obsolete or had to change. In order to get
insights about the impact on mobile apps and changed or new functionalities the search
was performed again.

The analysis of the 19 apps included three steps. First, the information in the Google
Play Store was analyzed and documented. Second, the app was installed on a mobile
device (Samung Galaxy S3). Third, the functionalities of the app were tested and the
provided information was documented and crosschecked with the descriptions in the
Google Play Store and also if available with the website of the app developer. After these
steps, two experts went through the documented information and grouped them into
information objects. The grouping itself combined similar pieces of information into one
information object. If a piece of information was not fitting into an existing information
object, a new one was created. This resulted in 11 different information objects (see
columns in Table 2).

4.2 Analysis of mobile applications

Table 2 introduces each analyzed app. It can be observed that most apps have high
download numbers (> 100.000) and high user ratings (for detailed information on down-
load numbers, ratings and source links see Appendix I). This supports the assumption
that mobile users have an interest in privacy related issues. Therefore, they are looking
for apps that promise more insights. Figure 2 provides some examples of how the apps
may look on the smartphone when installed.

Figure 2: Examples (from left to right aSpotCat, Clueful Privacy Advisor and Leo Privacy Guard)
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1 LBE Privacy Guard
(06/03/2012, deleted) X | X X
2 Privacy Scanner for Facebook X
(12/09/2013, deleted)
3 F-Secure App Permissions X X
(30/04/2014, deleted)
4 Privatsphare Monitor
(14/11/2013) XXX X
5 App Ops
(03/02/2014) X X X
6 Clueful Privacy Advisor
(11/05/2014) X | XX XX
7 Permission Master — Xposed X
(05/10/2014)
8 SRT Privacy Inspector
(10/10/2014) X X X XX X
9 PrivacyFix
(06/01/2015) X XXX
10 | SnoopWall Privacy App X X
(23/02/2015)
11 | Privacy Advisor
(05/03/2015) X | XX
12 | Permission Friendly Apps
(21/03/2015) X | X X
13 | aSpotCat (24/07/2015) X X X
14 | MyPermissions- Privacy Shield X X X
(29/09/2015)
15 | OpenView Mobile - Permission
(07/11/2015) X | X | X X
16 | Bitdefender Mobile Security &
Antivirus X X X X
(24/12/2015)
17 | LEO Privacy Guard X X
(25/01/2016)
18 | SteelWorks Advanced Permis-
sion Manager X X X
(27/01/2016)
19 | McAfee App Privacy Advisor
(11/01/2016) X X X

Table 2: Information clusters to which the analyzed mobile apps contribute

The analyzed apps fit with their core functionalities and main purpose into one of the
following groups. First, some apps just display the already available information from
the Google Play Store in a more convenient and user-friendly way (e.g. aSpotCat). Sec-
ond, some apps provide additional information and connect with a server where infor-
mation from different sources is accumulated (e.g. Clueful Privacy Advisor). Third, some
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apps have a different stated purpose such as password management but include useful
privacy-relevant information as an aside (e.g. Leo Privacy Guard).

Most of the analyzed apps focus on the permissions of the other installed apps. This is
due to the restricted permission system for Android < 6.0 apps which follows an “all or
nothing”-principle and makes it difficult to find out what permissions an app has after it
has been installed. However, besides this permission-related information there are apps
with special information objects. All of the identified information objects are presented
in the next section (see Table 3).

Despite the fact that some of the permission focused apps like the Clueful Privacy Advi-
sor or aSpotCat have given, also some more information like a risk score for certain per-
missions, certain applications or the whole system with all its apps, almost no app which
has focused on giving information about permissions has been updated after the release
of Android 6. On the comment site of the My Permissions — Privacy Shield app at least
the developer stated that they are planning for changes accordingly to the new permis-
sion system.

5 Privacy related information in Mobile Business

The following section summarizes the results from the OS (section 3) and app analysis
(section 4). First, the identified available information objects for privacy awareness are
discussed for answering R1. The list of information objects is an artefact that may be
used as a reference in further research when analyzing or implementing future apps or
0S. Second, the dimensions of privacy awareness from section 2 are reviewed and the
support of these dimension through OS and apps is presented for answering R2. The
four dimensions together with the mapping of the information objects reveal some
shortcomings. Third, possible directions for enhancing the privacy awareness by means
of current technologies and research are discussed.

5.1 Information objects

Table 3 presents the identified information objects from section 4 with examples of the
type of information that is generated for the user.

The identified information objects show that third-party apps can indeed complement
the OS with functionalities that enhance the privacy awareness of the user. For example,
some apps visualize the security log so that the user can see what kind of permission
was used at what time. Other apps recommend different security setting for specified
apps to increase the privacy level. There are also apps that analyze if third-party re-
sources are used, that recognize social media links or that even try to estimate a financial
value of shared social data.
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Information Description Example
Object
Granted Per- Information about the permissions aSpotCat gives the user information that a cer-
missions an individual app has tain application has the permission to deter-
mine its location.
Risks of Per- More information on the single per- | The Clueful Privacy Advisor tells the user that
missions missions, especially information the permission to read contact details is a per-

about the privacy risk of each per-
mission

mission with medium risk.

App grouping

Grouping of the apps by different
factors like functionalities, risk ra-
tings etc.

SteelWorks Advanced Permission Manager
can list all applications that can make a direct
call to a telephone number.

Risk of Apps A calculated risk score for single The Clueful Privacy Advisor tells the user that
apps based Whatsapp is an app with a medium risk.
System Pri- An overall privacy score for the The LEO Privacy Guard gives the user an
vacy Level whole system of the user overall privacy score from zero to 100.
Privacy Re- Detailed information about certain LBE Privacy Guard gives the user information

lated Events

privacy relevant actions.

about what app has used what permission at
what time. For example Whatsapp determined
the location 10 minutes ago.

Recommenda- | Recommendations for changes in The McAfee App Privacy Advisor recommends
tions certain settings either of single app | the user to change the skype settings so that
settings, OS settings or even social | skype does not use your location.
media settings.
Third-Party Li- | Analyses if the apps use certain The SRT Privacy Inspector gives the user in-
braries third-party libraries for marketing or | formation what kind of marketing libraries a

analyzing the user’s behavior.
Information about mobile apps and

certain app uses to get the in-app adds.
The MyPermissions- Privacy Shield gives the

Social Media

Links known social media platforms and user information that a certain application has
networks. a link with the user’s Facebook account.
Social Media Information about what kind of data | The PrivacyFix App analyzes the information
Sharings the user shared on social media the user posted in certain social networks and
platforms and who has access to it. | shows who has access to it on the basis of the
user’s settings.
Data Value Information about the value of cer- The PrivacyFix App calculates a value of the

information the user shared in certain social
networks. For example, the shared data on Fa-
cebook is worth 10 $.

tain data that was shared by the
user or collected by a third-party
app.

Table 3: Identified information objects

5.2 Support of privacy awareness

The identified information objects can be matched to the privacy dimensions introduced
in section 2 (see table 4). The information objects Privacy Related Events and Social Me-
dia Sharing refer to actual data requests or queries and therefore help the user to an-
swer the question what data is actually collected or requested. The information objects
Granted Permissions, Risks of Permissions and App Grouping all refer to certain permis-
sions of the apps. These information help the user to understand to which extent an app
can access the mobile phone. The information objects Third-Party Libraries and Social
Media Links address the data consumption and possible contacts that can use the data.
The information object Recommendations gives the user information about what to
change in his or her behavior or in his or her settings which is part of the Self-Profiling
dimension. The Data Value also put in the Self-Profiling dimension because its main pur-
pose is to reflect his decisions from an economical perspective but it can also be argued
that it is part of the data consumption dimension because it says something of the usage
of the data and the value for a third-party player. The remaining two information objects
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Risk of Apps and System Privacy Level represent aggregated information and can be en-
hanced by information objects from the other dimensions. However, in the analyzed
apps the scores where mainly based on the permission dimension.

Description Matching infor-
mation objects
Summarizes and displays information about the rights that the cus- e Granted permis-
S tomer and the service provider (often in form of the app) have in sions
‘w £ | their relationship (e.g. the service provider has the permission to e Risks of permis-
é’ S| know your location). Provides a structured view of all given permis- sions
= X | sions with different sorting and search options. Also includes the cal- | o App grouping
o culation of certain risk levels and risk scores that allow a bench-
marking with other devices or users
. | Summarizes and displays information about the actual data that is e Privacy related
® + | requested or captured by apps and services (e.g. the user’s location events
28| or the user’s contacts). Provides what information the service pro- e Social Media
& ?2 viders know about the user. Sharings
Summarizes information about the actual data consumers (e.g. app e Third-party li-
& c providers, third-party advertisers) and about the way they use the braries
0 .2 | data (e.g. for giving location based advertisement). Provides infor- e Social Media
"; 2| mation about potential third-party users and gives information to Links
® § evaluate the relevance and kind of services they offer. Furthermore e (Data Value)
0 % gives information about the purposes the data is used for and along
with that the effects which certain actions of the user could have.
. Summarizes and displays information about the behavior of the user | ¢ Recommenda-
5 him- or herself. Provides information about possible contradictions tion
82 between user preferences or statements and actual handling (e.g. e Data Value
« = | the user could say that he or she does not want to share his or her
3 location but installs and uses many apps that require location infor-
mation). Also gives the user feedback of the value of his or her data.

Table 4: Privacy dimensions and available information objects from apps

The analysis illustrates that the information objects support the different awareness di-
mensions to a different degree. The permission dimension is covered by many apps
which give more detailed information. This was also the dimension which was relatively
well-covered by the OS. That indicates that generating information along this dimension
a) has a strong demand and b) is possible with the actual technologies. The other dimen-
sions are not that well-covered and have many blind spots for the user. Researchers and
developers should put more attention on how to support these dimensions. The nature
of these dimensions also calls for the introduction of additional information resources
outside the mobile phone, such as service providers that state the purpose of the re-
guested data or monitoring tools that show which marketing services are making use of
the provided data. New technologies might also enhance the covering of these dimen-
sions. There are several existing methods for generating additional information future
apps or new OS versions could use.
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Figure 3: Dimensions of privacy awareness and available information

Regarding the Self-Profiling, there are methods for a better assessment of the value of
personal data (Feijéo, Gdémez-Barroso & Voigt, 2014; Li et al., 2014; OECD, 2013). These
methods can be adopted for personal data in the mobile context and implemented in
future apps in order to get more and better information about the value of the user’s
personal data. Letting the user state his disclosure preferences and comparing them
with his actual behavior is the key for further improvement of the Self-Profiling. The
needed technologies are available and should be used more widely in the future. Re-
garding the Data Consumption more research and collaboration between user and ser-
vices provider seem necessary. Because it is not possible with the current infrastructure
to physically track the personal data along with the whole data consumption, the Data
Consumption dimension is difficult to address. One possibility is to include and motivate
the service providers to provide information on how the user’s data is handled, on why
they are using the data and on the involvement and activities of third parties (Domingo-
Ferrer et al., 2014). This proactive published information may increase the trust of cus-
tomers and improve the company image, and can be documented by certificates or seals
from third parties that document the following of privacy related rules (Domingo-Ferrer
et al., 2014). The Requested Data dimension is again difficult to address by the app de-
veloper alone. It is necessary to observe which app accessed what information at what
time. Furthermore, the communication over all the possible channels needs to be mon-
itored so that the apps cannot share information unnoticed. A general monitoring tool
anchored in the OS seems to be the best possible way to do this without giving a third-
party app full control over the whole system.

5.3 Directions of app and OS development

During the writing of the paper the version 6 of the Android OS was released, which
provides an opportunity to observe the impact on the available privacy enhancing apps.
Sufficient information about the permissions were not available at first, afterwards pro-
vided by the analyzed apps and finally introduced in the OS itself. The three stages are
summarized in Figure 4.
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Figure 4: Evaluation stages of the support of privacy awareness

With the release of Android 6, not many apps have changed or new apps were released
in the following months. One reason might be the required time for the development in
the often community based development groups, but also the still incomplete under-
standing what functionalities users are looking for to increase their privacy awareness.
Most of the providers didn’t react on the impact of Android 6 in their app description,
only one app provider stated that they are working hard on giving the user functionali-
ties that go beyond the new functionalities of Android 6.

Since the apps and the OS always complement each other with functionalities, the de-
velopment of the OS itself (see section 3) is also important for the future situation of
mobile privacy management. Section 3 illustrates that Android took a big step into the
direction of supporting privacy awareness. Together with its very detailed permission
system the additional awareness and control features will make the privacy manage-
ment easier for the user. Windows and iOS are a little bit behind because of the lack of
such a detailed permission system, but there are also much less third-party apps that
complement the OS features.

6 Conclusions

This research provides a first systematical analysis of privacy related mobile apps and
the type of information they provide for users. The high download numbers of the ana-
lyzed apps and also the recent developments of the Android OS show the increasing
interest of the market and users for such a comprehensive view. The findings show, that
following the concept of privacy awareness more information than the permission sys-
tem of mobile OS is necessary. The performed analysis identified 11 information objects
(R1) in four dimensions that contribute to privacy awareness (R2) in mobile business.
However, the existing OS and Apps offer only selected information and a comprehensive
view is missing. The identified dimensions and information objects provide a first frame-
work for a function based analysis of privacy awareness and may be used as a reference
in further research.

The findings also illustrate, that the support of privacy awareness still seems in its in-
fancy and is focused on protecting the user against the apps. The issue of a balance be-
tween protection and opportunities in mobile business and the perspective of the ser-
vice providers is not discussed in detail. With respect to the literature review a lack of
interdisciplinary research can be observed. First, many papers focus on technologies
that protect the user from giving away data, while research about technologies that sup-
port a transparent and consent data use seems to be in the minority. Second, the value
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of data and a value based exchange of personal data is not discussed in relation to re-
quired technologies and the business value as well as necessity of such data are ne-
glected. Both directions call for more interdisciplinary research, which combines the
economic, legal and technological perspectives on privacy awareness and control.

For the development of future privacy awareness functionalities, the findings of this pa-
per provide some insights regarding the necessary information for increasing the trans-
parency. Researchers may use the findings of this research for the investigation of the
requirements of privacy awareness and control. Because the insights derive only from
the mobile domain, similar studies of desktop apps or social network apps could be per-
formed and used to develop a general concept for information demands of privacy-
aware users. A next step of the presented research will be an analysis of the options to
increase transparency and how this enhanced transparency can be used to improve con-
trol. There are already apps that revoke permission rights and it would be worth explor-
ing how other aspects could be influenced by the user. Supporting systems like coordi-
nation platforms for permissions rights or identity management systems may also ben-
efit from more transparency and could be used to monitor the delegation of specific
tasks by the users, thus supporting the adoption of such solutions.

Obviously this research has also some limitations. First, only a limited amount of Android
apps was examined and more apps should be analyzed to uncover more information
objects or to support the identified one. Second, the discussion on new technologies
only gives a first direction and an in-depth analysis of current technologies should be
performed in a next step. Third, the grouping should be repeated with a larger amount
of experts and users to verify the grouping and to add usefulness and requirement di-
mensions.
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Appendix
Nr | App Rating x/5.0 | Downloads URL
1 LBE Privacy 3.0 100,000 — (deleted)
Guard 500,000
2 Privacy Scanner 4.3 100,000 — (deleted)
for Facebook 500,000
3 F-Secure App 4.1 100,000 — (deleted)
Permissionn 500,000
4 | Privatsphare Mon- 4.3 1,000 — 5,000 | https://play.google.com/store/apps/de-
itor tails?id=com.think_android.securitymonitor
5 App Ops 3.9 100,000 — https://play.google.com/store/apps/de-
500,000 tails?id=com.findsdk.apppermission&hl=en
6 Clueful Privacy 4.2 100,000 — https://play.google.com/store/apps/de-
Advisor 500,000 tails?id=com.bitdefender.clueful&hl=e
7 | Permission Master 3.8 5,000 — 10,000 | https://play.google.com/store/apps/de-
— Xposed tails?id=com.droidmate.permaster&hl=e
8 SRT Privacy In- 3.7 10,000 — https://play.google.com/store/apps/de-
spector 50,000 tails?id=de.backessrt.privacyinspec-
tor&hl=e
9 PrivacyFix 4.2 1,000,000 — https://play.google.com/store/apps/de-
5,000,000 tails?id=com.avg.privacyfix&hl=e
10 SnoopWall Pri- 3.9 50,000 — https://play.google.com/store/apps/de-
vacy App 100,000 tails?id=com.snoopwall.privacyapp&hl=en
11 Privacy Advisor 4.3 5,000 — 10,000 | https://play.google.com/store/apps/de-
tails?id=com.ashampoo.privacy.advisor
12 Permission 4.4 100,000 — https://play.google.com/store/apps/de-
Friendly Apps 500,000 tails?id=org.androidsoft.app.permis-
sion&hl=e
13 aSpotCat 4.3 100,000 — https://play.google.com/store/apps/de-
500,000 tails?id=com.a0soft.gphone.aSpotCat&hl=e
n
14 | MyPermissions - 4.0 100,000 — https://play.google.com/store/apps/de-
Privacy Shield 500,000 tails?id=com.mypermissions.mypermis-
sions&hl=en
15 | OpenView Mobile 3.3 100,000 — https://play.google.com/store/apps/de-
- Permission Man- 500,000 tails?id=com.ovmobile.ap-
ager popslauncher&hl=en
16 Bitdefender Mo- 4.4 1,000,000 — https://play.google.com/store/apps/de-
bile Security & An- 5,000,000 tails?id=com.bitdefender.security&hl=en
tivirus
17 LEO Privacy 4.3 50,000,000 — | https://play.google.com/store/apps/de-
Guard 100,000,000 tails?id=com.leo.appmaster&hl=en
18 | Advanced Permis- 3.7 100,000 — https://play.google.com/store/apps/de-
sion Manager — 500,000 tails?id=com.gmail.heagoo.pmaster&hl=en
SteelWorks
19 | McAfee App Pri- 4.4 10.000 — https://play.google.com/store/apps/de-
vacy Advisor 5.0000 tails?id=com.mcafee.advisory
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Abstract

Ranging from customer service to board presentations, tablets increasingly penetrate
the customer advisory process. Past research on mobile banking solutions focused on
their potentials in an educational setting, on the advisory process, or on the design of a
tablet solution in the retail banking sector. However, little research exists on the impact
of tablets on the advisory process in private banking. We qualitatively examined the
changes in the advisory process caused by the introduction of tablets in private
banking. To that end, we describe the case of a Swiss Private Bank, which introduced
tablets into its advisory process and underwent the transformation from a paper-based
to a tablet-supported customer counselling.

Keywords: Mobile Banking, advisory process, tablets, hybrid customer interaction,
case study
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1 Introduction

Customer interaction is dynamic and diverse due to the application of innovative
technologies (Brenner et al. 2014). In particular, merging of the digital and the physical
world caused by the convergence of different technologies and electronic services
such as smartphones, tablet computers (“tablets”) and the social web leads to new
ways of customer interaction (Leimeister, Osterle & Alter 2014). According to Birch
(2012), the tablet is an important device to shift the interaction to a new level: “the
tablet is really where we will begin to see this convergence. It has PC-like real estate
with mobile-like ubiquitous connectivity” (Birch 2012, 1). The large screen and the low
price supported fast adoption of this technology for operating purposes at banks.
Ranging from customer service to board presentations, tablets are used indifferent
situations. For example, Union Bank has started deploying tablets for operating
purposes in 2011. The tablet, which is larger than a smartphone, but lighter than a
laptop, provides an easy and fast way to access documents and gives customers quick
loan information. It replaces folders and paper worksheets at meetings and enables
taking notes and entering information in real time (Adams 2011). The question arises
of how the tablet influences the advisory process.

Until now, research on tablets has focused on areas such as the business workspace
(e.g. Harris, lves & Junglas 2012), the educational situation of CIOs (e.g. Bonig 2011),
the dialogue setting between doctor and patient, the advisory process with regard to
the potentials tablets offer (e.g. Biernat 2014; Nueesch, Puschmann & Alt 2014; Adams
2011), or the design of a tablet solution (e.g. Ruf et al. 2015a; Ruf, Back & Weidenfeld
2015b). However, little research exists on the implication for the advisory process, on
best practice of embedding tablets into an organization, or on the impact on the
customer advisor’s work in the private banking industry (Nueesch, Puschmann & Alt
2014). In this paper, we describe the changes of the advisory process of a Swiss Private
Bank caused by the introduction of tablets. From 2011 to 2014, we studied how the
Swiss Private Bank embraced the complexities of implementation and obtained
knowledge on how the bank embedded the technology in its organization and how
that influenced the advisory process. This paper qualitatively analyzes a tablet-
supported advisory situation from the perspective of the customer advisor in private
banking and compares it to the previous paper-based advisory situation. We address
the following research questions: How does the tablet influence the advisory process
from a relationship manager’s perspective and how does the tablet-supported advisory
situation differ from the paper-based process.

First, we consider related research regarding tablet-supported customer advisory
situations. Second, we analyze the specific case of a Swiss Private Bank to investigate
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the impact of tablets on the customer advisory process in practice. Following analysis,
we discuss the limitations of this study and provide an outlook on future research.

2 Related Research

In this section, we discuss the relevant theoretical background pertaining to the
advisory process and to the value realized through a tablet-supported advisory
situation, and provide an outlook on initial changes in the advisory process in a retail
banking context.

Tablets are defined as information systems (IS) (see Silver, Markus & Beath 1995). The
key elements of IS are people (persons that use the tablets), business processes
(activities which are integrated and processed through tablets) and information
technology (including software). Atkinson (2008, 2) defines tablets as “a form of
mobile personal computer with large, touch-sensitive screens operated using a pen,
stylus, or finger”. According to Pitt, Berthon and Robson (2011), tablets exhibit some
differences to traditional PCs. First, mobility: a tablet is easy to carry, fits into a bag and
is quickly turned on. Second, presentation: in comparison to a laptop screen, a tablet
screen is smaller, but, however, larger than a smartphone without being too heavy.
Third, interaction and navigation: the touchscreen enables the users to navigate with
their fingers.

2.1 Customer Advisory Process

Customer interaction relates to the processes between a company and its customers
(Vandermerwe 2000), in which they share information in order to jointly solve specific
customer needs (Dezinger 2010). Thus, customer advisory is “one interactive,
collaborative information channel, available to an individual seeking assistance in
reaching investment decisions” (Nussbaumer et al. 2009, 5). Based on several existing
models of the advisory process in general (see Stryker 2011, Sadler 2001, Lippitt &
Lippitt 1986, Keizer & Kempen 2006), the advisory process can be divided into six
major phases: initiation (preparing the meeting), profiling (determining the target
situation based on the customer’s needs), concept (developing a solution based on the
customer's situation and requirements), offer (presenting and discussing the specific
offer), implementation (implementing strategies into product portfolios)
and maintenance (monitoring and updating the customer's requirements and
optimizing strategies) (see also Nueesch, Puschmann & Alt 2014).

Financial advisory is a longstanding strategic priority of the private banking industry
and an important competitive differentiator (Schwabe & Nussbaumer 2009, Collette et
al. 2015). Competitive differentiation can be achieved through an individualized

advisory, which however is a complex process. Technology can facilitate this process by
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standardizing it and, thus make it more efficient and effective (Schwabe & Nussbaumer
2009; Buhl & Kaiser 2008). Our focus in this paper lies on the tablet as a salesperson-
customer-shared technology, i.e. technology actively used by both customer and
salesperson during the advisory (see Ahearne and Rapp 2010), and its effect on the
advisory process from initiation to maintenance. The reason we focus on a
salesperson-customer-shared technology lies in the present and future importance of
a personal relationship in private banking (see e.g. KPMG 2015, Capco 2015, Capgemini
2015). The tablet solution, which is described in this paper, could not be used as pure
self-service or “customer-centric” technologies due to its complexity (e.g. the
simulations are not self-explanatory).

2.2 Initial Changes in the Advisory Process in the Retail Banking Context

A previous paper from Nueesch, Puschmann and Alt (2014) provides general insights
about the major implications of the use of tablets on the advisory process in a retail
banking context. However, it does not describe the changes along each advisory
process step.

Implications on sequence. The customer takes a more interactive role in the advisory
meeting. The process is no longer an inquiry-response process.

Implications on the number of process steps and on the automation of the process. All
data are presented on the device. During the meeting, all information is immediately
documented and archived. The documentation of the advisory meeting does no longer
require a separate step.

The question arises of how the tablet influences the customer advisory process at each
step. In section 4, we analyze that impact in more detail and describe the changes
along each process step, before we compare the results to the paper-based advisory
situation.

3 Research Methodology

This paper is part of a design science research project (see Hevner et al. 2004). Design
science research aims to create and subsequently validate solution-oriented artefacts
(methods, reference models, etc.).

In order to determine the qualitative impact of a tablet on the advisory situation and
the working processes of customer advisors, we chose a case study approach. This
method is particularly appropriate for exploratory research because the circularity of
the research process allows for necessary redefinitions of concepts or adjustments of
data collection methods in line with relevant findings (Yin 2003). The unit under study,
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the Swiss Private Bank, was selected because the investigators had intimate knowledge
of the bank’s initial situation. The investigators served as an innovation partner during
a three-year project (2011-2014) which aimed for developing and implementing the
tablet-solution at the Swiss Private Bank. The project documents including workshop
protocols on the tablet’s design requirements and scope as well as presentations and
project-related progress reports were the data sources used to describe the changes of
the advisory process and the transformation of the bank. This source was
complemented by open-ended in-depth interviews (duration of each interview: 45
minutes) with five customer advisors as well as with a vice president from the Swiss
Private Bank. The five customer advisors interviewed were change agents entrusted by
the bank to support the implementation of the tablets in the advisory process. These
change agents had a well-founded understanding of the solution with all its positive
and negative aspects. The interviews took place at an early stage of the transformation
process to allow for necessary adjustments. The interviewees received the interview
guidelines beforehand via e-mail, together with information concerning the goal of the
case study and the use of data as suggested by Myers and Newman (2007). The
interviews were led by two interviewers to ensure comprehensiveness and to increase
the validity of the field notes. The interview documents and interviewer notes were
iteratively analyzed and interpreted during the data collection process (Eisenhardt
1989). The questionnaire used a three-point Likert scale (1) ,low”, (2) ,intermediate”,
and (3) ,high” (thesis-like questions; e.g. the integrated customer information provides
a more holistic view and therefore the customer becomes more tangible (needs, goals,
etc.)) as well as open questions. Two conditions were compared: the paper-based
customer advisory process (without tablet) and the tablet-supported advisory process.
The open questions focused on the effects of tablets on the advisory process itself and
on the handling of the device by the customer advisor. The questionnaire was
structured along the project goals like uniform branding, customer interaction,
fulfilment of legal and compliance requirements, and standardization of the advisory
process.

4 Introduction of Tablets into the Customer Advisory Process
at the Swiss Private Bank

4.1 Initial Situation — Decision to Implement a Tablet-Supported
Customer Advisory

The Swiss Private Bank specializes in asset management and related services for
private and institutional clients. As a traditional private bank, it has focused so far on a
personal, paper-based customer contact without any technological support during the
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advisory situation. Internal as well as external key drivers made a transformation in the
direction of digitalization necessary. Therefore, the Swiss Private Bank decided to
modernize its advisory situation by introducing tablets. The decision to introduce this
technology as opposed to personal computers or laptops was motivated by the
distinctive characteristics of tablets (see chapter 2).

The Swiss Private Bank started the transformation project at the end of 2011. It was
decided to implement the iPad and to use iOS. The Swiss Private Bank’s tablet solution
focused mainly on Swiss customers. The transformation project was organized as an
innovation project that involved more than fifty co-workers and comprised an
innovation budget (external costs) of four hundred days of development. The Swiss
Private Bank’s transformation process is still ongoing. Considering the target return on
investment of three years, the investment is profitable. In 2014, about 120 customer
advisors used the device in a customer advisory situation. The aim of the project was
to implement a standardized and holistic advisory process and to support different
phases of the process with a tablet solution, as illustrated in Figure 1.

Initiation Profiling Concept Offer Implementation Maintenance
Initial customer Positioning in the Creation of risk Proposal for overall Operationalization Assessment of
contact right phase of life profile solution of the contract compatibility of
investment proposal and
Identification of Structuring of needs - Subsequent . i market development
= Creation of Customer reporting

customer needs

Clarification with
compliance

Analysis of last
customer contacts

Activities/Subprocesses

Identification of
Cross-/Upselling
Potential

Goal formulation

Determination of
restrictions

Consolidated client
profile

investment profile

Simulation of best
solution

Creation of
Investment proposal

negotiation

Settlement of
contract

Documentation of
client meeting

Determination of
further advisory
potential

Archiving

Further enquiry for the competence centres

Partly tablet-supported process steps I:'

Figure 1: Customer advisory process of the Swiss Private Bank

Legend:

Mainly paper-based process steps I:|

Mainly tablet-supported process steps

The device supported only the most consulting-intensive process steps of the
customer-bank-interaction. This was a decision made by the project management
team with regard to the limited budget and in accordance with a cost-benefit-
calculation.
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4.2 Functionality of and Requirement for the Mobile Banking Solution
for Private Banking

To achieve the goal of a holistic advisory, the integration of the device into the existing
IT architecture of the Swiss Private Bank was required. The Swiss Private Bank
decoupled their back-end from their front-end applications by using service-oriented
front-end architecture. The back-end system was modularized and an integration layer
(interaction engine handling data and workflows) linked the front- and back-end
systems. Each step on the tablet was buffered in the front-end system. The tablet
solution was designed as an app, which allowed fast implementation of new services
on the device. The app included four main functionalities for serving the customer:

Dashboard. The entry page of an advisory session was the dashboard. The dashboard
included different entry points (wealth balance sheet, risk profile etc.) that provided
insights into the customer’s financial situation and served as starting points for the
advisory situation.

Wealth Balance Sheet (WBS). The WBS provided a holistic view of the customer’s
financial situation. It gave an overview of the assets and liabilities for internal as well as
for external bankable assets and liabilities.

Risk profile. The advisor had the possibility to analyze the customer’s portfolio based
on the risk profile. It gave an overview of the specific risk tolerance and calculated if
the customer goals matched with the current financial situation. The risk profile also
included the investment horizon as well as the investment structure.

Investment proposition. The Swiss Private Bank’s tablet solution was able to
automatically generate fully customized investment propositions (based on model
portfolios). The investment proposition, i.e., the customer received a solution to sign,
was the main element of customer advisory. Furthermore, items included in the
investment propositions automatically complied with legal requirements (e.g. Fidleg
and Mifid Il).

Each functionality of the tablet solution had to provide an added value (cost-benefit
ratio) over the paper-based advisory. An automatically generated investment
proposition, a risk profile and WBS providing a holistic view on the customer’s financial
situation was considered a benefit. In contrast, an automated goal analysis or event-
based simulations could be useful, but they offered no additional benefit in relation to
the costs of their implementation. In addition, the complexity of the functionalities of a
tablet solution appeared to be critical. On the one hand, the customer can only handle
a certain complexity. Therefore, simple functions seemed to be more useful than, e.g.,
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complex simulations. On the other hand, simplification of some functionalities remains
limited by compliance requirements.

4.3 Impact on the Advisory Process at Each Step of the Process

For the introduction of tablets, the standardization of the advisory process was a
prerequisite. However, since both processes occurred at the same time, they could not
to be considered and analyzed as being sealed off from one another. What could be
done, though, was to compare the paper-based and the tablet-supported processes
and to identify alterations which were due entirely either to the tablet implementation
(tablet-specific changes (TS)) or to process standardization (process-specific (PS)), or to
a combination of both. In the following, we examined those changes first by looking at
the process as a whole, and then by examining the different process steps separately.

Due to the implementation of tablets, the Swiss Private Bank was able to implement a
standardized advisory model and a new pricing model. Approximately a sixth of the
customers are now willing to pay for advice because of the improvements in the
advisory situation. Twenty-three percent of the advisory mandates were repriced due
to the elimination of margins of retrocession.

As part of the expert interviews, we discussed the differences of a paper-based
compared to a tablet-supported advisory situation from a qualitative point of view.
Generally, the advisors agreed that the device provided a better user experience due
to more transparency concerning the products and a higher degree of involvement of
the customer. Additionally, the advisors were more motivated in the tablet-supported
advisory situation because of less tedious paperwork. On the other hand, the tablet
guided the advisor only partially through the process, because not each step of the
advisory process was tablet-supported (see Figure 1). This led to a certain confusion
regarding when it was appropriate to use the device or paper and what to do in case
the tablet broke down. These uncertainties had to be addressed through special
training.

By analyzing the advisory process together with customer advisors, we could evaluate
the impact of tablets on each process step. The results are visualized in Figure 2
(paper-based advisory situation) and 3 (tablet-supported advisory situation) and
subsequently interpreted in Table 1.

52



Before Meeting

Meeting 1 (t)

Between meeting

Paper-based:

Meeting 2 (t+1)

Between meeting 2 Meeting n (t+n) After Meeting
1and 2 and n
s - Implemen- .
Initiation Profiling Concept Offer tgtion Maintenance
Customer Customer Agreement Customer Customer
|, Subsequent |- Agreement
negotiatio Settlement of
— Goal ___Creation of contract
Advisor formulation risk profile 1' Advisor | Advisol Advisor
. Creatlon of Settlement of gz Assessment of
Initial customer | P.Oilttloﬁlmg Hfl lt'I}e investment contract Operational- compatibility
11 ase of life izati
contact gnp profile Creation of new ization of the of investment
H : roposal for contract proposal and
Structuring of Simulation prop 8 Docu-
; : overall solution i market
Identification of needs of best mentation devel
N £ client evelopment
customer needs — solution Proposal for ot cn
Identification of ] overall meeting ;
Cross-/Upselling Creation of j solution S S;S(E;?;er
Clarification with Potential Investment — D(’C‘llcmelfltatlon Archiving - i eportin, g
i of clien Documentation
compliance S proposal .
Determ;na-tlon of | ] meeting of client yo :
restrictions meeting Determination of
Ll Documentation further advisory
Analysis of last Consolidated client of cli.ent potential
customer contacts profile meeting
Legend:
Mainly

Figure 2: Paper-based advisory process

PC-supported process steps

Mainly paper-based process steps |:|

53



Tablets Penetrate The Customer Advisory Process

Tablet-based:
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As Table 1 shows, we could identify the following mutations of the advisory process
brought by the device (see also Figure 2 and 3):

Before the meeting. With the dashboard, the advisor had an overall view of all data
(customer data as well as further advisory potential). In case some data were missing,
the customer had the possibility to provide them digitally. The advisor could actively
engage with the dashboard, which provided all the necessary financial information.
Each step could be traced back. An automatic completeness monitoring ensured that
all necessary data were entered.

Meeting 1. With tablet support, the process steps initiation, profiling, concept, offer,
and implementation took place during one meeting. Without tablet support, a
minimum of two meetings were required (see Figure 2). In the interim between the
two meetings, the advisor prepared the investment proposal in order to discuss it with
the customer in a meeting 2. At this point, we saw the greatest efficiency gain: the
reduction of the number of meetings and the time between the meetings. Another
advantage was the device’s allowing for more customer interaction. Paper-based, the
advisory was more of an inquiry-response process. In contrast, with the tablet the
advisor adapted the process to the customer’s specific needs and ensured a stronger
interactive collaboration towards the solution, e.g. via the touchpad.

The investment proposition was automatically generated based on a model portfolio,
which allowed for a customization of the solution. The portfolio was aligned with legal
and regulatory requirements. Before implementing tablets, the advisor was
responsible for assuring the portfolio’s alignment with legal requirements, a task he
had to accomplish between the customer meetings. The automation of this step was
another efficiency gain. Furthermore, the transparency of the customer’s investment
situation by means of a target-performance comparison served to individualize the
advisory and to adapt it to the customer’s specific needs. The device supported the
automatic fulfilment of the customer’s requirements (targets were electronically
stored, prioritized and quantified, which allowed for the matching of the investment
proposition with the customer’s requirements) and allowed at the same time to adapt
the solution to the customer’s performance. Better cross- and upselling possibilities
arose due to different investment propositions and the overall view on the customer’s
data (based on the WBS). With a tablet the advisor was able to successively generate
investment proposals until the customer’s needs were satisfied. Without a tablet, the
customer advisor had to arrange another meeting (meeting n), so that he had the time
to generate a new investment proposition.

The device provided transparency and a holistic view of products and customer data.

The interviewed customer advisors agreed that the customer participated in the
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solution process and could rely on being advised the right way because he saw each
step of the advisory process. Therefore, the customer’s acceptance of the investment
proposition was higher because he saw the shift in the variance analysis (e.g. on
position level). Furthermore, customer and advisor had access to the same data, which
strengthened trust in the advisory solution. The customer advisor was more efficient
because both the digital documentation of the meeting and its operationalization took
place during the meeting. This led to the reduction of the number of meetings and the
time between the meetings.

After the meeting. Operationalization was followed by maintenance. During the
maintenance phase, the customer advisor monitored if the implemented solution
developed according to plan and analyzed whether there was a requirement for
another advisory meeting. This phase did not involve customer interaction.

5 Summary

We investigated the changes of the advisory situation caused by the implementation
of tablets into the advisory process of a Swiss Private Bank. Our analysis was based on
interviews with the responsible change agents who described how the advisory
process was changed by the application of tablets compared to the previously used
paper-based approach. In this study, we found the greatest efficiency gain for the
customer advisor, i.e., the reduction of the number of meetings and the time between
the meetings. The introduction of tablets was associated with comprehensive
reorganization of the advisory approach, which enabled the Swiss Private Bank to
implement a new pricing model and a standardized advisory model.

In general, the most important aspect of a tablet-supported advisory is the
understanding how to involve the customer in the solution building. Guidance on
tablet use is therefore important. By means of tutorials, the customer advisors have to
be educated in the use of the new devices, especially regarding the question of how
and when the tablet should replace paper-based advisory, which was a cause of
uncertainty in the beginning. Apart from that, further research in this field is required
placing the changes for the customers at the focus.

6 Limitations and Further Research

Within the constraints of the present paper, we prioritized the outcome of the
transformation over the transformation process itself. The introduction of tablets into
advisory situation altered the advisory process but could have modified also the
enterprise architecture. This would be equally interesting to practitioners and should
be a topic of further research.
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The limited number of the interviewed change agents in this study in addition to their
specific roles in the implementation process might have led to a bias in favor of the
technology they were supposed to promote. Apart from validating the views of the
interviewed change agents through more extensive interviews and surveys among
advisors, further research will have to determine the level of customer acceptance of
the new technology. Another important step would also be to quantify the effect of
tablets in the advisory process, for example, by measuring the number of contracts
signed and the overall revenue development (e.g. sales increase, kind of products sold,
etc.). Furthermore, the implementation of a tablet-supported advisory needs to be
analyzed in other industries in order to verify and possibly generalize our first results.

In this study, we compared the tablet solution with the established paper-based
approach. However, another aspect that needs to be addressed by further research is
the difference in customer experience between an advisory setting using a tablet or a
PC or laptop. Most of the advantages brought by the use of tablets should also apply to
a situation in which a laptop is used. According to Bonig (2011), there seems to be
some agreement that tablets offset some of the disadvantages of laptops in an
interactive setting; however, we need studies quantifying and directly comparing the
effects of the use of laptops and tablets in an advisory setting to be able to precisely
delineate the distinctions between their effects and formulate practical guidelines.
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Abstract

We apply latent semantic analysis (LSA) to understand how media discourse and
cognition about smartphones evolved over time. LSA is a useful method to take
advantage of large amounts of available text, discern meaning within the text, and see
how meanings change over time, across the media coverage in the sector. We explain
the theory of LSA, the process, and apply it to a dataset of over 83,000 media articles to
create a semantic model of document and word meanings. We measure how groups of
documents differ and then visualize how the discourse changes over time. We find that
LSA is useful for measuring how discourse shifts across this broad set of data. In our
empirical case, we find that smartphone discourse went through four distinct periods,
with different dynamics of transition and stability. These characteristics suggested
particular theoretical bases which LSA is also well suited to examine.

Keywords: Latent Semantic Analysis, Smartphones, Text Analysis

1 Introduction

In December 2006, the elites of the business and political worlds were “addicted” to
their “Crackberries.” Society knew what a smartphone was - a rather bulky mobile
phone with a keyboard for email. However, 2007’s iPhone launch introduced a radical
new design and a redefinition of the collective cognitive frames regarding the
smartphone. By 2013, smartphones were for “apps,” keyboards were virtual on a
capacitive touchscreen, and the formerly leading handset companies, Motorola, Nokia,
and Research In Motion, were sold. The emergence of a dominant smartphone design
in the early 2000s, and the subsequent transition to a new design were not just
changes in technology, but the collective technological frames about the category
(Orlikowski & Gash 1994). Changes in technology and markets are accompanied by
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changes in understandings of what the technology is, how it is used, and where it is
going (Orlikowski & Gash 1994).

Traditionally, collective cognition has been studied either qualitatively, with some
complex manual coding (e.g. Gamson & Modigliani 1989), or archivally with word
counts and frequencies (e.g. Fiss & Hirsch 2005). However, qualitative methods are
limited by the volume of text. Counts presume that words have consistent meanings
and ignore synonyms.

We are faced with this question: how can we better understand shifts in collective
cognition about technology, quantitatively and at a large scale? Our approach is to
apply a series of analyses based on Latent Semantic Analysis (LSA) (Landauer,
McNamara, Dennis, & Kintsch 2006) to study discourse. LSA’s vector space model of
word meaning can be used to compute distances between sets of text, which is
theorized to approximate the meanings of the text. We use these distances to visualize
and analyze how aggregate media discourse chances over time.

In this paper, we show how LSA can be used to study large volumes of text, preserving
more of its meaning, and providing insights by comparing different texts. We first
discuss LSA theoretically, and overview how to perform an analysis. We then apply LSA
in the case of the development of smartphones as a context in which to demonstrate
LSA-based analysis and interpretation. We build a semantic space, and use the
distances of texts in a heatmap to visualize how media discourse shifted over the
period from 1992-2010.

2 LSA Theory

Latent Semantic Analysis (LSA) attempts to model human cognition through mapping
the meaning of language (Landauer 2006). Theoretically, LSA’s model of meaning
inference via word association has been claimed to correspond to the human language
acquisition process (Landauer 2006). Word meanings are gathered primarily from
relations to other words, not by looking up terms in a dictionary. As people encounter
new concepts, they try to understand them in terms of concepts and language they
already know. The language acquisition process is implicitly a communication process.
Word associations are created by the writer or speaker, not the reader, thus this
process is also one by which meaning is spread through groups.

LSA analyzes word usage patterns and theorizes that co-occurrences between groups
of words have implies some sort of common meaning. LSA processes a large set of
documents, and based on word co-occurrences, identifies the similarity and
differences between texts (terms or documents) in terms of these appearances.
Because words with similar meanings are theorized to be used in similar contexts, with
other similar words, LSA theory suggests that this approach captures hidden meanings,
and thus, is a semantic approach based on latent word meaning, rather than a lexical
approach based on specific words or word counts, or dictionary definitions. It may be
better capture the real meaning of a statement when compared to a keyword-oriented
approach, since texts are typically evaluated at a statement, paragraph, or document
level. For example, if an actor uses a rival’s term, but does so in a statement that has
meanings very different than the term “normally would,” LSA’s use of the aggregate
spatial position of the larger text will better capture the true meaning of the text.
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Compared to manual coding, LSA will likely be less precise, and miss certain nuances in
communication. However, LSA allows the analysis of far more text, and is a
reproducible process that is not subject (at least a priori) to subjective judgments. Both
techniques will involve judgment in interpretation.

Documents that are relevant to the topic and representative of the knowledge of a
target audience are processed to create a multi-dimensional semantic space. This
space is theorized to represent the range of word meanings known to the audience
(Landauer 2006). Sentences are composed of sets of words, and the meaning in the
sentence arises largely from that combination. Documents and statements are then
“projected” into the space for comparison and evaluation.

LSA has the potential to add a great deal to social science because it is a tool to
guantitatively measure differences between texts, and at a large scale. With this
capability, texts can be clustered based on semantic similarity, not simply word
similarity. This may be useful to identify themes in the discourse. In addition,
researchers can add metadata like dates and authors, to compare discourse across
time or between different parties. Latent Semantic Analysis has been used in
Information Systems literature as a means of indexing and information retrieval, but
has not seen widespread adoption for text analysis (Evangelopoulos, Zhang, &
Prybutok 2012).

In the rest of this section, we overview the LSA process, and discuss some caveats for
interpreting the semantic model.

2.1 The LSA Process

To better understand how to apply Latent Semantic Analysis to social science issues,
we will describe how to model the semantic space. LSA involves three major stages,
followed by interpretation:

Collecting a corpus (database of text) that reflects the span of meanings and ideas
under examination.

Generating a high-dimensional semantic vector space based on word associations in
the corpus

Projecting additional documents into the space to identify differences between sets of
documents

The first stage involves collecting the corpus of text that will be used as the basis of the
semantic space. There are several potential issues regarding the content of the corpus
(Quesada 2006). The corpus must be large enough to capture sufficient variety and
meaning. A small corpus will also be overly sensitive to a small set of interrelated
documents. The corpus must also be sufficiently representative of the concepts and
topics to be studied, because unrepresentative corpora will not produce spaces that
accurately represent the meanings that are the target of the model.

The second stage generates the semantic space. This process creates a document-term
matrix (DTM), listing co-occurrences of all words in each document. A document, for
the purposes of this matrix, may not be a “document” like an article, but a paragraph
or sentence within an article. Since the LSA is a bag-of-words approach, the paragraph
represents a “smaller bag” and because paragraphs themselves bound logical groups
of meaning, it can be a good level at which to calculate associations (Quesada 2006).
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When creating the DTM, it is common to omit numbers as well as very common words
like “the” or “and.” These “stopwords” are used to structure sentences, rather than
contain meaning independently. LSA, like other bag-of-words analysis, focuses on word
meaning rather than sentence structure, and so typically omits them (Quesada 2006).
The DTM is typically weighted in a manner that increases the significance of rarer
words, and diminishes the significance of common words. Then, the weighted DTM is
decomposed using singular value decomposition, producing three matrices: a term-
dimension matrix, singular matrix of dimension-to-dimension (with values on the
diagonal, and otherwise zero), and a document-dimension matrix. The term-dimension
matrix that is produced in this process is the semantic space.

Only a limited number of dimensions are retained, though there are not a priori
heuristics to determine how many dimensions to retain (Quesada 2006). Different
operations seem to have more satisfactory results with different numbers of
dimensions. For large, general datasets, 300 dimensions seem to produce good results
(Martin & Berry 2006), but more specialized sets seem to work better with fewer
dimensions (Kontostathis 2007).

The third stage of LSA plots the position of the documents of interest, if they are
different from the documents used to generate the space. Since the semantic space
was created as an n-dimensional space, each term (word) in the corpus has a position
in the space, represented as a vector. So, if a semantic space is generated with 30
dimensions, the term “app” would be represented in the space with a vector of length
30. Passages, often called psuedodocuments, can be created by adding all of the
vectors of the constituent words together to produce a vector for the passage. In this
way, larger passages can be plotted in the semantic space. The positions of text in the
semantic space are valuable for research when used to compare between texts - to
find similar terms and documents, or to measure distances (differences) in meanings.

2.2 Interpreting the Semantic Model

While LSA can be a powerful technique, there are a few conceptual issues to consider
in interpreting the model. The first is: is what is, and is not, signified by LSA’s
dimensions. When thinking about “dimensions of meaning” in LSA, it is important to
understand that these orthogonal dimensions are not directly interpretable (Hu, Cai,
Wiemer-Hastings, Graesser, & McNamara 2006). In social sciences, “dimensions” are
often are a single concept on a continuum. A dimension in LSA does not represent a
single concept, but layers of concepts that are empirically useful to differentiate texts.
Singular value decomposition is sometimes used as the method to conduct Principal
Component Analysis, and identifies components in the data that explain the most
variance. One stream of research has emphasized the identification of factors in the
data (e.g.Evangelopoulos et al. 2012, Ruef 2000, Sidorova, Evangelopoulos, Valacich, &
Ramakrishnan 2008), and does rotate dimensions as is common in PCA or factor
analysis. We suggest that there is great value in focusing on the distances between
texts, as has been used as the basis for cluster analysis (e.g.Larsen & Monarchi 2004,
Larsen, Monarchi, Hovorka, & Bailey 2008).

In a large dataset, there are many groupings of text, many different meanings within
the documents, and a single dimension will have terms at various points. For example,
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the classic social science approach might evaluate a “black-white” dimension. In LSA,
“black” and “white” often have extremely similar positions since they are used
together to describe a range of topics (e.g. color, race, dichotomizing, obviousness,
etc.) The use of a single dimension to assess meaning can be useful when trying to
determine whether there is some particular change from one text to another, (e.g. “in
2006, discourse flipped from high to low on dimension 15”). However, just as LSA
dimensions each reflect a range of meanings, they are also not conceptually distinct
individually. Analysis should generally emphasize the text’s position in space, which
accounts for multiple dimensions simultaneously, and thus distinguishing between
differences in meaning.

Since unrotated dimensions are not individually interpretable, the position of a single
text in a semantic space is also not directly interpretable. However, knowing the
position of a text in a semantic space is quite valuable when comparing to the position
of other texts. In a well-built LSA model, texts that are similar in meaning will be close
to each other in the semantic space, while very different ones will be far apart. While
there are a variety of distance measures that could be used, cosine distance (e.g.
Larsen & Monarchi 2004) is frequently used. Identical texts would have a cosine
distance of 1, while entirely unlike texts would have a cosine of -1. Texts which were
orthogonal would have a cosine of 0. In our empirical analysis, we will use cosine
distances between speech in various periods to evaluate how smartphone discourse
changes over time.

3 Empirical Analysis

The smartphone has become a significant technology. From the first mentions of
“digital convergence” in the early 1990s to today, the “idea” of the smartphone
evolved along with the technology. The form of the phone evolved, as a range of
technologies were used as interfaces. Nokia’s Symbian operating system supported
numeric keypads, a stylus-based touchscreen, and a keyboard/pointer (Tee & Iversen
2007), and the capacitive “multitouch” touchscreen is the dominant one today.
However, the changes that came to smartphones were not simply within the products
themselves, but in the technological frames that surrounded them. What is a
smartphone for (Orlikowski & Gash 1994)? In 2006, a smartphone had a strong
emphasis on email, and especially in a corporate setting. Consumer phones were
becoming “smarter” with cameras and music functionality. Then, in January 2007,
Steve Jobs took the stage at MacWorld and made a range of bold claims (Kast 2007).
Announcing the first iPhone, he said that Apple was going to “reinvent the phone,” of
competitors, “The most advanced phones are called smart phones. So they say...
they’re not so smart,” and that these devices provided “the ‘baby Internet’” and a
phone should have access to a full range of websites instead of specially limited ones.
Some researchers have since argued that this web access was the first “killer app” for
the iPhone design (West & Mace 2010).

Apple has a reputation for being a master of media and publicity. Their
announcements are intensely covered by the media, with rumors before an
announcement, and reporting afterward. With LSA as a tool, we can examine how the
media covered the smartphone industry, and see how coverage changed over time.

66



Miller, Gefen, Narayanan

LSA theory suggests that semantically similar texts should be near each other in the
semantic space, and thus have high cosine similarity. Even beyond intentional
attempts to shift collective cognition, discourse (e.g. product reviews) that happens
within a common context (e.g. a consensus view of a technological frame like “phone
is for email”) should also have meanings in common and appear closer, relative to
discourse from a different context (e.g. frames that hold that “phone is for apps”). In
periods where a population has reached consensus about a topic, the discourse, on
average, should be in the same region of the semantic space over time. However,
when there are changes in the discourse - related to changes in how the population is
thinking about the topic - we should see discourse move in the space.

For this exploration, we use Lexis/Nexis to generate a set of 83,532 news articles from
1992-2010 that dealt with smartphones or their predecessors. For the years 1992-
2007, our search terms are “smartphone, smart phone, digital convergence,
cameraphone, camera phone, pda phone, computer phone.” For 2008-2010, searches
were on the term “smartphone,” as the term came into more consistent use. In
addition, the Lexis/Nexis database contains metadata about the articles, including
major themes and firms. As a result, the “smartphone” category may appear in the
metadata even if the word is not present, and would thus be included in the search.
We used these articles to generate a semantic space, as well as to be our subject
documents. We stemmed words, dropped standard stopwords (using the default list in
R), but retained numbers. We kept all words that appeared in at least 6 different
articles in the dataset. We initially created a space with 60 dimensions, but after some
examination, we determined that 30 dimensions gave us a great deal of explanatory
power. (More detail on this process is available on request.) Based on this semantic
space, and the documents’ positions within the space, we proceeded to examine how
the discourse changed over time.

From the matrix of document vectors (a document/dimension matrix), we
standardized each vector to have a magnitude of 1. This step gave each document in
the set equal weight, rather than a weight that reflects its length. Then, we grouped
the documents by the quarter in which they were released, and found the mean
discourse position for all of the news articles released in that period. We then
calculated the cosine distance between each period. Using the cosine distance, we
then plotted heatmaps to examine how the discourse changed over the study period.

3.1 Heatmap

We then plotted the cosine distances between media discourse by quarter as a
heatmap, in Figure 1. Each cell in the graphic indicates the cosine distance between
the mean of articles in the quarter on the X axis and the quarter on Y. The color code
ranges from dark red to yellow to white, as an increasingly hot fire. Darker colors are
more distant, while lighter colors indicate more similar positions in the semantic space,
based on relative similarity of this period to all others. The X axis marks all quarters
(1992Q1-2010Q4) from left to right, while Y has them bottom to top. The diagonal
indicates when a period is compared to itself. The heatmap shows four separate areas,
each of which suggests that the discourse in the quarters in that region are much more
similar to other quarters within that area compared to those outside the area.
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The first period extends from 1992-1999Q3. Here, there is broad similarity between
media coverage of this emerging market. This period is orange on the map, indicating
that discourse in this period is generally similar, across a large number of quarters.
Brighter, yellow spots on the diagonal indicate that discourse in these particular
guarters was more distinct from others, because the coding scale is relative. All
diagonal cells have a value of 1, so periods with less distinct discourse have
comparisons to many other similar periods. Discourse seems to start shifting a bit in
the late 1990s, The last quarter of 1999 and first of 2000 seem to be a transition point,
closely related to each other, before the start of the second period.

The second major period is from 2000Q2-2002Q2. This period indicates some similarity
to period 1, though it is distinct, and its quarters are clearly more related to each other
than before or after, leading to a much brighter yellow within the period. In this
period, there is much more consistency between media discourse in these quarters
than in the first period.

A third period emerges in 2002Q3-2006, with an apparent transition from the second.
The first five quarters also seem to be transitional, as these quarters relate more
strongly to closely neighboring quarters, as indicated by the yellow band on the
diagonal. If they were related, but not in transition, this would appear to be more
squared-off, as we from 2003Q4-2006Q4.

The final period starts abruptly in 2007Q1 through the rest of the data, 2010Q4. This
period’s discourse is quite different from other periods. While this period is clearly
distinct, it is not a squared off shape on the map, indicating that there are changes
occurring in the discourse, even while the new discourse is a marked change from prior
discourse. By using LSA to measure the distances between media statements in
different periods of time, we are able to visualize changes of media discourse in text.
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Figure 1: Heatmap of Quarterly Media Discourse Distances, 1992-2010

4 Discussion and Interpretation

From 1992-2010, our analysis shows that media discourse about smartphones and
their predecessors went through four separate periods. Showing the LSA-derived
distances in a heatmap lets us see these comparisons between a large number of
datapoints, and see trends emerge in these comparisons.

In the first period, pundits were postulating the coming of “digital convergence.”
Discourse was broadly similar in these quarters, as this was before a true market
emerged. This suggests that we may be identifying category emergence (Navis & Glynn
2010), wherein there is discussion about what the technology could or should or will
be.

69



Seeing the Forest: Applying Latent Semantic Analysis to Smartphone Discourse

While the first “smartphone,” the Simon from IBM was marketed in 1994, the first real
market for smartphones emerged around 2000, when we see the second period arise.
We see a shift in the collective discourse, which remains consistent for about two
years, suggesting that consensus emerged on the technology (Drazin, Glynn, &
Kazanjian 1999). This is consistent with theory that holds that prototypes and products
change how technology develops by affecting how people think and speak about it
(Leonardi 2011, Suarez 2004).

In the third period, discourse shifts over a year, and then reaches a new, multi-year
“stable” position. In the market, traditional handset companies took control of the
market in this time (Canalys 2007) with media-centric consumer offerings with music
and cameras, and email-centric business smartphones like the Blackberry (Gillette,
Brady, & Winter 2013). Our study groups media by time period, and does not
separately compare business media and consumer media. Therefore, it is likely that
our mean position for media discourse conflates distinct media that might emphasize
different aspects of different product lines. In addition, since consumer-focused phone
publications are likely to be covered in a wide range of general purpose publications,
while business products are likely to be more narrowly evaluated, our results likely
skew toward the consumer product lines. An aggregation scheme that distinguishes
groups between types of media outlet might produce somewhat different results.

The fourth period begins abruptly in 2007Q1, with discourse strongly shifting away
from prior meanings. It seems likely that this is the result of the January 2007
announcement of the original iPhone, since the quantity of articles in the dataset rose
from 1253 in 2006Q4 to 2362 in 2007Q1, and the stemmed term ‘iphon” appears in
962 of these. However, while the media intensively covered Apple, it did not
automatically adopt Apple’s technology frames. The non-squared shape of the period
on the heatmap suggest that the discourse evolved over time, and that it initiated a
renewed debate about smartphones. Android’s appearance in 2008 (Tseng 2008) did
not spark a new period of discourse, but may have shaped the evolution of the debate.
It seems likely that “Android” became important to the evolving ideas about
smartphones, but it did not have a key “moment” like the iPhone seems to have, since
there we observe no sudden changes in the overall discourse, either at announcement,
at product availability, or as it gained significant market share.

By using LSA, we are able to quantify relationships across large quantities of text. We
are “seeing the forest” and “not just the trees” in this way. In the applied example of
technology cognition, we are therefore able to identify four separate periods in our
timeframe, and that the final period is different from the others in important ways. In
this case, we are examining discourse at an aggregate level, which allows us to draw
inferences about the overall movement of the market. So, the shape of discourse
suggests support for a cognitive aspect to the technology lifecycle (Anderson &
Tushman 1990, Suarez 2004, Suarez, Grodal, & Gotsopoulos 2015). The data also
suggests that there may be market-wide framing contests built into these processes
(Kaplan 2008), with the technological discontinuity representing a frame break for
participants, driving new debate (Goffman 1974).

We use careful language in describing our results, because we are evaluating the
semantic positions of collections of documents, which lets us visualize changes in
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discourse that then suggest underlying theoretical mechanisms. Although there is
certainly strong circumstantial evidence based on timing for the impact of the iPhone
announcement on discourse, at this aggregate level of analysis, we cannot claim
specific mechanisms that drive the discourse. However, LSA is used to generate
positions for individual words, and so can be used to evaluate positions in the semantic
space at different theoretical levels. For example, researchers could compare how the
meaning attached to a product category changes over time, or how company discourse
shifts in meaning even with few changes in word usage. Semantic similarity can be
used to categorize documents, or their identify meanings (Larsen & Monarchi 2004,
Larsen et al. 2008). This can then be used to identify other theoretical constructs in the
data.

LSA has the potential to be a useful tool in understanding meanings of text, however, it
requires large amounts of text and appropriately representative text both to create the
semantic space, and as the subject of analysis. A space built from text that does not
represent an audience’s inbound information will be distorted and produce incorrect
distances. In this case, we were considering the overall, market-wide discourse, and
used all available media throughout the period. By contrast, a study of meanings
understood by IT managers might be better evaluated primarily through publications
within vertically-targeted media, with a small sample of general media publications
added because they do not work in a vacuum. The corpus required to produce a good
semantic model will depend on the research question, and what is already understood
about likely meaning in the data. In our data, the meaning of city names (Espoo,
Waterloo, Cupertino) are nearly synonymous with the companies based there (Nokia,
Research In Motion, Apple), which would be misleading for non-IT research contexts.
An LSA research project on internal company documents should ideally use a space
built using other internal documents so that firm-specific jargon would be reflected in
the space.

LSA is not a perfect tool, as it can never capture the full range of potential nuance in a
text, and indeed, explicitly ignores meaning embedded in language structure and
syntax. It does, however seem to provide a useful lens into overall similarities and
differences between texts, which we can apply to answer different kinds of questions.

5 Conclusion

In this paper, we used demonstrated the use of Latent Semantic Analysis for study of
discourse and collective cognition in the market for an emerging technology. Through
a multi-stage process, we examined how the media presented the evolving
smartphone industry. We collected a large media coverage corpus, and built a
semantic space from these documents. We then grouped media chronologically to
expose trends in the discourse. We used a heatmap of semantic distances as a
graphical exploratory tool to understand groupings of chronologically-related positions
in the semantic space. Our results show distinct periods in the media coverage of
smartphones, with distinct shifts in discourse, and with periods that demonstrate
different dynamics of transition and stability.

We show how LSA can be used to gauge the direction of discourse automatically and,
importantly, numerically. This numeric aspect allows both nuanced and sophisticated
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analysis of what is actually happening, across large sets of text. As has been attributed
to Peter Drucker, "if you cannot measure it, you cannot manage it.” LSA allows us to
measure meanings in text, across a very broad range of publications and types of text.
This exploratory work should be seen as preliminary in terms of the potential
application of this method to this class of problem. By quantifying semantic distance,
many of our existing quantitative methods can be applied to sets of text, allowing new
kinds of questions on new sets of data. LSA can be applied to model the meaning of
individual terms, or aggregated to study industry-wide trends as we do here, to better
see “the forest of ideas” and not just a few highly-visible “trees.”
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Abstract

Within the HU University of Applied Sciences (HU) the department HU Services (HUS)
has not got enough insight in their IT Service Management processes to align them to
the new Information System that is implemented to support the service management
function. The problem that rises from this is that it is not clear for the HU how the
actual Incident Management process as facilitated by the application is actually
executed. Subsequently it is not clear what adjustments have to be made to the process
descriptions to have it resemble the process in the IT Service Management tool. To
determine the actual process the HU wants to use Process Mining. Therefore the
research question for this study is: ‘How is Process Mining applicable to determine the
actual Incident Management process and align this to the existing process model
descriptions?’ For this research a case study is performed using Process Mining to check
if the actual process resembles like the predefined process. The findings show that it is
not possible to mine the process within the scope of the predefined process. The event
data are too limited in granularity. From this we conclude that adjustment of the
granularity of the given process model to the granularity of the used event data or vice
versa is important.

Keywords: Process Mining, Data analysis, ProM, BPMN, Incident Management

1 Introduction

Recently a new IT Service Management tool has been introduced at the HU,
department HUS. HUS is responsible for handling the IT service incident records of at
least 2.700 Full Time Employees (FTE) and almost 37.000 students (HU, 2014; HU,
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2014b). HUS is looking for options to manage their business processes more rapidly
according to a Plan, Do, Check, Act-cycle (Deming, 1982). With the new tool TOPdesk
(the former was HP Service Desk) HUS wants to support their ITIL ‘Information
Technology Infrastructure Library’ processes. However currently it is insufficiently
known how well the ITIL processes are supported by the application. Therefore it is not
clear what adjustments have to be made to the process descriptions (as part of ITIL) to
fit to the IT Service Management tool. To align TOPdesk to the ITIL process descriptions
HUS needs more insight into the actual processes. To determine the actual processes
the use of Process Mining is proposed.

Process Mining is a discipline between machine learning and data mining on one side
and process modeling and analysis at the other (Aalst, 2011). It is a relatively young
field of study that enables the discovery, monitoring and improvement of processes. In
Process Mining this is done by studying event logs, which are subsequently converted
to a process model via Process Mining Software (Aalst, 2011). The results can then
automatically be compared with existing process models (Aalst, 2011).

Because Process Mining is a relatively young field of study and never used before
within the HUS, this research is focusing on the applicability of Process Mining for
determining the actual processes within HUS. One of the processes of IT Service
Management is focused on managing incidents (IT service incident records). The
Incident Management (IM) process describes how to ‘log’, control and organize the
following-up of service incident records (Bon, et al. 2007). The logging of incidents in
HP Service Desk results in event data that is used in this study.

Based on the above the research question is: How is Process Mining applicable to
determine the actual Incident Management process and align this to the existing
process model descriptions?

The goal of this study is to create a list of relevant points of attention to make the
applicability of Process Mining better.

The remainder of this paper is structured as follows, in the next section the research
approach that was followed is described. In section 3 the concepts of this research:
Business process, Process Mining and applicability are discussed. Section 4 describes
the results of the case study. This includes the comparison between the described and
actual process and subsequently the gap analysis that results in an enumeration of
possible adjustments. Conclusions and recommendations for further research are
provided in section 5 and the limitations are listed in section 6.

2 Research Approach

As mentioned above this research is intended to result in a validated enumeration of
applicability factors. Since such an enumeration is essentially an artefact that requires
designing, a design research approach was chosen (Hevner, et al. 2004). In Figure 1 the
sub questions and corresponding results related to the research approach are shown.
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Figure 1 — Research approach (cf. Hevner, et al. 2004)

In relation to the design research method (Hevner, et al. 2004) the process owners and
experts are representatives of the environment. The process owners and experts are
interviewed to discover the predefined process as well as the currently defined
performance indicators.

With the existing knowledge base (Hevner, et al. 2004) of this study the key elements
of this research are operationalized: business process (predefined and actual), Process
Mining and applicability. With a literature research these elements are defined and the
applicability factors are listed. Also available within the organization is a sufficient
amount of data that is needed for Process Mining. The data (event logs) used in this
research is gathered during the 7 years that HP Service Desk was used (from 2008 —
2015).

After the key elements of this research are defined and the current process is
described, the study continues with ‘discovering’ the actual process. For this the event
logs are used for Process Mining. Subsequently ‘conformance checking’, i.e., “Is there a
good match between the recorded events and the model?” (Rozinat & Aalst, 2008), is
done to compare the actual process with the predefined process. The above describes
the IS research phase of design science (Hevner, et al. 2004), here the findings of the
environment will be compared with the results of the knowledge base. Based on this a
list of Process Mining applicability factors is developed and validated.

3 Theoretical Foundations

In order to define the concepts of this research (Business process, Process Mining and
applicability) a literature study is performed. Both scientific and professional literature was
explored using different digital libraries available via the university and Internet.
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3.1 Business Process

A business process is often shortly and succinctly defined (Lindsay, et al. 2003).
Jacobson (1995) describes a business process as “The set of internal activities
performed to serve a customer”. Hammer & Champy (1993) state that a business
process is a “Set of partially ordered activities intended to reach a goal”, while Bon
(2012) says that a process is made up of structured activities that create a certain goal.
Yet another definition of process is given by Maftikova, et al. (2015): “A business
process is a set of activities that change input into output for other people or
processes by using human resources and tools”.

For this research it is needed that both process descriptions (actual and predefined)
have the following elements in common:

- The goal (IM process)

- The start and finish (Received and closed incident records)

- The set of activities
Based on this and the above definitions the following definition of a business process is
formulated:

A business process is a set of activities, changes or functions that change input into
output by using human resources and tools to reach a common goal.

Business processes can be described and modelled (Rolland, et al. 1999). For instance
with BPMN, which is a Process Modelling Notation with the primary goal to be
understandable by all stakeholders of the process (White, 2004).

3.2 Process Mining

To gain more insight into the information, activity and material flow within the process
there are several methods such as mind mapping, assessments and audits (Brown, et
al. 2011, Mento, et al. 2002). These methods need the input of, for instance, process
owners and experts. Process Mining can be considered as a search for the most
appropriate process out of the search space of candidate process models (Aalst, et al.
2005), or it can be seen as a tool in the context of Business Activity Monitoring and
Business (Process) Intelligence (Dongen, et al. 2005). Process Mining uses event data
as an input to discover process models and actor interaction networks (Caetano, et al.
2015). In this study the applicability of Process Mining is tested. Kettinger et al. (1997)
say that there are methodologies, techniques and/or tools to manage Business
Processes. Here we use the following definition of Process Mining:

Process Mining is a technique for analyzing event logs to discover a process model and
to use the derived model for conformance checking (Aalst, et al. 2007; Aalst, 2011).

3.2.1 Types of Process Mining

Three types of Process Mining can be distinguished (Aalst, 2011; Aalst, 2011b):
1. Using event logs to discover a process (process discovery),
2. Using event logs to analyze differences between a discovered process and the
predefined process (conformance checking),
3. Using event logs to repair / extend a predefined process (model enhancement).
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During discovery the event logs of the process are ordered sequentially by unique
events. By comparing or plotting the steps of the unique events (activities) a process
model can be created. In this way an organization can depict an ‘actual’ process in an
organization. With discovery it is possible to see which activities are visible in the data
based on event logs (Aalst, 2011b).

The results of the discovery can be compared with the existing process model
descriptions. In this comparison, the researcher looks for differences between the
discovered process model (actual process model) and the predefined process model.
So Conformance Checking gives the organization an insight if the organization is
following the same path as the process model (Aalst, 2012).

When checking the process, one seeks for deviations between the actual process and
the predefined process. In the improvement of the process, the data from the event
logs is used to improve the process. In both scenarios, the event logs and the process
model are compared. Finally according to Aalst (2011) there are two ways to improve
processes with Process Mining:

1. Repair: adjusting the predefined process model to the actual process.
2. Extension: extent or adjust the predefined process model to the desired
process.

3.2.2 Process Mining Software

Currently there are several tools for Process Mining available, amongst them Celonis,
Disco and ProM. At the moment only ProM is commonly used for (scientific) research.
ProM is being developed at the Technical University of Eindhoven. ProM is a
framework for a wide range of Process Mining algorithms. The software tool is open
source and not supported by a commercial party. In this study ProM is used, because
of the rather large number of algorithms it provides for analysis and the fact that
Conformance Checking is supported (Kebede, 2015).

Within ProM event data can be analyzed in different ways by the use of various plugins
(packages) in the program. At present, ProM has packages in which different input
types (for instance CSV files) can be converted into XES (Extensible Event Stream)
within ProM. So there are less strict requirements for input data (event logs) compared
with Celonis and Disco. In addition, there are ProM packages available that support the
use of Business Process Model and Notation (BPMN). These packages are necessary if a
conformance check must be made based on BPMN diagrams (Kebede, 2015). Another
package is Inductive Visual Miner.

3.3 Applicability

HUS is looking for methodologies, techniques and/or tools (Kettinger, et al. 1997) to
manage their business processes. Recently Business Process Management (BPM), a
‘method’ to manage business processes horizontal through an organization, is getting
more attention, specifically the use of BPM Information Systems (Westelaken, et al.
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2013). Process Mining is expected to fit the goals of HUS to rapidly analyze, design and
simulate processes. Therefore the Process Mining techniques will be used to improve
or redesign the IM process. Considering the three types of Process Mining (process
discovery, conformance checking and model enhancement) the applicability of Process
Mining can be tested for the ‘plan, do and check’ (Deming, 1982) stages. Subsequently
the ‘act’ (choosing and realizing optimizations) will be performed by humans. This
means that if the next three stages are known the applicability of Process Mining will
be answered:

1. (plan) Which requirements are needed before process discovery is possible?

2. (do) Which requirements need to be fulfilled before conformance checking can

be done?
3. (check) What needs to be known before process optimizations can be
proposed?
4 Results

4.1 Incident Management Process and Indicators

To gather detailed information of the predefined process and performance indicators,
qualitative research was done. Within HUS the responsibility for the IM process is
appointed to one expert. Two interviews took place with this expert of approximately
1 hour each. The first interview was an explorative interview (semi-structured) to
verify the predefined process in BPMN. The second interview was also semi-structured
with the purpose to verify the outcomes of the actual process and to accumulate the
Key Performance Indicators (KPls) for the IM process. Besides these interviews a
meeting with eleven stakeholders with interest in IT Service Management processes
and contact with the Senior Advisor Process Management HU was organized to
validate the process descriptions and to derive possible KPIs. Off all meetings minutes
have been taken. The content of the minutes have been read and approved by the
respondents. The minutes of these meetings are available in Dutch upon request to
the authors.

4.1.1 Predefined process

The current processes are developed via several stakeholders meetings in 2013 that
are organized by the HU ‘process management team’ (Process Table, 2015). These
predefined processes show how the IM processes of the HU should look like according
to the process stakeholders. Because all employees must understand the predefined
process and not everyone can read a process modelling notation (Joku, 2015), the
predefined processes of HUS are simple and displayed in a free format process
notation.

ProM does not have the ability to read free format process models, but it has the
ability to read BPMN diagrams. BPMN is ratified as an official industry standard
through the standards body Object Management Group (Recker, 2012). The internal
representation of BPMN diagrams within ProM are Petri Nets (Petri, 1962). A Petri Net
is a directed bipartite graph which behaves like a Nondeterministic Finite Automaton
(Hopcroft, et al. 2006).
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Because of the above the predefined process is converted into BPMN. During the
conversion, the contents (activities) of the predefined process have not been changed
and the BPMN drafts were verified by the expert of HUS (Kramer, 2015). The verified
predefined BPMN process model is attached in appendix 1.

4.1.2 Performance Indicators

To optimize the IM process it is important to establish a baseline with relevant KPIs. To
determine these indicators this topic was part of the interview with the HUS expert
(Kramer, 2015) and during a stakeholder meeting that was organized on the 25th of
November 2015. In both the interview and the meeting it was determined that there
are currently no (relevant) KPIs defined for the IM process. Therefore the annual
report of the HU (HU, 2014) was analyzed to derive KPIs that are relevant for this
research. Unfortunately no relevant KPIs were found (HU, 2014). Therefore it is not
possible to determine which process optimizations will have the most impact based on
KPls.

4.2 Process Analysis and Alignment

4.2.1 HP Service Desk process

For the actual process model the event data of HP Service Desk is used. During the
process of preparing the event data a selection is made to determine which database
fields are exported. As HR and Security related information is sensitive (privacy issues)
these were omitted. Furthermore as the predefined process was developed in 2013,
only the data of 2014 and 2015 is used.

The output was a tab separated text file. Changing the text file to a semicolon CSV file
is done in Microsoft Excel. A Python script is used to remove damaged lines. The script
secures the possibility to edit every bit of data in the same way. The Python script is
available upon request to the authors.

The filtered CSV files are imported in MySQL (version 5.6.24) database tables,
separated by year. The structure for every table is the same, see appendix 2. VARCHAR
255 is used for almost every field to make sure every piece of data is correctly
imported. To make sure no data is lost during the analyses process a view table is
created to visualize and check the data. The query that is used for making the view
table is added in appendix 2.

The database data is exported to a CSV file. The CSV file is imported in ProM 6.5.1.
With the help of the Inductive Miner package a BPMN draft of the actual process is
made (figure 2).
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Figure 2 — Actual process based on the event data of HP service Desk from 2014 - 2015

Besides the actual process (figure 2) an overview of the main attributes that are logged
in HP Service Desk is described, including an explanation.

Incoming incident

Incident records are received by phone, email or any other means of communication.
This is logged within the event data. For the predefined process the used channel is
not relevant, since every incident record must be handled in the same manner, despite
the communication channel.

Assigning incident

When an incident record is logged by first line support, it could be assigned or re-
assigned to a workgroup, this is called ‘to workgroup’. It is not logged why it has been
(re)assigned to a workgroup, therefore it is not possible to determine if the incident
record was re-assigned due to a mistake or because it was needed to solve the incident
by another department.

Logging status

A status change is logged, but it does not show where in the process an incident record
is. For example, when the new status is ‘waiting for customer’, it might be the case
that the incident record is waiting for input because of lack of information to solve the
incident or the service desk employee needs the customer to confirm that the incident
is fixed. It is possible to see when an incident record has to wait for a supplier or
customer, but without reason it is impossible to say why a customer or supplier is
needed.

Category

The attribute ‘category’ shows to which category the incident record belongs (for
instance ‘Incident’, ‘Question’ or 'Procurement’). As changes of category are not
logged it is not possible to determine if changes are made due to earlier mistakes or
whether there is another reason.

4.2.2 Predefined and actual process

Evaluation of a model based on an event log analysis can only be done accurately if the
behavior that the model allows is well-defined. ‘Deviations’ are a crucial part of the
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evaluation. They show precisely what parts of the model deviate with respect to the
log or vice versa. Two types of deviations have been identified (Adriansyah, 2014): if a
trace contains an event that is not allowed by the model, it is a log move; if the model
requires an event that is not present in the trace, it is a model move (Leemans, et al.
2014).

Five differences can be described between the predefined and the actual process.
These results were verified by the HUS expert (Kramer, 2015b) and by analyzing the
categories in the event logs.

The following three model moves are found:

1. The event logs are not logging the reason why an incident record has been
forwarded to another user or department. For example, when an incident
record has been assigned to the wrong user or department. Or when the first
assignee has done his job and needed to forward it to the next department to
solve the incident. That is why it is not possible to say why an incident record
has been forwarded to another user or department.

2. In the predefined process a distinction is made between the functional owner
and other control groups. The actual process is not showing these distinctions,
so it is not possible to say anything about the control groups.

3. It is possible to see when an incident record needs input from the customer,
but the reason why is not logged. So it is not clear if the incident record needs
more input about the incident or a user is asked whether the provided incident
resolution has solved the problem.

The following two log moves are distinguished:
1. When an incident record is registered the communication channel is logged (for
instance phone, or e-mail).
2. The event logs shows when an incident record needs to wait on a supplier.

5 Conclusion and discussion

For this study the following research question was formulated: ‘How is Process Mining
applicable to determine the actual Incident Management process and align this to the
existing process model descriptions?’

As described in 3.3 the applicability op Process Mining is studied according to the three
stages of Deming (1982). Based on this several results were found. First of all, if there
is no strict process modeling language used to describe processes (such as e.g. BPMN)
it cannot be imported into ProM (and many of the other tools). This means such
processes need to be converted first before any analysis is possible.

In addition, in this case study differences between the predefined process and the
event logs are found. Three elements are not displayed in the event logs and two
elements are not displayed in the predefined process. It appears the data used for the
actual process does not have enough depth. This is why a very small part of the
predefined process is seen. The steps in the process that are seen, match more with an
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information flow as the ‘human’ steps in a process. The difference between the
predefined and actual process is based primarily on a difference in granularity. The
predefined process is developed with manual activities in mind while the actual
(mined) process is based on the automated information flow. Based on this we
conclude that the ‘quality’ of the data that is to be used for Process Mining is very
important.

Furthermore this research shows that HUS has no (relevant) KPIs formulated for the IM
process. Our advice would be to look for ITIL KPIs, for example via ITIL Wiki (Kempter &
Kempter, 2007). KPIs are relevant for the Check stage of the PDCA cycle, because
without baseline measurements improvements cannot be made visible.

We conclude that in this case study context three things need to change to improve
the applicability of Process Mining:

1. (plan) The process models need to be described in a standard modelling
notation such as a BPMN format.

2. (do) The event logs need to be aligned with the process so the process steps
are logged besides the desired information and the ‘quality’ of the event data
will improve.

3. (check) The KPIs of the process needs to be formulated. Without KPlIs it is not
possible to check (Deming, 1982) if the process is performing conform the
expectations.

The results have been presented at the Process Table of January 2016 (Process Table,
2016). The stakeholders acknowledge the findings. So in the current situation Process
Mining is not yet applicable. If HUS wants to use Process Mining techniques in the
future, than HUS is advised to standardize their process descriptions. During this
conversion the information layer with its specific data definitions should be taking into
account. Each step of the process needs to be logged. Only then the entire process
flow can be retrieved out of the event logs. Documentation should be written which
explains what is logged, referring to the described process. Finally, HUS has to
formulate KPIs, which can be used for decisions concerning optimization.

Because this research is based on a single case and validated within the scope (HUS),
the results are not easily generalizable to a broader scope. Still the findings of this
study include points of attention for other organizations that want to start with
Process Mining. To create more knowledge on this topic we recommend further
research on this matter within different environments. Also we suggest to do further
research on how process steps can be logged within the IT systems. New
developments (data visualizations, or use of statistics) can perhaps help on this matter.

6 Limitations

The data for this study is supplied by HUS without involvement of the researchers. The
research team did not have direct access to the data. At all times the data gathering in
the system had to be carried out by an intermediary. Therefore there might be issues
with the data quality that cannot be determined by the researchers.
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Another limitation is that the research group did not know which data was available.
The only way to determine whether data was available was to inquire if certain data
exists. Besides that, there is also data that was not provided. This is to protect the
privacy of the staff, students and other stakeholders and prevent unintended spread of
security issues. With this we refer to the data of HR group and log rules on the security
of HU systems. Therefore the research team does not exactly know how much data is
missing.

As stated this case study used only data from HUS. The statements are therefore about
HUS and not about processes of Incident Management in general.
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Appendix 1: Predefined process Incident Management BPMN
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Appendix 2: Data

Name Type
Servicecall.ld int 11
Impact varchar 255
Priority varchar 255
Category varchar 255
Closure Code varchar 255
Creation (Date only) varchar 255
Actual Finish (Date only) varchar 255
Attribute Name varchar 255
New Value varchar 255
Created varchar 255
Workgroup Name varchar 255
Rel Changes.Id varchar 255
Rel Incidents.ld varchar 255
Description varchar 255
Accountable Duration varchar 255
Priority-Duration varchar 255
Actual Finish (Date & Time) varchar 255
Created (Date&Time) varchar 255
Creation date (Date & Time) varchar 255
Table 1: MySQL table structure
Name Type
Servicecall.ld int 11
Category varchar 255
Event text
Created datetime

Table 2: Structure MySQL view table
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select “hu’."2015"."Servicecall.lId> AS ‘Servicecall.ld","hu’."2015". Category” AS
“Category’,(case  when (‘hu’."2015.'New Value™ like 'Steunpunt%') then
concat(*hu'."2015 .’ Attribute Name’,' - ','Steunpunt') when (*hu’."2015 . Attribute
Name® like 'Medium%') then convert(concat('Medium') using latinl) else
concat(*hu'."2015 .’ Attribute Name’,' - '’hu’.’2015".'New Value’) end) AS
‘Event’,str_to_date(*hu’."2015". Created’,'%d-%m-%Y %H:%i:%s') AS
“Created’,"hu."2015"."Workgroup Name™ AS "Workgroup Name®, hu’."2015"."New
Value™ AS 'New Value™ from “hu’."2015" where ((*hu®."2015"."Created" is not null)
and (not((*hu™."2015"."New Value" like 'No'))))

Table 3: Query MySQL view table
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Abstract

The notion of researcher perspective refers to the viewpoint from which the object of study is
observed. It appears to have to date attracted very little attention in the IS and cognate
literatures. On the basis of preliminary studies undertaken in relation to a range of IS publishing
venues, the author's contention is that the vast majority of IS research adopts the perspective of
the system sponsor, with very little adopting the perspectives of users, usees or the environment,
and very little of it reflecting the reality that stakeholders in information systems have distinct and
often conflicting interests.

A review was undertaken of the perspectives adopted by researchers in papers presented at the
Bled eConference. On the basis of a 20% sample, Bled papers were found to have been very
strongly oriented to the interests of system sponsors. Although a larger proportion of papers at
recent events have been on the social dimension, most studies of social media are motivated by
the desire of corporations to exploit social media users. Few researchers rise to the considerable
but important challenges of dual-perspective and multi-perspective studies. The quality of IS
research can be much-improved if researchers give more careful consideration to the
perspective(s) that they adopt in their work.

Keywords: Object of study, stakeholders, system-sponsor perspective, dual-perspective
research, generic-perspective research, public policy research
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1. Introduction

The term 'perspective' is often encountered in discussions of research methods. Most of those
mentions, however, refer to the 'theoretical perspective' that the researcher is adopting, which
provides the lens through which the phenomena of interest are observed. The sense in which
'perspective’ is used in this paper is different. Rather than the lens, the concern here is about the
angle from which the phenomena are viewed.

Hence:

By 'researcher perspective' is meant the viewpoint from which phenomena
are observed

Previous work has considered the influence of the researcher's perspective on the design, conduct
and outcomes of research (Clarke 2015). This paper summarises those findings, and reports on
an examination that was undertaken of a sample of the corpus of over 1,000 papers published in
the Bled conference proceedings in the 28 years 1988-2015.

The following section provides an outline of the notion of perspective as developed in prior
research and applied in this paper. The nature of the Bled Conference is then discussed, and the
factors identified that were reflected in the research design. The results are presented, and their
implications discussed.

2. The Notion of Perspective in Research

Interpretivism's point of departure is that "our knowledge of reality is gained only through social
constructions such as language, consciousness, shared meanings, documents, tools, and other
artifacts" (Klein & Myers 1999, p.69). Importantly for the current analysis, "the phenomenon of
interest [is] examined ... from the perspective of the participants" (Orlikowski & Baroudi 1991
p.5). However, this is better expressed as 'from the perspectives of the participants', to avoid the
presumption that all participants share the same view.

The acceptance of interpretivist approaches within the information systems (IS) discipline
brought with it the insights that phenomena are subject to multiple interpretations, and hence that
the perspective adopted by any one party is not determinative, but is merely one among many.
This has important implications that have attracted far too little attention in the IS literature:

A perspective adopted by a researcher is specific rather than universal.

The choice of perspective(s) influences the conception of the research and
the formulation of the research questions, and hence the research design,
the analysis and the results

The categories of entity that have an interest in particular phenomena are commonly referred to as
stakeholders, and the viewpoint that an IS researcher adopts is commonly that of one of the
stakeholders. Many of the stakeholders are participants in the process or intervention, in such
roles as investor, data source, technology provider, system sponsor or user (Seddon et al. 1999).
Some stakeholders, however, are not participants, yet they are directly impacted by the process or
intervention. The term 'usee' is sometimes applied to non-participant stakeholders (Clarke 1992).
Some parties that are even more remote from the process or intervention may be indirectly
affected by its implications, where for example a new information system has the effect of
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disintermediating a company, resulting in the cessation of business operations, layoffs, and
economic hardship for employees' families, and perhaps for others in the regions in which the
company operated. To achieve a comprehensive understanding of phenomena, indirectly-affected
parties also need to be treated as stakeholders.

It is important to distinguish the concept of researcher perspective from those of the object of
study and the unit of study. The 'object of study' is the set of phenomena that the researcher
observes. The notion 'unit of study' refers to the level of granularity of the observation. Figure 1
provides a diagrammatic representation that draws out the distinctions. In textual form:

'a researcher adopts a perspective from which observations are made of an
object of study, at a level of abstraction called the unit of study’

Figure 1: Conceptual Model and Example

These ideas are presented in greater detail in Clarke (2015). In that paper, it was argued that
researchers must make clear to their readers the perspective that they have adopted, in order to
avoid readers overlooking the inevitable limitations of the work. This gives rise to obligations on
researchers to appreciate the influence of the perspective that they adopt on the outcomes of their
research, to consider alternative perspectives, and to be clear about which they have chosen and
why.
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Across the IS discipline, many categories of stakeholder can be identified, each with their own
perspective, and they exist at different levels of abstraction. For example, a corporation or
government agency has multiple sub-organisations, and individual roles within them; and the
interests of humans affected by information systems can be considered at the level of each
individual employee, of work-groups or of the employed workforce as a whole; or at the level of
each individual external to the organisation, the communities with which they identify, or society,
variously at the level of a region or a nation. Table 1 provides examples of perspectives that may
be relevant to various kinds of IS research. They are categorised according to the dimensions on
which they lie, and sequenced in descending order of generality.

Table 1: Dimensions and Levels of Abstraction of Alternative Researcher Perspectives
Reproduction of Table 1 from Clarke (2015)

EconomicDimension SocialDimension EnvironmentalDimension

World Economy Humanity The Planet

Supra-National Region
(e.g. EU, NAFTA)

Nation-State A Society The Troposphere

Regional Economy

Sector / Value-Chain A Community The Biosphere

Strategic Partners

Organisation A Person A Localised Ecology

Sub-Organisation

In Clarke (2015), it was argued that the Economic Dimension dominates IS research, and that the
Researcher Perspective adopted is in most cases that of the particular stakeholder that this author
refers to as 'the system-sponsor'. By that term is meant the organisation that is developing,
implementing or adapting a system, process or intervention, or for whose benefit the initiative is
being undertaken. In some cases, however, the system sponsor may be a cluster or category of
organisations.

The following examples indicate how different researcher perspectives give rise to different
research questions, in this case in the currently-popular field of social media research:

. Perspective: System-Sponsor
RQ: What proportion of social media subscribers need to authorise the provider to exploit
their data to ensure that advertising-based business models are viable?

. Perspective: Other Than the System-Sponsor's
RQ: What techniques and tools are available to social media subscribers to enable them to
obfuscate, subvert or falsify their identities and locations, and how understandable and
practicable are those techniques and tools?

. Perspective: Dual-Perspective
RQ: How do the views of social media users and providers compare in relation to
providers' Terms of Service and privacy features and policies; and to techniques and tools
for user identity and location obfuscation, subversion and falsification?
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. Perspective: Generic-Perspective
RQ: What are the social and economic impacts of the current, exploitative business model
for social media; and what benefits and disbenefits would accrue to which stakeholders if
regulatory measures were imposed in order to achieve balance between the interests of
providers and subscribers?

In Clarke & Pucihar (2013), it was argued that "The perspective of a single organisation is valid,
but so too are those of industry segments and sectors, of regions, of nations and of supra-national
economic collectives or blocs such as the EU, NAFTA and APEC. But in order to lift [electronic
interaction] research beyond the economic to the social, it is necessary to also reflect the interests
of not-for-profits, NGOs and associations, of communities, of consumer and citizen segments, of
social groups, and of individuals". The survey reported here is part of a larger study being
conducted in order to understand how authors in key IS venues approach the question of
researcher perspective.

3. The Bled eConference

The results of IS research are published in many different venues, primarily journals, journal
special issues and sections, and conference proceedings (but also edited volumes, sponsor-
supported volumes and web-sites, institutional and personal repositories, and — far too rarely —
magazines targeted at professionals and managers, and reports by and for business and
government). Some venues solicit and publish contributions on any and all aspects of the
information discipline, and the spread of researcher perspectives adopted in papers could
reasonably be expected to reflect those evident in the discipline as a whole. Other venues are
oriented to particular aspects of the discipline, to particular theories, particular research methods,
or particular research domains.

The Bled eConference has been run annually since 1988 in Bled, Slovenia, hosted by the
University of Maribor. It has been international in nature since its inception, and its standing in
its field is high, with all papers during the 21 years commencing in 1995 fully-refereed, with all
years since then giving rise to Special Sections in journals (primarily the A journals International
Journal of Electronic Commerce and Electronic Markets), and with revised versions of many
further papers subsequently appearing in a wide range of journals.

The Bled eConference is focussed on a research domain. Given the dynamic nature of the IS
discipline and of electronic technologies during the last three decades, the way in which the
conference's domain is perceived has adapted over the years. Analysis of the 1988-2011 events in
Clarke (2012) noted the migration of the titles from EDI (5 years), via EDI and Inter-
Organizational Systems (3 years) and Electronic Commerce (9 years) to 'the eConference' (for the
12th successive year in 2016). In Clarke & Pucihar (2013), the term 'eInteraction' was adopted as
a unifying term, referring to "any form of communications facilitated by electronic tools,
provided that they have the capability to support two-way communications".

The declared Conference Themes of the 29 events 1988-2016 are listed in Appendix 1. Many of
the Themes were very specifically oriented to the needs of organisations, particularly for the first
13 events until 2000. By that time, however, it was apparent that extra-organisational systems
(Clarke 1992) had become common, and that individuals and communities were becoming
significant participants. The 14th event in 2001 included 'e-Household' and 'e-Democracy’, in
2006 the title was 'eValues', in each of the three years 2009-11 'Society' figured prominently, and
in 2015, 'eWellbeing'.
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The notion of researcher perspective was mentioned in the Bled eConference opening sessions in
2014 and 2015. In 2016, the theme was set firmly on the Economic Dimension, as 'Digital
Economy'. However, the perspectives of several categories of individuals were explicitly

mentioned in the Call for Papers (emphasis added), as follows:

"We will focus on many aspects pertaining to the dawn of the Digital
Economy ... we will examine issues such as how organizations can benefit
from the Digital Economy ..., but also from the perspective of the
individual, including: the empowered (ageing) citizen, the entrepreneur,
the patient, the consumer, the student, the lecturer and the employee”

This paper reports on a survey of papers in Bled eConferences whose purpose was to assess the
perspectives adopted by authors of papers presented there. This author's impressions,
supplemented by some pilot studies, suggested that, within the IS discipline as a whole, there has
been a heavy leaning towards Researcher Perspectives on the Economic Dimension (~ 90%), a
modest proportion on the Social Dimension (~ 10%), and almost none on the Environmental
Dimension (~ 0%). Further, a very large proportion of the papers in the IS discipline at least
include the interests of the System-Sponsor, with most being oriented solely that way (~ 90-95%).
Of the papers that have Humans as the object of study, a large majority are neither on the Social
Dimension, nor include the Perspectives of relevant individuals (~ 80-90% oriented to the
System-Sponsor).

On the other hand, it would be reasonable to expect that the Bled eConference, since adopting the
'Electronic Commerce' tag in 1996, incorporating 'information society' into its Theme in 1998,
and particularly since specifically adding in such topics as e-Household and e-Democracy since
2001, might feature a somewhat higher percentage of papers adopting a perspective other than

that of the system sponsor.

4. The Research Method

This section commences with a description of the population of Bled papers, defines the research
questions, and reports on pilot testing. This lays the foundations for explanations of the protocol
and coding scheme, and the research design, with particular emphasis on the sampling strategy.

4.1. The Bled Proceedings

The Conference has run every June since 1988. There are 29 sets of Proceedings, one for each
year 1988-2015 plus a special section of 9 papers for the 25th anniversary in 2012. All 16 sets
since 2001 were published in CD form, and are accessible both on the Bled eConference site and
in the AIS eLibrary. The 13 sets for 1988-2000, on the other hand, exist only in the form of
printed and bound volumes. The papers from 1988-1994 were editted, but were not subjected to
peer review. They totalled c. 147 papers. (The Proceedings for 1988 and 1989 were not readily
available, and were estimated at 10 formal papers each). All 22 sets 1995-2015, totalling 953
papers, have been peer-reviewed.

Of the 29 sets of Proceedings, all 27 from the period commencing in 1990 were readily available,
16 of them in PDF on the Conference's own web-site (for 2001-15), and the remaining 11 in hard-
copy form in the author's own library (for 1990-2000). In addition, an extract of the authors,
titles and abstracts of the 786 papers in the 17 sets 1995-2011 is available at Appendix 3 to Clarke
(2012).
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4.2. Research Questions
The following specific questions were considered:

(1) What researcher perspectives are evident in papers published in Bled Proceeedings?

(2) What changes in researcher perspectives are apparent in Bled Proceedings over time?

4.3. Pilot Testing

Early in 2015, a protocol and a coding scheme were devised, and pilot testing was undertaken on
several sets of papers. The first experiment was conducted on the Bled eConference Proceedings
for 2014. Clarke (2015) reports on an examination of the 38 papers in the Australasian Journal of
Information Systems (AJIS) Vol. 18 (2014), and a 20% sample of the Proceedings of the
Australasian Conference in Information Systems (ACIS) for 2014, a total of 36 papers. Several
further journal volumes and conference proceedings, and a journal Special Issue, have been
subsequently examined.

4.4. The Protocol and Coding Scheme

Each phase of the pilot testing gave rise to extensions to and iterative refinements of the protocol
and coding scheme, with the result that the author had confidence in the efficacy of the version
adopted for the study reported here. The protocol used is in Appendix 2. Each paper was
identified by a unique key, and then reviewed in its own terms. The research question was
extracted or inferred, and expressed in the worksheet. In the case of constructive approaches such
as action research and design science, rather than a 'research question’, the term 'objective’ was
generally more appropriate. In some cases, the researcher's perspective is, if not explicit, at least
apparent, from the phrasing of the research questions. In many cases, however, it is necessary to
infer it from comments in the Introduction and Conclusions, and the audience to which the paper
appears to be addressed (e.g. in the 'Implications for Practice' section).

The Researcher Perspective and the Dimension on which it lay were each classified, in a manner
consistent with the descriptions provided earlier. Some IS research does not adopt the
perspective of any stakeholder in the phenomena. Examples include discussions of research
methods, testing of survey instruments and teaching cases. Such papers are accordingly not
relevant to the study, and were categorised as 'Discipline-Internal'. Sufficient data about, and
quotations from, each paper were captured to enable review and moderation of the coding, to
provide contextual information and thereby support some degree of analysis of the results, and to
enable the research to be subjected to audit.

4.5. Research Design
The pilot testing had found that:

. it is uncommon for authors to expressly declare the perspective they have adopted

. the assessment of papers requires broad knowledge of the field, and considerable
concentration

. the analysis is resource-intensive

. some dimensions and perspectives are likely to be represented in very small numbers of
papers
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A survey of the entire population of 1,100 papers, or of the entire refereed corpus of 953 papers,
was infeasible. From the pilot testing, it appeared likely that, for some of the attributes being
measured, many papers would fall into one category — particularly the Economic Dimension and
the System-Sponsor Perspective. This militated against the use of a small pseudo-random
sample, because of the considerable likelihood that small sub-populations would be under-
represented and might not even appear at all.

The approach was adopted of a stratified rather than random sample, by including within the
sample all papers from particular sets. In addition, at least one set was to be from a conference
whose Theme strongly implied that papers were encouraged that reflected interests broader than
those of the system sponsor alone. The Special Section for the 25th anniversary event in 2012
comprised 9 papers that reviewed particular themes within the accumulated collection. Because
of its reflective and to some extent self-referential nature, it was omitted from the sampling frame.

In order to gauge change over time, a longitudinal element was necessary, requiring that the sets
of different years be selected. Change year by year may be small, whereas differences over a
longer period may be more marked. It was therefore preferable for the sample years to be
separated. Further, the assumption was made that change would be steady rather than abrupt, and
hence it was desirable that the separation be by a consistent period.

It was uncertain how large a sample would be feasible given the resource and elapsed-time
constraints. There was accordingly an advantage in selecting the spacing between sample-years
in such a manner that the project could start with a sparse sample and later, if adequate resources
were available, additional years could be selected, evenly spaced between those already sampled.

The strategy adopted was to define three possible rounds. The first was to examine the sets for
2015 and 2003 (12 years apart). The second round would first interpolate the set for 2009 (mid-
way between them), and then 1997 (which would provide 4 sets spaced 6 years apart) and 1991 (5
sets, 6 years apart). To the extent feasible, the third round would interpose at 3-year intervals
(initially 2012 and 2006 to increase the intensity for recent years, then 2000 and 1994). The
choice of 2-year intervals instead of 3 appeared to be too resource-intensive, and to offer
diminishing return on investment. The number of papers in each sample-year in each Round is
shown in Table 2. The selection constraint was satisfied, in that the Theme for 2009 expressly
focussed on 'eSociety'.

Table 2: The Sample

Rd 88 89 90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 Total Cum.
1 71 37 108 108
2 29 33 42 104 212
3 23 43 52 50 173 385
4 10 10 22 27 26 26 37 42 45 50 48 52 51 60 45 41 42 35 45 715 1100

This section commences with an outline of the conduct of the study, and and assessment of the
appropriateness of the protocol and coding scheme. An overview of the results is provided,
including the distribution of the object of study. The distribution of papers across the Dimensions
is analysed, and then the distribution across Researcher Perspectives. Particular attention is paid
to the Perspectives adopted in the 26% of cases in which the object of study was humans.
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5.1. Conduct

The available resources were sufficient for the completion of both Rounds 1 and 2, resulting in
assessments of 212 of the c. 1,100 Bled papers 1988-2015 (19%), including 29 of the ¢. 147
unrefereed papers from 1988-1994 (20%), and 183 of the 953 refereed papers since 1995 (19%).
2003 was an exceptional year, in that the event was enlarged to 71 papers, whereas the other four
sets averaged 35 papers, range 29-42. Five papers were coded as Discipline Internal in nature, as
they did not adopt the perspective of any stakeholder in the domain under study. The number of
papers relevant to the study was accordingly 207.

The coding scheme proved to be generally very workable, but a few boundary-cases needed to be
managed, and managed consistently. For example, a number of papers contained very modest
empirical content in support of theory development, and a somewhat arbitrary threshold was
applied in order to assign the paper as Theoretical rather than Empirical. Another boundary-
condition arose with a paper that was coded as being primarily Theoretical but was also
methodological in nature and hence was arguably Discipline-Internal. One paper was coded on
the Social Dimension, but from the System-Sponsor Perspective. (This was a study of an eHealth
intervention to address worksite health risk factors). Two papers were expressly concerned with
'socio-economic' factors, but were coded on the Social Dimension. TAM research was coded as
being from the Perspective of the System Sponsor, although consideration was given to allocating
it to 'Discipline-Internal’, because its significance to real-world stakeholders is very limited.

A further challenge for the coding technique arose from a small number of articles whose focus
was on unincorporated business enterprises comprising a single individual, in each case in a
developing country. The Dimension was coded as Economic and the Perspective as System-
Sponsor. The questions arose as to whether the secondary concerns about social aspects were
sufficiently significant to warrant the recording of multiple dimensions, and whether 'System
Sponsor' is a suitable descriptor where the intended beneficiaries of the research are large
numbers of self-employed craft-workers in a developing country.

The challenges encountered in terms of threshold and boundary judgements may have been more
readily dealt with if a team-based approach to the research had been adopted, or if a panel of
reviewers had been used. However, the number of such instances is sufficiently small that the
choices made do not appear to have a material influence on the results.

5.2. Overview

The 1991 set of papers, as was natural for an event with a narrow focus on EDI, and that was
specifically an industry-academe crossover event, contains straightforward papers on business
processes and impacts. The refereed papers in the other four sets are both much stronger from a
research perspective and rather more varied in their styles. The overall counts and percentages
for the five sets are provided in Appendix 3.

Papers of a predominantly theoretical nature (i.e. in which there was no empirical content or it
performed only a supportive role) dropped from 93% in 1991, via 48% and 45%, to 35% in each
of the last two sets. Constructive research was very low in the first two sets (0 and 4%), growing
to 10, 15 and 16%. This reflects the fact that Bled has historically attracted far more theoreticians
and observers than system and software developers. Strongly empirical research, including both
scientistic and interpretivist approaches, and both quantitative and qualitative data, was only 7%
at the unrefereed event in 1991, but has been in the range 45-50% in all of the later four sets.
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The following sub-sections consider each of the aspects discussed in the earlier part of the paper.
The analyses primarily use percentage measures in order to avoid confusions arising from the
varying sizes of the individual sets. Examples are drawn on in order to highlight particular
aspects of the results.

5.3.  The Object of Study

The published Themes of the first two sets were unequivocally oriented towards inter-
organisational systems: 'EDI: Business Strategy for 90s' in 1991, and 'Global Business in
Practice' in 1997. In 2003, the rather more ambiguous and multi-facetted Theme was
'eTransformation’. The 2009 event adopted a more inclusive Theme — 'eEnablement: Facilitating
an Open, Effective and Representative eSociety'— and 2015's Theme was 'eWellbeing'. The
migration in themes has reflected the capacity of ICT to reach beyond organisations to people,
both as citizens and consumers, and to social groups at various levels of abstraction.

Across the sample as a whole, 63% studied organisations (131 of the 207 papers), 11% had a
particular technology as the focal point (23), and 26% had humans as the object of study (53). As
Table 3 shows, the focus on organisations as the object of study was intense in the early years, but
the intensity has progressively reduced. The proportion of papers with humans as the object of
study was zero in 1991, but interest emerged in 1997 soon after the advent of Internet access to
services, especially the Web, and has grown steadily since then to almost half in 2015.
Technologies per se have attracted far less attention in the last two sets than was the case in the
first three.

Table 3: Object of Study

1991 1997 2003 2009 2015 Mean
Organisations 86 70 59 63 49 63
Humans 0 12 28 32 49 26
Technologies 14 18 13 5 2 11

5.4. The Dimensions

Although the objects of study have changed significantly over time, both the Researcher
Perspectives, and the Dimensions on which those Perspectives lie, have changed far less. As
Table 4 shows, the proportion of research conducted on the Economic dimension was 91-100%
across the first four sets, and an overall average of 93%.

Table 4: Dimension

1991 1997 2003 2009 2015 Mean
Economic 100 91 99 93 84 94
Social 0 9 1 7 16 6
Environmental 0 0 0 0 0 0
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The Social Dimension has averaged only 6% of papers. It emerged in 1997 with 9% (3 papers),
faltered to 1% (1 paper) in 2003 (despite the implied invitation of the 'eTransformation' theme),
recovered to 7% (3 papers) in 2009, and climbed to 16% (6 papers) in 2015. The 3 papers in
2009 were studies of social networking services, in two cases from the user perspective, and in
the other taking into account the interests of both the user and the service-provider. In 2015, on
the other hand, driven by the Theme of eWellbeing, all of the 6 Social Dimension papers were
eHealth-related. Five considered the interests of people, either as users or usees, with one
adopting the employer's perspective.

Not a single paper among the 207 across the five sets was on the Environmental dimension. Only
1% (2 papers) even considered environmental topics, and both were on the Economic Dimension
— one on environmental sustainability practices, and the other (by this author) on the application
of eCommerce theory and practice to carbon trading.

5.5. Researcher Perspectives

From Table 5, it is clear that the interests of the System Sponsor are just as dominant as in other
segments of the IS literature — in 85% of papers as the sole perspective (175 of the 207, of which
180 were single-perspective papers), plus a further 8 percentage-points as one of the perspectives
reflected (17 of the remaining 27 among the total of 207 papers). The proportion of sole-
perspective System-Sponsor research has declined from 100% in 1991 to around 80% in 2009
and 2015. This is because the frequency of research that considers multiple perspectives was zero
in 1991, but jumped to the range 13-19% from 1997 onwards. In the majority of multi-
perspective studies, however, the System Sponsors' interests are among those considered, such
that the measure remained in the range 90-97% for 1997, 2003 and 2009, dropping to 84% in
2015 as a result of the eWellbeing Theme.

Table 5: Researcher Perspective

1991 1997 2003 2009 2015 Mean
System Sponsor 100 82 86 80 78 85
Other 0 3 1 5 3 2
Multiple 0 15 13 15 19 13
Total System Sponsor 100 97 90 95 84 92
O=Human Object & 0 25 89 77 72 75
P=System-Sponsor

Previous papers have analysed the ways in which Bled conference papers have been particularly
concerned with the organisational settings within which elnteraction technologies are used
(Clarke 2012, Clarke & Pucihar 2013). Within the sample studied here, 74% fell into those
categories. Of those, 90% of the studies of organisations were from the perspective of the System
Sponsor (118/131), and 8% from multiple perspectives (11). The 2 studies from a single
perspective other than the System Sponsor (<2%) were Wilde et al. (1997), which adopted the
perspective of rural business enterprises as users of information and services from commercial
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websites, and de Campos Costa & Joia (2003), a survey of individual Brazilian investors who use
Internet stockbrokers. Of the Multi-Perspective studies, 7/11 included the system sponsor's
perspective, such that it was reflected in 95% of papers (125/131).

Of the studies of technologies, 74% were solely from the System Sponsor perspective (17/23),
and none from any other single perspective (0%); but 26% recognised multiple perspectives (6).
Of these, all included the System Sponsor perspective bringing that measure to 100% (23/23).

Of the papers that had humans as the object of study, in 75% of cases the perspective adopted was
solely that of the System Sponsor (40/53). In 19% two or more Perspectives were adopted
(10/53), and 6% reflected the interests of a single stakeholder other than the System Sponsor
(3/53). Of the multi-perspective studies, 70% (7/10) included the interests of the System
Sponsor, bringing that perspective to 89% (47/53).

5.6. Humans as the Object of Study

In 26% of the papers (53), the object of study was humans. A key motivation for the conduct of
this research was the author's strong impression that the system sponsor's perspective dominates
IS research. This has been borne out by the results of both pilot testing and the research reported
in this paper. A corollary is that, where humans are the object of study, it is likely that the
dominance of the system sponsor's interests is harmful to the interests of those people. This
section accordingly probes more deeply into this aspect.

The papers were first assessed for the extent to which they reflected the System Sponsor's
perspective. Of the 53 papers, in 40 cases (75%) the perspective was solely that of the system-
sponsor. In 7 of the 10 multi-perspective papers, the system-sponsor's interests were among those
considered (an additional 13%age points, making 89% in all). On the other hand, the human
objects' interests were represented in only 3 single-perspective papers (6%), but also in all of the
10 multi-perspective papers (19%, making 25% in all). Table 6 summarises the results.

Table 6: Perspectives Where the Object of Study is Humans

The 3 papers that adopted a single Perspective which was not that of the System Sponsor were
concerned with users of social networking services (Tuunainen et al. 2009), sight-impaired users
of social networking services (Leahy & O'Brion 2009), and women employed in ICT (Berghi &
Bielli 2015).
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Two categories of multi-perspective research are usefully distinguished. Dual-perspective
research most commonly observes the phenomena of interest from both sides of a provider-user
or provider-consumer dyad. This is potentially highly valuable, but it is somewhat challenging
and not often reported at Bled. Adie & Castleman (1997) brought industrial relations and
sociology to bear on teleworking, from both employer and employee Perspectives:

"There are complex and paradoxical interests among the various parties in
the employment relations context. ... Satisfactory resolution of the
employment relations issues requires a recognition of the contradictory
pressures and interests among employers and employees".

Gattiker et al. (1997) investigated how respondents feel about invasions of privacy arising from e-
mail and telephone marketing. The primary beneficiary was system-sponsors, but the perspective
of consumers was also addressed — in this case as usees, i.e. individuals affected by the system.
Similarly, the primary perspective of Schubert et al. (2003) was that of the system sponsor, but
the interests of the student-users were also considered:

"Do [groupware systems] really improve collaborative processes? Do they
save time or kill additional time? Do people like to work with such tools or
is it an extra burden for them? Are these systems as user-friendly as their
marketing leaflets claim them to be?"

The paper by vom Brocke et al. (2009) considered adoption factors for social networking services
from the viewpoints of both the provider and the user. Cruz-Cunha et al. (2015) outlined features
of an e-Marketplace for services, from the perspectives of both elderly people and their caregivers
(with only indirect implications for providers); and Mezei & Nikou (2015) examined benefits of

recommender systems for both system sponsors and the young-elderly.

The term "Generic-Perspective Research' was applied to papers that in some manner reflected
the interests of multiple stakeholders. At worst, papers of this kind can be vague about who is
meant to benefit from the research. One 2003 paper on how young people are developing new
and innovative ways of interacting using technology drew some inferences, but identified no clear
implications for any particular stakeholder.

There were 3 papers, however, which either searched for policy implications, or examined
specific policy implications, with the (in some cases implicit) aim of achieving economic and/or
social betterment. The earliest, Schubert et al. (1997), was expressly concerned with socio-
economic aspects of electronic markets:

"Relevant socio-economic aspects are the composition of society (social
structure), the ongoing change in social patterns (social change), the
phenomenon of new social formations of people (communities, genres),
psychological aspects and the allocation of power on the basis of access to
information (government and world politics)".

In Binhadyan et al. (2015), proposals were made in relation to e-mental health services intended
to address the needs of all stakeholders, and Carlsson & Walden (2015) considered the use of
mobile technology to enhance wellness among the young elderly, considering also the public
health and budgetary aspects relevant to society as a whole.

Almost half of the papers whose object of study was humans demonstrated at least some degree
of sensitivity to the interests of the particular category of people under study. One positive
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example was Hawryszkiewycz (2003) which suggested a flexible approach to customizing
learning spaces to learners' needs. Another was Head et al. (2003), which concluded that:

"A humanized approach to Website design would incorporate various
human-centric elements, such as emotive textual descriptions, relevant
pictures of people, appropriate audio and video clips, virtual communities,
virtual and real shopping agents. ... If vendors are not able to instill
customer trust in their e-Commerce operations, they are doomed to online
failure”

In Jutla & Bodorik (2003), the unusual proposition was put forward of 'a client-side business
model":

"Strengthening the user perception of privacy and trust on the Internet will
require user- focused technological approaches, enforceable privacy laws,
and business interventions. We propose a novel user-focused business
model for privacy with a supporting client-side e-privacy architecture"

Similarly, Ng-Kruelle et al. (2003), in structuring a framework for analysing privacy sensitivity in
relation to wireless applications, concluded that:

"It becomes necessary therefore to understand how privacy requirements
from the end user works, and how the basic privacy principles can be best
adapted for business development strategies to achieve consumer
satisfaction"

These 4 are, however, the only well-balanced examples. In 2003, 8/14, and in 2009 all 9/9
papers, were concerned with adoption factors, and regarded humans as an awkward object of
study whose behaviour was subtle and hence needed careful examination in order that business
enterprises could achieve their objectives.

The remaining 2/14 papers in 2003 were concerned with the behaviour of employees and online
consumers. In 2015, only 2 papers showed a degree of sensitivity, although only marginally so.
One evaluated requirements for a mobile financial advisory service and the other crowdsourced
software development. In each case, the attitude evident to the humans under study was tending
away from sensitivity towards manipulation.

The remaining category is at best strongly biassed to the System Sponsor’s interests, and in
some cases shows elements of authoritarian and exploitative attitudes. Fully 28% of the sub-
sample (15/53 papers) was judged to be in this category. Lichtenstein & Swatman PMC (1997)
studied the development by organisations of acceptable usage policies:

"The diffusion of the Internet within the workplace has introduced serious
new organisational security concerns ... many employees have been
misusing or abusing their employer-provided connection to the Internet”

In the Outstanding Paper Award-winning paper that year, Koch & Méslein (2003), an argument
was pursued for "user-centric global identity management":

"Personalization and community support are increasingly considered to be
an important ingredient of successful (Web) applications for e-commerce
and collaboration. ... The availability of user profile information will be
important for future Internet based Electronic Commerce and Community
Support services. Information about the users is needed ... "
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In Sigala (2003), the treatment of students was as objects whose attributes were to be improved:

"Findings provide useful suggestions for developing successful e-learning
...... correction actions ... students should be assisted in becoming
motivated, skilled and active members of online communities that can
contribute to learning processes"

Centralised electronic Customer Relationship Management (¢eCRM) was investigated by John et
al. (2009) as a means of improving consumer 'loyalty', and this was followed by 4 papers in 2015
that discussed Social CRM in terms that were unambiguously supportive of business enterprises
utilising social media as a means of manipulating consumer behaviour. In addition, 2 papers
were concerned with the use of individuals' postings on social media as a means of conducting
market surveillance.

Other 2015 papers examined worksite health risk factors, and misfit between individual KPIs and
corporate objectives. More aggressively, Frank et al. (2015) proposed that functional features of
first-person shooter (FPS) games were relatively unimportant, because hedonic motivations
dominated gamers' adoption behaviour; and Derikx et al. (2015) studied means of "buying-oft"
users' privacy concerns in order to achieve more rapid adoption of mobility services.

Even more hostile to users' interests was Gand et al. (2015), which argued that lifetime electronic
health records (LEHRSs) should be imposed on individuals in order to gain (unproven and indeed
contentious) benefits to public health, and asserted that "the collection of data from every
necessary or available source should be considered as reasonable".

The Theme in 2015 was eWellbeing, and several authors rose to that challenge. Despite that, the
2015 set saw a substantial shift towards approaches hostile to human interests. An appreciable
number and proportion of researchers went beyond merely assuming that the interests of
individual users and usees were irrelevant to the research. Papers in 2015 on so-called 'social
media' were almost entirely from the perspective of corporations, individuals were perceived as
no more than an object of study, and their interests are considered if, and even then only to the
extent that, they represented potential impediments to adoption or otherwise worked against
corporations' interests. Some authors are actively working to assist corporations to exploit IT
users; and one trio of authors adopted the position that the collectivist interest dominates that of
the individuals who were the object of study.

6. Discussion

The patterns anticipated for the IS discipline as a whole were generally evident in the sample of
Bled eConference papers. The Dimension was on average 93% Economic, 7% Social and 0%
Environmental. The 2015 Proceedings showed a small increase in the proportion of papers on the
Social Dimension, in response to a human-oriented Conference Theme.

In 85% of papers, the Researcher's Perspective was solely that of the system-sponsor, with a
further 8% coming from the multi-perspective papers. In only 2.5% of cases was a single
Perspective adopted that was other than that of the system sponsor.

Prior to 2000, Bled Themes were strongly focussed on organisations and technologies, but since
then about one-third have had humans as the object of study. Among these, the dominance of the
system-sponsor's Perspective is almost as great as for the population as a whole — (89% including
75% sole-Perspective, cf. 93% and 85%). Moreover, the proportion of the papers in which a
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reasonable degree of sensitivity was evident plummeted from 80-90% in 2003 and 2009 to only
15% in 2015. It may be that the single-mindedness of US business school thinking is migrating
across the Atlantic and changing the flavour of European research into elnteraction.

Membership of IS professional associations generally brings with it moderately strong and
comprehensive obligations in relation to society and human well-being, and to privacy in
particular. To date, IS researchers have been subject to less stringent standards. Nonetheless, the
AIS Research Code includes as "recommended ethical behavior" the following: "Give priority to
the public interest, particularly when designing or implementing new information systems or
other designed artefacts" (AIS 2015). There would appear to be a conflict between IS
researchers' conduct and their nominal ethical responsibilties. This is arguably the case with any
research that is conducted solely from the system-sponsor's Perspective, but it is very clearly so in
the case of the human-hostile examples identified towards the end of the previous section.

The results of this study suggest that, in respect of the Bled eConference, but quite probably in
respect of research into elnteractions quite generally, researchers' perspectives are dominated by
the system sponsors' interests, to the extent that the interests of people and society are mostly
treated as impediments to system sponsor's intentions. There are signs that the dominance may be
turning into arrogance, with an increasing proportion of research being focussed on the
exploitation of humans and their behaviour.

7. Conclusions

If, as this author argues, the dominance of system sponsor interests is at least undesirable, and
even unconscionable, what is to be done about it? Calls for Papers need to expressly address, or
at least include and encourage, research on Dimensions other than the economic, and from
Perspectives other than that of system sponsors. It appears to be necessary for AIS to mature its
Code beyond the protection of its members from inappropriate behaviour by other researchers,
and impose specific obligations on its members in relation to the nature of the research they
conduct, and in particular the perspectives that they adopt. A stronger hand is needed from
editors and reviewers, in order to to weed out unduly insensitive, exploitative, manipulative and
authoritarian approaches to research.

On a more positive note, the research on perspectives draws attention to opportunities for
researchers on elnteraction at the Bled conference, and on IS generally, to improve the
effectiveness of their work. Single-perspective research is entirely justifiable, but its limitations
need to be appreciated and explained. Similarly, the system sponsor's perspective is entirely
legitimate; but excessive focus on it, to the substantial exclusion of the interests of other
stakeholders, is indicative of capture, and not an attribute of a healthy discipline.

Dual-perspective research is capable of offering far deeper insight into phenomena than one-sided
studies. Too many people continue to pursue 'impediments' and 'barriers to adoption', despite that
whole field of research being an aberration. If the IS discipline's scope and body of knowledge
were well-balanced, there would be no such field of study. One way to achieve that, and consign
'impediments' to the dustbin of history, is by concentrating on dual-perspective research,
reflecting both the system-sponsor and user / consumer views, and inter-relating them, to the
benefit of both.

Beyond dual-perspective research, multi-perspective approaches need to be understood, their
benefits appreciated, and appropriate research techniques adopted and matured. The IS discipline
has for too long avoided research that has relevance to public policy issues. It needs to broaden
its horizons, conduct policy-relevant research, and thereby contribute to economic, social and
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environmental wellbeing. But it can only do so if some proportion of researchers, in some of
their projects, conduct their work other than on behalf of corporate sponsors, and lift their sights
beyond single-perspective research to reflect multiple perspectives.
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Appendix 1: Bled Conference Titles

Electronic Data Interchange (EDI)

1988 (01) — (Electronic Data Interchange)

1989 (02) — (Electronic Data Interchange)

1990 (03) — Electronic Data Interchange

1991 (04) — EDI: Business Strategy for 90s

1992 (05) — EDI: Interorganizational Systems in the Global Environment

EDI and Inter-Organizational Systems

1993 (06) — EDI: Strategic Systems in the Global Economy of the 90s
1994 (07) — Electronic Commerce, Electronic Partnership
1995 (08) — Electronic Commerce for Trade Efficiency

Bled Electronic Commerce Conference

1996 (09) — Electronic Commerce for Trade Efficiency and Effectiveness

1997 (10) — Global Business in Practice

1998 (11) — Electronic Commerce in the Information Society

1999 (12) — Global Networked Organisations

2000 (13) — Electronic Commerce: The End of the Beginning

2001 (14) — e-Everything: e-Commerce, e-Government, e-Household, e-Democracy
2002 (15) — eReality: Constructing the eEconomy

2003 (16) — eTransformation

2004 (17) — eGlobal

Bled eConference

2005 (18) — elntegration in Action

2006 (19) — eValues

2007 (20) — eMergence: Merging and Emerging Technologies, Processes, and Institutions
2008 (21) — eCollaboration: Overcoming Boundaries Through Multi-Channel Interaction
2009 (22) — eEnablement: Facilitating an Open, Effective and Representative eSociety

2010 (23) — eTrust: Implications for the Individual, Enterprises and Society

2011 (24) — eFuture: Solutions for the Individual, Organisations and Society

2012 (25) — eDependability: : Reliable and Trustworthy eStructures, eProcesses, eOperations and
eServices for the Future

2013 (26) — elnnovations: Challenges and Impacts for Individuals, Organizations and Society
2014 (27) — eEcosystems

2015 (28) — #eWellbeing

2016 (29) — Digital Economy
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Appendix 2: Coding Protocol

For each paper:

1.

Review the paper, with a particular focus on the Title, Abstract, research method, intended
beneficiary and target audience
Select one from these CATEGORIES:

. DI — Discipline-Internal, incl. research method, issues, teaching-related (DI papers
are not relevant to the current study)

. T — Theoretical, with at most a minor empirical component
. E — Observational / With a significant Empirical component
. C - Constructive, incl. Design Research, Action Research

For Categories T and E, extract or infer and capture the Research Question
For Category C, extract or infer and capture the Objective

Select the DIMENSION on which the Perspective lies:

. Ec — Economic

. Soc — Social

. Env — Environmental
Select the UNIT of STUDY:

. O — Organisation(s)

. H — Human(s)

. T — Technology

Select the PERSPECTIVES:

. SS — System Sponsor (sole or dominant)

. O — Other-than-System-Sponsor (sole or dominant)

. M — Multiple perspectives

For Perspectives O and M, capture the Perspective(s) in text form
Capture key quotations that are indicative of the Perspective

Assign code HSS if the article is both H (Human Unit of Study) and SS (System-Sponsor
Perspective)
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Appendix 3: The Results

Year

1991

1997

2003

2009

2015

Totals

%

%

%

%

%

%

No.

No.

No.

No.

Dimension

Ec  Soc ' Env
28 0 0

100 0 0
30 3 0
91 9 0
68 1 0
99 1 0
37 3 0
93 7 0
31 6 0
84 | 16 0

194 | 13 0
94 6 0

Object of Study
Org = Hu-  Tech
man
24 0 4
86 0 14
23 4 6
70 12 18
41 18 10
59 28 13
25 13 2
63 32 5
18 18 1
49 49 2
131 53 23
63 26 11

w2

B

28
100
27
82
59
86
32
80
29
78

175
85

Appendix 4: Supplementary Materials

The coded data us available as follows:

1991
1997
2003
2009
2015

Perspective

Other

http://www.rogerclarke.com/SOS/Persp-BledP-91.xls
http://www.rogerclarke.com/SOS/Persp-BledP-97 xls
http://www.rogerclarke.com/SOS/Persp-BledP-03.xls
http://www.rogerclarke.com/SOS/Persp-BledP-09.x1s
http://www.rogerclarke.com/SOS/Persp-BledP-15.xls

Multi

15

13

15

19

27
13

SS
28
100
32
97
61
90
38
95
31
84

190
92

I

89
10
77
13
72

40
19
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Abstract

This study concentrates on the role of personal traits in technology acceptance by
comparing which of the two personal trait constructs commonly used in IS research,
personal innovativeness in the domain of information technology (PIIT) or technology
readiness index (TRI), performs better in terms of promoting the explanatory power of
the technology acceptance model (TAM). The comparisons are conducted in the case
context of online services offered by electric suppliers, and the study is based on the
data collected from 1,176 consumers through an online survey and analysed by using
structural equation modelling (SEM). The findings of the study show that the inclusion
of both PIIT and TRI into basic TAM promotes the explanatory power of the model
especially in terms of perceived ease of use but also in terms of perceived usefulness
and use intention. At the end of the paper, practical implications for electric suppliers
and the adoption of their online services are also discussed.

Keywords: Technology Acceptance Model, Personal Innovativeness in the Domain of
Information Technology, Technology Readiness Index, Online Service, Electric Supplier

1 Introduction

In information systems (IS), technology acceptance has traditionally been one of the
most prominent research topics with high relevance for both theory and practice. For
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theoreticians, the main target has typically been to understand the antecedents that
affect the acceptance decisions in general or in specific contexts, whereas practitioners
have been more interested in applying this understanding to their offered products
and services in order to advance their adoption and sales. One of the most influential
theories of technology acceptance in IS has been the technology acceptance model
(TAM) by Davis (1989), which postulates that our acceptance or use intentions and
behaviours are determined by two antecedents: the perceived usefulness and the
perceived ease of use of the technology. Over the years, several extensions to TAM
have been suggested and the set of antecedents vastly augmented. However, these
additional antecedents have typically been very similar to the original ones in terms
that they have concentrated either on our perceptions of the technology or how we
perceive ourselves in relation to it. In contrast, less attention has been given to the
personal traits of the potential acceptors or users. Although these personal traits are
not typically directly related to the technology, they often have a significant indirect
influence on our perceptions of it, or at least how these perceptions ultimately affect
our acceptance or use intentions and behaviours.

The two personal traits that seem to have so far gained most attention in IS research
are the personal innovativeness in the context of information technology (PIIT) by
Agarwal and Prasad (1998) and the technology readiness index (TRI) by Parasuraman
(2000), which both basically refer to the propensity of an individual to accept new
technologies. Both of these constructs have been successfully integrated into TAM and
found to promote its explanatory power (e.g., Agarwal & Prasad, 1998; Yi, Fiedler &
Park, 2006; Yi et al., 2006; Lin, Shih & Sher, 2007; Walczuch, Lemmink & Streukens,
2007; Jackson, Yi & Park 2013). However, no comparative studies have been made on
which of them actually performs better in this respect. The present study aims to
address this gap in prior research by conducting such a comparison in the case context
of self-service technologies (SST), which have been a very common application context
of both TAM and TRI (e.g., Dabholkar & Bagozzi, 2002; Curran & Meuter, 2005). As the
specific SST, we selected the online services offered by electricity suppliers, which
allow their customers, for example, to manage their electricity contracts or track their
electricity consumption online. Such services have become increasingly common in the
recent years and, thus, act an interesting and important research context also per se in
addition to offering an excellent case context for our aforementioned comparisons.

This paper is sectioned as follows. After this brief introductory section, the theoretical
foundation of the paper and the compared theoretical models are discussed in Section
2. After this, the methodology and results of the study are reported in Sections 3 and
4. The results are discussed in more detail in Section 5. Finally, Section 6 considers the
limitations of the study and potential paths of future research.

2 Theoretical Foundation

2.1 Technology Acceptance Model

Deriving from the theory of reasoned action (TRA) by Fishbein and Azjen (1975, 1980),
TAM explains the use intention and actual use of information systems by concentrating
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on the personal beliefs of their potential users about the perceived characteristics of
the technology. According to TAM, as already mentioned in the introduction, use
intention is determined by perceived usefulness (PU), defined as “the degree to which
a person believes that using a particular system would enhance his or her job
performance”, and perceived ease of use (PEOU), defined as “the degree to which a
person believes that using a particular system would be free of effort”. In addition to
use intention, PEOU also acts as an antecedent of PU. Use intention, in turn,
determines actual use. (Davis, 1989; Davis, Bagozzi & Warshaw, 1989.) In many prior
studies, TAM has been shown to be a valid and a very robust predictive model and,
together with its simplicity, this has resulted in it becoming one of the most well-
known and widely used theories in information systems (King & He, 2006). Because of
its parsimony, the basic TAM illustrated in Figure 1 was chosen as the base model of
our study over its extensions. For example, TAM2 (Venkatesh & Davis, 2000) and TAM3
(Venkatesh & Bala, 2008) include numerous additional antecedents whose effects on
use intention and actual use are typically mediated by PU or PEOU. In turn, UTAUT
(Venkatesh et al., 2003) and UTAUT2 (Venkatesh, Thong & Xu, 2012) include numerous
moderating effects. Thus, they are all inherently more complex models, and their use
would make it more difficult to isolate and compare the effects of the two constructs
that we are mainly interested in this study: PIIT and TRI.

Perceived
Usefulness

Use Intention

Perceived
Ease of Use

Figure 1: Technology acceptance model (TAM)

2.2 Personal Innovativeness in the Domain of Information Technology

Drawing from the innovation diffusion theory by Rogers (2003), Agarwal and Prasad
(1998) have proposed a construct termed personal innovativeness in the domain of
information technology (PIIT), which they define as “the willingness of an individual to
try out any new information technology”. The construct measures the innovativeness
of an individual in a continuum from high to low, thus helping to identify individuals
who are likely to adopt information technology innovations earlier or later than others.
Although PIT was originally proposed as a moderator of the effects of innovation
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characteristics on use intention (Agarwal & Prasad, 1998), the findings of Vi, Fiedler
and Park (2006) have shown that individual innovativeness is actually an antecedent of
PU, PEQU, perceived compatibility, and use intention rather than just a moderator of
the effects between the constructs. Also Lewis, Agarwal and Sambamurthy (2003) as
well as Jackson, Yi and Park (2013) have suggested PIIT to be an antecedent of
innovation characteristics. Based on this, in our first comparison model illustrated in
Figure 2, we hypothesise PIIT to act as a direct antecedent of all the three constructs of
our base model: PU, PEOU, and use intention.

Perceived
Usefulness

Use Intention

Perceived
Ease of Use

Figure 2: Integrative model of TAM and PIIT (TAM + PIIT)

2.3 Technology Readiness Index

TRI measures the readiness of an individual to use technology through a combination
of positive and negative personal beliefs about technology in general, and it has been
found to be a very robust predictor of technology-related intentions and behaviour,
particularly in the e-services domain (Parasuraman & Colby, 2015). Proposed originally
by Parasuraman (2000) and defined as “people’s propensity to embrace and use new
technologies to accomplish goals in home life and at work”, technology readiness is
typically seen as comprising of four co-existing dimensions, which in combination
determine a person’s general predisposition to use new technologies (Parasuraman &
Colby, 2015):

e Optimism: “a positive view of technology and a belief that it offers people increased
control, flexibility, and efficiency in their lives”

e Innovativeness: “a tendency to be a technology pioneer and thought leader”

e Discomfort: “a perceived lack of control over technology and a feeling of being
overwhelmed by it”

e Insecurity: “distrust of technology, stemming from scepticism about its ability to
work properly and concerns about its potential harmful consequences”
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Of these, optimism and innovativeness are seen as drivers that increase technology
readiness, whereas discomfort and insecurity are seen as deterrents that decrease it.
TRI has also been successfully integrated into TAM in the technology readiness and
acceptance model (TRAM) by Lin, Shih and Sher (2007), who examined the effects of
the aggregate TRI construct on PU and PEOU and found the explanatory power of this
integrative model to be superior in comparison to its component models. In some later
studies, the effects of the four component constructs of TRI on TAM constructs have
also been examined individually by hypothesising that optimism and innovativeness
have a positive effect on PU and PEOU, whereas discomfort and insecurity have a
negative effect on them (Godoe & Johansen, 2012; Walczuch, Lemmink & Streukens,
2007). In this study, we follow this latter approach by concentrating on the effects of
the four component constructs rather than the effects of the aggregate TRI construct.
Although Lin, Shih and Sher (2007) suggest that the effect of technology readiness on
use intention is fully mediated by PU and PEOU, Lin and Chang (2011) have found that
technology readiness affects use intention not only indirectly through PU and PEOU,
but also directly. Based on this, in our second comparison model illustrated in Figure 3,
we hypothesise the four component constructs of TRI to act as direct antecedents of
not only PU and PEOU, but also use intention.

TRI

Perceived
Usefulness

Innovativeness

Use Intention

Perceived
Ease of Use

Figure 3: Integrative model of TAM and TRI (TAM + TRI)
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3 Methodology

To compare the basic TAM model as well as the TAM + PIIT and TAM + TRl models, we
conducted a self-administered online survey targeted at Finnish consumers between
December 2015 and January 2016. Due to the case context of the study, the survey
was promoted via the online channels of two electric suppliers (e.g., websites, social
media, and newsletters) as well as via the internal communication channels of our
university and several discussion forums. To raise the response rate, also several gift
cards with a total worth of 356 € were raffled among the respondents.

The survey questionnaire contained three main sections related to TAM, PIIT, and TRI
as well as questions concerning demographics and technology use experiences. The
items measuring perceived usefulness, perceived ease of use, and use intention were
derived from Davis (1989) as well as Davis, Bagozzi and Warshaw (1989), whereas the
items measuring PIIT were derived from Agarwal and Prasad (1998) and the items
measuring TRl were derived from the TRI 2.0 scale by Parasuraman and Colby (2015).
However, a few minor wording changes were made to the items in order for them to
better fit the case context of the study. The exact wording of each item, translated
from Finnish to English, is presented in Appendix A. All the items were measured on a
five-point Likert scale ranging from 1 = strongly disagree to 5 = strongly agree. The
respondents were also able to skip individual items, which resulted in a missing value.

We analysed the collected data with the IBM SPSS Statistics 22 and Mplus version 7.11
software. SPSS was mainly used for data preparation and preliminary analysis, whereas
Mplus was used for SEM analysis. As the model estimator, we used the MLR option of
Mplus, which stands for maximum likelihood estimator robust to non-normal data. The
potential missing values were handled by using the FIML option of Mplus, which stands
for full information maximum likelihood and uses all the available data in the model
estimation. More details about Mplus and the exact estimation methods can be found
in the user’s guide and technical appendices of Mplus (Muthén & Muthén, 2016).

4 Results

The conducted online survey was completed by a total of 1,370 respondents. However,
to promote the quality of responses, 194 of them were excluded from the final sample
in two phases. We first excluded 124 respondents who had not reported being
customers of any electric supplier (e.g., adolescents living in student apartments) and,
thus, were not likely to be able to give reliable assessments on their online services.
This was followed by an exclusion of additional 70 respondents who had reported
missing values in all the items that measured the basic TAM constructs. This resulted in
a final sample size of 1,176 respondents to be used for model estimations. Descriptive
statistics of this sample are reported in Table 1. All in all, the gender and age
distributions of the sample corresponded quite well with those of the adult Finnish
population in 2015 (Statistics Finland, 2016), which are also reported in Table 1. The
main deviations were that the age group of 50-69 years was overrepresented and the
age groups of 18-39 years and 70 years or older were slightly underrepresented. This
was likely caused by how the survey was promoted. The age of the respondents
ranged from 18 to 83 years, with the mean age being 50.4 years (SD = 15.5 years).
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Sample (N = 1,176) Finland
N % %

Gender

Male 631 53.7 48.8

Female 545 46.3 51.2
Age

18-29 years 171 14.5 18.3

30-39 years 137 11.6 15.9

40-49 years 153 13.0 15.1

50-59 years 319 27.1 16.8

60-69 years 313 26.6 17.1

70— years 83 71 16.8
Monthly net income

—999 € 213 18.1

1000-1999 € 351 29.8

2000-2999 € 343 29.2

3000- € 180 15.3

No response 89 7.6
Socioeconomic status

Employed 532 45.2

Unemployed 97 8.2

Student 155 13.2

Pensioner 332 28.2

Other 60 5.1

Table 1: Sample statistics

In the next three sub-sections, we first assess the reliability and validity of the
construct indicators and the eight constructs included in the three compared models:
use intention (INT), perceived usefulness (PU), perceived ease of use (PEOU), personal
innovativeness in the domain of information technology (PIIT), optimism (OPT),
innovativeness (INN), discomfort (DIS), and insecurity (INS). These assessments are
based on a model that contains all the aforementioned constructs but does not yet
hypothesise any regression relationships between them. This is followed by the actual
comparison of the models in terms of their explanatory power as well as goodness of
fit with the data.

4.1 Indicator Reliability and Validity

Indicator reliabilities and validities were evaluated by using the standardised loadings
and residuals of the indicators, which are reported in Appendix B. In a typical case
where each indicator loads on only one construct, it is commonly expected that the
standardised loading (A) of each indicator should be statistically significant and greater
than or equal to 0.707 (Fornell & Larcker, 1981). This is equal to the standardised
residual (1 — A%) of each indicator being less than or equal to 0.5, meaning that at least
half of the variance of each indicator is explained by the construct on which it loads. As
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can be seen, the three indicators that were furthest from meeting this criterion were
DIS1, INS4, and PIIT3, which all had standardised loadings of less than 0.6. Thus, after
assessing that there would be no adverse effects on the content validity of the three
constructs that they were measuring, we decided to eliminate them and to re-estimate
the model. In the re-estimated model, all the indicators now met the criterion or at
least were very close to meeting it (INN3 was furthest away from meeting it with a
standardised loading of 0.665), meaning that the re-estimated model could be
considered to exhibit satisfactory indicator reliability and validity.

4.2 Construct Reliability and Validity

Construct reliabilities were evaluated by using composite reliabilities (CR — Fornell &
Larcker, 1981), with which it is commonly expected that each construct should have a
CR greater than or equal to 0.7 in order for it to exhibit satisfactory reliability (Nunnally
& Bernstein, 1994). The CR of each construct is reported in the first column of Table 2,
and as can be seen, all the constructs met this criterion. Construct validities were
evaluated by examining the convergent and discriminant validity of the constructs,
which were evaluated by using the two criteria proposed by Fornell and Larcker (1981).
They are both based on the average variance extracted (AVE) of the constructs, which
refers to the average proportion of variance that a construct explains in its indicators.
In order to exhibit satisfactory convergent validity, the first criterion requires that each
construct should have an AVE greater than or equal to 0.5, meaning that, on average,
each construct should explain at least half of the variance of its indicators. The AVE of
each construct is reported in the second column of Table 2, and as can be seen, all the
constructs except for DIS and INS met this criterion. However, their values were so
close to meeting it that we decided not to eliminate them. After all, both the criteria
proposed by Fornell and Larcker (1981) can be considered more as rules of thumb, the
violations of which do not automatically have to result in any actions. However, if the
violations are considerable, caution must be used when interpreting the results.

CR AVE INT PU PEOU OPT INN DIS INS PIIT
INT 0.951 0.865 | 0.930
PU 0.881 0.712 | 0.722 | 0.844

PEOU | 0.894 0.738 0.594 0.870 0.859
OPT 0.835 0.559 0.384 0.531 0.470 0.748
INN 0.821 0.537 0.329 0.301 0.359 0.590 0.733
DIS 0.730 0.474 | -0.125 | -0.288 | -0.397 | -0.397 | -0.379 | 0.689
INS 0.739 0.486 | -0.152 | -0.182 | -0.200 | -0.458 | -0.420 | 0.638 0.697
PIT 0.847 0.648 0.334 0.316 0.372 0.620 1.006 | -0.336 | -0.450 | 0.805
Table 2: CRs, AVEs, square toots of AVEs and correlations of the model constructs

In order to exhibit satisfactory discriminant validity, the second criterion requires that
each construct should have a square root of AVE greater than or equal to its absolute
correlation with the other constructs. This means that, on average, each construct
should share at least an equal proportion of variance with its indicators than it shares
with the other constructs. The square root of AVE of each construct (on-diagonal cells)
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and the correlations between the constructs (off-diagonal cells) are reported in the
remaining columns of Table 2. As can be seen, all the constructs met also this criterion
with the exception of PU and PEOU, which correlated too strongly with each other.
However, this cannot be considered dangerous because, as already mentioned in
Section 2.1, TAM hypothesises PEOU to act as an antecedent of also PU in addition to
INT. In addition, there was also an extremely strong correlation between INN and PIIT,
which was expected and also cannot be considered dangerous as these constructs are
not intended to be included into the same model.

4.3 Model Comparisons

Figure 4 presents the standardised estimation results of the basic TAM model, which
was able to explain 52.9 % of the variance of INT. As expected, PU had a statistically
significant and positive effect on INT. Contrary to expectations, the effect of PEOU on
INT was negative, but quite weak and not statistically significant. However, PEOU had a
statistically significant and positive effect on PU and was able to explain 75.8 % of its
variance. In terms of the fit of the model with the data, the )(2 test rejected the null
hypothesis of the model fitting the data. However, instead of actual misfit, this may
have been caused by the tendency of the x° test to underestimate the fit especially in
the case of large samples (Bentler & Bonett, 1980). For this reason, also four different
fit indices were used to evaluate the fit: the comparative fit index (CFl), the Tucker-
Lewis index (TLI), the root mean square error of approximation (RMSEA), and the
standardised root mean square residual (SRMR). Their values clearly surpassed the
commonly accepted cut-off criteria for a satisfactory fit (CFI > 0.95, TLI =2 0.95, RMSEA <
0.06, and SRMR < 0.08 — Hu & Bentler, 1999), meaning that the model could be
considered to exhibit a good fit with the data.

X’(24) = 52.566, p < 0.001
CFl'=0.993, TLI = 0.990
RMSEA = 0.032, SRMR = 0.017

Perceived
Usefulness

(R*=75.8%)

% = b < 0.001
**=p<0.01
*=p<0.05

0.842**

Use Intention
(R*=52.9%)

0.870™*

Perceived
Ease of Use

Figure 4: Standardised estimation results of TAM model

Figure 5 presents the standardised estimation results of the TAM + PIIT model. The
performance of this integrative model was a bit better as compared to the TAM model
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in terms of explaining the variance of INT, with an explanatory rate of 54.2 %. PU had
an approximately as strong an effect on INT as in the case of the basic TAM model, and
also the effect of PEOU on INT was now slightly stronger and statistically significant,
but still negative. In addition, PIIT had a statistically significant and positive effect on
INT, although a weak one. PHT additionally had a statistically significant and a
somewhat stronger positive effect on PEOU, and it was able to explain 14.2 % of its
variance. In contrast, PIIT did not have a statistically significant effect on PU, but PEOU
still remained as an approximately as strong an antecedent of PU as in the case of the
basic TAM model and was able to explain 75.8 % of its variance. Also the fit of the
model with the data remained as approximately as good as in the case of the basic
TAM model.

X (48) = 90.033, p < 0.001

CF1=0.993, TLI = 0.991
RMSEA = 0.027, SRMR = 0.019

Perceived
Usefulness

(R*=75.8%)

0.848*** ok — p< 0.001
**=p<0.01
*=p<0.05

Use Intention
(R*=54.2%)

0.873**

0.377** Perceived -0.189*

Ease of Use
(R*=14.2 %)

0.127***
Figure 5: Standardised estimation results of TAM + PIIT model

Figure 6 presents the standardised estimation results of the TAM + TRl model, which
performed best in terms of explaining the variance of INT, with an explanatory rate of
56.4 %. The effects of PU and PEOU on INT remained as approximately as strong as in
the case of the basic TAM model. In addition, OPT, INN, and DIS of the TRI constructs
were found having statistically significant effects on INT. The effect of INN was positive
and about as strong as the effect of PIIT on INT in the case of the TAM + PIIT model.
However, surprisingly, OPT had a negative and DIS had a positive effect on INT,
although both of these effects were quite weak. An aspect in which the TAM + TRI
model performed considerably better than the TAM + PIIT model was its ability to
explain the variance of PEOU, with an explanatory rate of 31.2 %. All the four TRI
constructs were found to have a statistically significant effect on PEOU, with OPT and
DIS having the strongest effect and being followed by INS and INN. As expected, OPT
and INN had a positive effect and DIS had a negative effect. However, the effect of INS
was surprisingly positive. Three of the TRI constructs were also found to have a
statistically significant effect on PU, with OPT having the strongest effect and being
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followed by INN and DIS. As expected, OPT had a positive effect, but surprisingly the
effect of INN was negative and the effect of DIS was positive. However, both of these
two latter effects were weak. PEOU still remained as an approximately as strong an
antecedent of PU as in the case of the basic TAM and TAM + PIIT models and, together
with the TRI constructs, they were able to explain 79.3 % of its variance. The fit of the
TAM + TRI model with the data deteriorated slightly in comparison to the basic TAM
and TAM + PIIT models, but remained at a good level in terms of all the four fit indices.

X (209) = 458.778, p < 0.001
TRI CF1=0.977, TLI = 0.972
RMSEA = 0.032, SRMR = 0.032
*** =p < 0.001
**=p<0.01
*=p<0.05
0.234***
-0.106**
0.106*
-0.018 Perceived
Usefulness
(R*=79.3%) 0.870"**
Innovativeness
Use Intention
0.838™ (R* = 56.4 %)
0.377*** //
0.106 . y
-0.362 yZ
0.247*** Perceived s -0.139
Ease of Use
(R*=31.2%)
-0.109*
0.208***
0.172**
-0.093

Figure 6: Standardised estimation results of TAM + TRI model

5 Discussion and Conclusions

From a theoretical perspective, this study contributes to technology acceptance
research by comparing which of the two personal trait constructs commonly used as
antecedents of technology acceptance or use intentions and behaviour in IS research,
PIIT or TRI, actually performs better in terms of promoting the explanatory power of
TAM. This was done by comparing the basic TAM model to the TAM + PIIT and TAM +
TRI models, which comprise also the PIIT and TRI constructs, respectively. Of the three
models, we found the TAM + TRI model having the best explanatory power in terms of
use intention and perceived usefulness as well as a better explanatory power in terms
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of perceived ease of use in comparison to the TAM + PIIT model. Thus, in terms of pure
explanatory power, TRI would seem to be a better choice than PIIT when thinking
about which one of the constructs to add to the basic TAM model. However, at the
same time, one must also consider whether the promotions in explanatory power are
actually significant enough to justify the trade-off of having to use a more complex
measurement instrumentation for the model. For example, in comparison to the basic
TAM model, the TAM + TRI model with the four-dimensional TRI construct typically
requires 4 x 4 = 16 additional items if using the TRI 2.0 scale by Parasuraman and Colby
(2015), whereas the TAM + PIIT model with the one-dimensional PIIT construct
typically requires only four additional items if using the original PIIT scale (Agrawal &
Prasad, 1998). When taking this into consideration, our conclusion is that if one is
interested in explaining only the use intention and perceived usefulness constructs,
then the basic TAM model seems to be a sufficient option because both the TAM + PIIT
and the TAM + TRI models were able to promote the explanatory in terms of these two
constructs by only a few percentage points. In contrast, if one is interested in
explaining also the ease of use construct, then the usage of the TAM + TRI model
instead of the basic TAM model seems to be a justifiable option. However, if a simple
measurement instrumentation is a priority, then also the usage of the TAM + PIT
model may suffice.

In addition, the study also makes a contribution to service research in which prior TRI
studies have encountered problems in terms of identifying all the four dimensions of
the TRI construct, especially discomfort and insecurity, thus questioning the validity of
the original TRI scale (Gelderman, Ghijsen & van Diemen, 2011; Liljander et al., 2006;
Taylor, Celuch & Goodwin, 2002). Being able to identify all the four dimensions in our
present study provides support for the argument that Parasuraman and Colby (2015)
have succeeded in their recent update of the scale and encourages the use of the TRI
2.0 scale in future studies.

From a practical perspective, the main contribution of this study is that it provides
electric suppliers several valuable insights on the acceptance of their online services,
which they can aim to use in supporting the future adoption these services among
consumers. All in all, most of the effects observed in the compared models were found
to be in line with the hypotheses of TAM and the findings of prior studies on PIIT and
TRI. However, there are a few findings that merit a more detailed discussion. First of
these concerns the positive effect of perceived ease of use on perceived usefulness.
Although this effect is hypothesised also in TAM, we found it to be exceptionally strong
in our case context, which suggests that even though perceived ease of use was found
having only a weak direct effect on use intention, it can still be considered a critical
indirect antecedent of use intention. This implies that electric suppliers should pay
special attention on the usability and user friendliness of their online services in order
to support their future adoption among consumers.

The second set of findings that merits a more detailed discussion concerns some of the
effects of the PIIT and TRI constructs on the basic TAM constructs that were actually
found to be opposite to what could have be expected based on the hypotheses and
findings of prior studies. For example, we found the effects of discomfort on both

124



Extending TAM with Personal Innovativeness and Technology Readiness

perceived usefulness and use intention to be positive instead of negative. This seems
to imply that the online services of electric suppliers have actually succeeded very well
in addressing the needs of those consumers who are not so “technologically savvy”
and are less comfortable with new technologies, because these consumers perceived
the services as more useful and were more motivated to use them. In contrast, the
more “technologically savvy” consumers, who are typically also more comfortable with
new technologies, perceived the services as less useful and less motivating to use,
suggesting that for them, a more advanced set of features beyond the current basic
functionalities, such contract management and consumption tracking, should be added
to the services in order to address their more sophisticated needs. Respectively, we
found the effect of insecurity on perceived ease of use to be positive instead of
negative. This could be explained by the fact that consumers who feel themselves less
secure when using new technologies typically use them more cautiously and, for
example, pay more attention to reading their instructions and manuals. This, in turn,
may cause them to learn using these technologies, such as the online services of
electric suppliers, more easily in comparison to those who just rush into using them by
relying more on their own intuition as well as trial and error type of approaches.
Finally, we also found the effects of innovativeness on use intention and perceived
usefulness to be negative instead of positive. Of these, the finding concerning the
effect of innovativeness on perceived usefulness is actually in line with the findings of
Godoe and Johansen (2012) as well as Walczuch, Lemmink and Streukens (2007), who
explain it with the fact that more innovative individuals typically also tend to be more
critical towards new technologies, which causes them to have higher expectations
towards them and perceiving their usefulness lower in comparison to less innovative
individuals. A similar explanation can also be applied to the finding concerning the
effect of innovativeness on use intention.

6 Limitations and Future Research

The main limitation of this study is that we concentrated on conducting the model
comparisons only in the case context of online services offered by electric suppliers
and by relying only on the responses from Finnish consumers, which obviously limits
the generalisability of our findings and calls for replications of the present study in
other case contexts and countries. In terms of SST, interesting case contexts could be,
for example, e-banking and ticket self-purchasing services. In addition, the future
studies may also benefit from conducting the model comparisons not only in the case
of the basic TAM model, but also its extensions, such as UTAUT (Venkatesh et al.,
2003) or UTAUT2 (Venkatesh, Thong & Xu, 2012).
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Appendix A: Indicator Wordings

INT1 |lintend to use the e-services in the following year.
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INT2 | plan to use the e-services in the following year.

INT3 Itis likely that | will use the e-services in the following year.

PU1 Using the e-services to manage my electricity affairs would be convenient.

PU2 Using the e-services would make it easier for me to manage my electricity affairs.

PU3 | would find the e-services useful in managing my electricity affairs.

PEOU1 | would find the e-services easy to use.

PEOU2 My interaction with the e-services would be clear and understandable.

PEOU3 Learning to use the e-services would be easy for me.

PIIT1 If | hear about a new information technology, | look for ways to experiment with it.

PIIT2 Among my peers, | am usually the first to try out new information technologies.

PIIT3 In general, | am hesitant to try out new information technologies.

PIIT4 | like to experiment with new information technologies.

OPT1 New technologies contribute to a better quality of life.

OPT2 Technology gives me more freedom of mobility.

OPT3 Technology gives people more control over their daily lives.

OPT4 Technology makes me more productive in my personal life.

INN1 Other people come to me for advice on new technologies.

INN2 In general, | am among the first in my circle of friends to acquire new technology when it appears.

INN3 | can usually figure out new high-tech products and services without help from others.

INN4 | keep up with the latest technological developments in my areas of interest.

DIS1 When | get technical support from a provider of a high-tech product or service, | sometimes feel
as if | am being taken advantage of by someone who knows more than | do.

DIS2 Technical support lines are not helpful because they do not explain things in terms | understand.

DIS3 Sometimes, | think that technology systems are not designed for use by ordinary people.

DIS4 There is no such thing as a manual for a high-tech product or service that’s written in plain language.

INS1 People are too dependent on technology to do things for them.

INS2 Too much technology distracts people to a point that is harmful.

INS3 Technology lowers the quality of relationships by reducing personal interaction.

INS4 | do not feel confident doing business with a place that can only be reached online.

Note: The questions of OPT, INN, DIS and INS comprise the Technology Readiness Index 2.0 which is

copyrighted by A. Parasuraman and Rockbridge Associates, Inc., 2014. This scale may be
duplicated only with written permission from the authors.

Appendix B: Indicator Loadings and Residuals

Loading | Residual Loading | Residual Loading | Residual

INT1 0.952*** | 0.093*** OPT1 0.750*** | 0.438*** DIS3 0.692*** | 0.521***
INT2 0.903*** | 0.184*** OPT2 0.733*** | 0.462*** DIS4 0.650*** | 0.578***
INT3 0.935*** | 0.125*** OPT3 0.761*** | 0.422*** INS1 0.690*** | 0.524***
PU1 0.868*** | 0.247*** OPT4 0.746™** | 0.444*** INS2 0.695*** | 0.517***
PU2 0.837*** | 0.299*** INN1 0.722*** | 0.479*** INS3 0.667*** | 0.555***
PU3 0.825*** | 0.319*** INN2 0.832*** | 0.307*** INS4 0.511*** | 0.739***
PEOU1 | 0.887*** | 0.212*** INN3 0.676*** | 0.543*** PIITA1 0.779*** | 0.393***
PEOU2 | 0.871*** | 0.241*** INN4 0.695*** | 0.516*** PIIT2 0.834*** | 0.304***
PEOUS3 | 0.817*** | 0.333*** DIS1 0.582*** | 0.662*** PIIT3 0.503*** | 0.747***
DIS2 0.691*** | 0.522*** PIIT4 0.791*** | 0.375***

*** =p<0.001, **=p<0.01, *=p<0.05
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Abstract

The fuzzy front-end describes the random and generally vague initial stages of an innovation
project. Since digital transformation can be seen as innovation process of an organization,
improving the initial stages can be beneficial for the entire process. This literature review takes
the unique perspective of the fuzzy front-end within digital transformation. Characteristics of
and challenges in formulating of organizational change strategies are reviewed in three
different domains: information systems (IS), management & strategy (MS), and organization
science (0S). The results show that within IS, the role of information systems has changed from
a process-oriented to a more strategic role and digital technology skills become more
important during strategy formulation. Within MS, there is a strong focus on interpreting
external signals and reacting to them. In OS, the formulation of a change strategy is seen as a
collaborative process between leadership and the workforce. The results from this review
should encourage the research on digital transformation to focus to a greater extent on the
initial phase of strategy formulation.

Keywords: Digital Transformation, Organizational Change, Strategy Formulation, Strategic
Planning, Strategy Formation, Fuzzy Front-End, Literature Review

1 Introduction

In new product development, the initial phase of idea creation before the formal initiation of
an innovation project is known as the fuzzy front-end (FFE) (Smith & Reinertsen, 1991). It is
typical of the front-end stages of an innovation project, that the outcome is not clearly
defined, there is no common vision, and there are various possible courses of action (Rhea,
2003). Yet, the initial phase is essential for several reasons. Firstly, it has often been shown
that poor planning at the beginning results in more difficulties during the execution of the
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project and a less successful outcome (Smith & Reinertsen, 1991). Secondly, investing in
research activities at the start of a project could lead to more significant innovations being
created, rather than relying on the emergence of incremental innovations during the course of
the project (Rhea, 2003). Ultimately, a greater consideration of the front-end instead of the
execution phases can leverage the overall project success (Verworn, 2009).

A considerable body of research is available on strategies for improving the fuzzy font-end
within the new product development domain (Alam, 2006; Koen et al., 2002; Reid & de
Brentani, 2004; Rhea, 2003). However, to the best of our knowledge this concept has not yet
been applied to organizational change processes that can be understood as innovation
processes for an entire organization.

Digital business transformation is currently an important challenge for managers designing
change towards the digital age (Matt, Hess, & Benlian, 2015). In this present paper, the term
digital business transformation is defined as transformation at the organizational level that is
disruptive, rather than a continuous learning process. It simultaneously affects multiple areas
within the organization and requires a re-definition of the corporate strategy. The dynamic
development of digital technologies means that an understanding of digital technology and its
applications is no longer a task of the IT or digital business department alone (Horlacher &
Hess, 2016; Reynolds & Yetton, 2015). Rather, it needs to be an integral part of corporate
strategy (Drnevich & Croson, 2013). Sensing relevant digital innovations, creating an
understanding of the impact of digital technologies, and formulating a new strategy for the
digital age are important and pressing topics for managers (Carlo, Lyytinen, & Rose, 2012).
However, the activities and outcome of digital business transformation are largely unclear and
fuzzy. Many decision makers sense technological changes and the resulting competitive
context shifts which can potentially have a profound impact on their organizations, but it is not
yet clear, how they should prepare and what steps are needed in order to respond
appropriately to these threats.

In order to better understand this front-end phase of digital business transformation, this
paper takes the unique perspective of the fuzzy front-end within organizational change
processes. Digital business transformation is a topic that is being worked on within different
disciplines. The research objective is to explore whether and to what extent the front-end
stages of organizational change processes are considered within information systems (IS),
organization science (OS) and management and strategy (MS). The aim of this literature review
is to systematically analyze the current knowledge on the front-end of organizational
transformation processes in different disciplines, in order to better understand the
phenomenon and inspire a body of knowledge on digital business transformation. The guiding
research questions for this paper are: To what extent is the FFE phase considered in the IS,
ORG, and MS fields? What are the important characteristics and challenges within the FFE of
digital business transformation within the IS, ORG and MS fields?
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2 Prior Research: Fuzzy Front-End of Strategy Formulation

In project management, the front-end describes the planning phases before the execution of a
project. The front-end stage of a project, be it a new product development or organizational
innovation project, is important, because most of the innovation is created during these stages
(Rhea, 2003). However, this phase may also be seen as the beginning of a betting process. Only
at the end will the participants be able to place the bet on a certain option, which during the
process has been regarded as the most promising (Reinertsen, 1999). The term “fuzzy front-
end” (FFE) describes the initial phase of innovation activity in the development of new
products. The fuzzy front-end is the precursor of the actual new product development project
and covers the stages from idea generation until the start of the formal project. During this
phase, the outcome is unclear and the fuzzy front-end is often perceived as ill-defined, random
and mysterious (Rhea, 2003; Smith & Reinertsen, 1991). In the product innovation domain, the
concept of the fuzzy front-end is of great interest for researchers, since these very early stages
provide an excellent opportunity for improving the overall innovation process (Verworn, 2009)
and lead to competitive advantages (Reid & de Brentani, 2004). Several activities are part of
the fuzzy front-end stage of a project, such as detecting technological development from the
environment (de Brentani & Reid, 2012), or changes in customer interaction (Alam, 2006),
assessing the potential, and developing a concept as to how they can be applied to the
business (Montoya-Weiss & O’Driscoll, 2000). This phase of the innovation process relies
heavily on information flows. A theoretical model of the structure and process of the FFE
identifies the boundary (between organization and environment), gatekeeping (between
innovators and decision makers) and project (between decision makers and project managers)
as the most relevant interfaces in this process, in order to ensure a sufficient information flow
and improve the FFE (de Brentani & Reid, 2012).

The front-end of strategy processes has been of interest in the literature on information-
technology-enabled transformation (ITOT). Besson & Rowe (2012) identify several publications
on the “phase of upheaval”, as it is referred to in the punctuated equilibrium (PE) model. In
contrast to the idea of continuous change, the PE theory argues, that phases of relative
stability are followed by phases of rather radical changes, before the organization again
returns to a stable state (Romanelli & Tushman, 1994). However, the literature also reveals
that the phase of upheaval receives relatively little attention among researchers (Besson &
Rowe, 2012), compared to other phases in the strategy process.

Kurt Lewin’s three-stage model of change — unfreezing, changing and refreezing — also
acknowledges the front-end stage of change within the unfreezing stage. This is when the
company recognizes that there is a need to change and starts defining the concept (Lewin,
1963). The phase of unfreezing is also characterized by overcoming defense mechanisms
within the organization, as it is necessary to recognize that established ways of thinking may
not be appropriate or valuable in the new organizational context. Current patterns of
operation cannot be applied, so that this phase is characterized by a certain confusion as to
the best way forward (Mintzberg, Ahlstrand, & Lampel, 1998).
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Davis et al. (2010) explicitly mention the front-end phase in their strategy model as the
visioning phase. This phase comprises activities such as exploring different options for future
directions, building a common vision, and risk assessment (Davis, Kee, & Newcomer, 2010).
Within the strategy schools of Mintzberg et al. (1998), the creation of a vision as central part of
the strategy formation process is acknowledged within the entrepreneurial school. However,
within this school, the development of a vision is the task of a single leader, which does not
recognize the establishment of a vision as a group effort. This is part of the learning school,
which states that any informed individual within the organization can contribute to the
strategy process (Mintzberg et al., 1998). Since the impact of digital business transformation
can be sensed and evaluated in several business units, making sense of technological changes
and their impacts on the organization are not the task of a single leader, but of potentially
everybody in the organization, which may contribute to the “fuzziness” of the front-end phase.

3 Research Design

Digital transformation is a specific kind of organizational change. In order to determine to what
extent the strategy formulation phase is considered in different disciplines, a systematic
literature review has been conducted according to the principles of (Vom Brocke et al., 2009;
Webster & Watson, 2002). Three baskets of journals have been compiled for the three
disciplines that explore digital business transformation: Information systems (IS), Management
& Strategy (MS), and Organization Science (0OS). The baskets contain all journals that have
been ranked as A+ / A in the “VHB Jourqual 3” ranking. The research was restricted to the top
journals, as these are assumed to be representative of the general course of research within
each discipline. In total, 39 journals were selected as the database for the literature search.

Basket Information Systems Organization Science Management & Strategy

Search term | "organi?ational change" | "organi?ational change" |"organi?ational change"
AND (“strategy AND (“strategy AND (“strategy
formulation”) OR formulation”) OR formulation”) OR
(“strategy formation”) (“strategy formation”) (“strategy formation”)
OR (“strategic planning”) | OR (“strategic planning”) | OR (“strategic planning”)
AND (technology OR

digital)
Relevant 34 16 62
Results
Time frame 1980-2014 1978-2012 1969-2015

Table 1: Documentation of literature search

For the search string, the term “organizational change” was found to provide the best results,
since this is the generic term for transformation / change programs. It was combined with the
terms “strategy formation” / “strategy formulation” / “strategic planning”, in order to identify
papers that specifically consider the initial strategy-building phase of the change process. For
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the MS basket this search term yielded a much larger number of results. Therefore the terms
“digital” OR “technology” were added, in order to restrict this number to specifically
technology-induced changes. Conceptual papers with an exclusively theoretical research were
omitted from analysis. Table 1 provides an overview of the search terms used and the results
yielded in the respective baskets.

The result lists were exported and coded in Excel. Based on the information given in the title,
abstract, and subject terms, the 112 papers were coded according to the scheme depicted in
Table 2. The coding scheme for the strategy phases was derived from the phases mentioned in
Davis et al. (2010) — vision, planning, and implementation. A fourth code “outcome” was
added for publications that consider the results, impact, and effects of a strategy or
organizational change process and not the process itself. The coding scheme for the type of
change strategy was derived from Mintzberg’s types (intended, deliberate, emergent)
(Mintzberg & Waters, 1982), which acknowledge that there is both planned and unplanned
change. The degree / scope of change was derived from the types of innovation, which
acknowledges that there are types of evolutionary and radical change (Norman & Verganti,
2014).

Strategy Phase Type of change strategy

e Vision Intentionality

e Planning

. e Intended
e |Implementation

e Emergent
e Qutcome &

Degree / Scope

e Radical / Disruptive

e Evolutionary / Continuous

Table 2: Coding scheme for literature review

4 Findings

The retrieved overview of publications shows that the number of publications on
organizational change and strategy formulation in A / A+ journals became more popular in the
1990s and has remained steady ever since (see Figure 1). The rising popularity of digital
business transformation as a specific type of organizational change cannot be determined
purely from the number of publications.
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Number of publications per year and discipline

=

nnr wh. o

1969 1974 1979 1984 1989 1994 1999 2004 2009 2014

B Management Basket E Organization Science Basket [ Information Systems Basket

Figure 1: Number of publications on organizational change and strategy formulation in selected journals

The following table shows that the fuzzy front-end of the change strategy, which is the first
phase of recognizing the need to initiate an organizational change process and build a common
vision receives comparably little research attention. Most publications focus on the planning
process and the implementation phase, regardless of the discipline.

Vision Planning Implementation | Outcome

| @
o O

Legend: . Frequently @ Partially O Barely
covered covered covered

Table 3: Analysis per basket of strategy phases considered

Information
Systems

Management &
Strategy

Organization
Science

OQ|O
e

Digital business transformation can be seen as a major reorientation for the organization and
therefore has an extremely wide scope and a disruptive impact. As can be seen from Table 4,
research generally focuses rather on evolutionary changes that might occur more often and
are therefore easier to observe. The same challenge probably applies to emergent strategies
that are developed without being intended, but arise as the organization progresses
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(Mintzberg & Waters, 1982). However, current changes due to the transition into the digital
age provide an excellent environment for researching major, more radical organizational

changes.
Intended Emergent Radical Evolutionary

Information

® o | o ®
Management &

®@ o | o ®
Organization

® ¢ | 0O | @
Legend: . Frequently @ Partially O Barely

covered covered covered

Table 4: Analysis per basket of change strategy type

4.1

Within the IS domain, there is a clear focus on the relationship between information systems

Information Systems (IS) Perspective

and organizational configuration. Therefore, many publications focus on the change process
from the perspective of technology implementation, and its effects on organizational
processes as well as user behavior, for instance in research on technology adoption
(Venkatesh, Morris, Davis, & Davis, 2003).

The guiding research topic is strategic change that is enabled by information technology
(Besson & Rowe, 2012; Cha, Hwang, & Gregor, 2015; Cha & Lee, 2013) or the introduction of
disruptive digital technologies that force organizations to initiate a major strategic
reorientation. As digital technology advances, highly innovative technologies have an impact
on the project portfolio and product offerings of organizations. Therefore, there is a broad
body of case study research on it-enabled digital transformation (Clemons & Hann, 1999;
Harkness, Segars, & Kettinger, 1996; Sarker & Lee, 1999).

Regarding the front-end of transformation strategy, there has been a focus on IS-strategy. IS-
strategy formulation is traditionally different from organizational strategic planning, as it
focuses strongly on business processes instead of the organizational context (Burn, 1993).
However, it has been generally acknowledged that business and IS-strategy should be
integrated into a common digital strategy (Bharadwaj, El Sawy, Pavlou, & Venkatraman, 2013;
Drnevich & Croson, 2013; Pagani, 2013). A reason for this is that IT has evolved from its
traditional role as a support function into a more strategic role (Henderson & Venkatraman,
1993). This organizational emphasis on IT decisions affects top manager knowledge of IT,
which also facilitates business manager participation in strategic IT planning (Bassellier &
Benbasat, 2004; Kearns & Sabherwal, 2007). However, in many companies, the IS department
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lacks formal power to influence the organization’s targeted change. Hence, IT executives need
to act as change agents in order to gain support from top management (Ngwenyama &
Nielsen, 2013; Sharma & Shanks, 2011) and work actively on the positive perception of IT
value, so as to achieve consensus (Tallon, 2013). This goes even further than just aligning IT
and business goals, requiring collaboration between IT and business departments. Developing
a shared mindset between IS and business leaders is a precondition for making IT part of the
strategic core (Hansen, Kraemmergaard, & Mathiassen, 2011; Qu, Oh, & Pinsonneault, 2010).

4.2 Management and Strategy Perspective

Guiding research on strategy formulation for organizational change within the management
and strategy domain are the roles of the market, technological and competitive environment
(Randolph & Dess, 1984), strategic adaptation, exploitation of market knowledge, and the role
of top executives.

Radical change is often initiated as a reaction to a turbulent environment (Lant, Milliken, &
Batra, 1992) that can be caused by technological innovation (Williams, 1983), competitors
attacking the core business (Sanchez, 1995) or by market changes and practices that spread in
other organizations (Gaba & Meyer, 2008). The changing behavior of customers is also part of
the environment. Discovering customer needs and addressing them in the product offering
may influence the success of a company (Christensen & Bower, 1996). The development and
dynamics of the market, technological, and competitive environment cannot be predicted
accurately, which contributes to the fuzziness of the initial phase of a transformation strategy.
Therefore, in an unstable environment, companies have to carefully monitor the changes and
continuously adjust their strategy. Instead of long-term strategic planning, companies
generally prefer smaller steps of action and readjusting, thus incrementally adapting their
strategy as they progress (Brown & Eisenhardt, 1997; Kiss & Barr, 2015). Exploiting knowledge
on the environment is not only important for strategic planning, but also for the creation of
innovative products, which is a key capability of a learning and continuously renewing
organization (Dougherty, 1992). Also, the current strategy may influence future technology, as
strategy and technology are intrinsically linked (Itami & Numagami, 1992). Technological
innovations are found to have an effect on the scope of the corporate portfolio (Kaul, 2012).
Therefore, knowledge of technology can be seen as an important capability in strategy work.

Making sense of industry signals is mostly seen as the task of top management (Williams,
1983), and to be strongly influenced by their belief structures (Kiss & Barr, 2015). While the
effect of managerial learning on strategic reorientation is often researched (Lant et al., 1992),
other publications stress that exploiting market knowledge for product innovation is not the
responsibility of one organizational function, but requires a broader involvement of the
workforce and thus a new sense of roles and responsibilities (Dougherty, 1992). The
orientation of top management towards change is a key prerequisite for successful innovation
(Zmud, 1984) and for knowledge transfer within the organization. Instead of only reacting to
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the environment, companies may use the first phase of the strategic planning process in order
to proactively tackle the reorientation of the company and not only involve top management
in this process (Mitroff, Barabba, & Kilmann, 1977).

Recognizing the need to change and to innovate, is only the first part of the strategic planning
process. Many companies struggle to react swiftly and take appropriate action in the context
of radical innovation. Dealing with organizational inertia is another major research stream
within organizational change. One common reason for inertia is that although managers
recognize signals from the environment, they fail to build the appropriate organizational
capabilities (Tripsas & Gavetti, 2000). In this sense, it is also important to distinguish between
radical and incremental innovation, whch require quite different strategies (Ettlie, Bridges, &
O’Keefe, 1984).

4.3 Organizational Science Perspective

As can be seen from Table 4, research within the OS domain focuses on the entire change
process, and the effects and challenges that occur. Very few publications within the scope of
this research deal with the initial planning phases.

Within the OS domain, a stronger research focus on organizational change is directed towards
the entire workforce rather than on the top management as responsible for executing the
change. An organizational change strategy can also be designed and conducted by a dedicated
team that is formed regardless of position and hierarchy (Higgins, Weiner, & Young, 2012). This
perspective was often found to be missing within the IS and MS domains. Within the OS
perspective, specifically the interplay of managers, leaders, and the workforce is of great
interest (Waldman & Javidan, 2009). While top management is still important in terms of
leading the process, employees shape organizational routines and behaviors (Becker & Zirpoli,
2008; Sagie & Koslowsky, 1994) that significantly influence how change processes are
conducted. The ubiquity of technology has also led to a democratization of the innovation
process, allowing more employees to participate in a distributed and heterogeneous
innovation process (Yoo, Boland, Lyytinen, & Majchrzak, 2012).

The current context of change evidently does not play a big role in research, with change
usually being seen an evolutionary process, and no publications specifically focusing on radical
changes were found.

5 Discussion

The results from the literature review on strategy formulation in organizational change reveal
some common elements, but also some differences across the domains.

Within the IS-domain, the perspective of information systems has changed from a solely
functional and process-oriented one to a broader strategic role. Therefore, a solid
understanding of the dynamic development of digital technologies and its utilization is
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required within the strategy formulation process. The perspective of the management &
strategy domain of the fuzzy front-end is that it is often caused by external changes to which
the company needs to react, whereby the top manager is mostly responsible for making sense
of industry signals and initiating a viable strategy. However, organizational inertia often
hinders the change process. The perspective of the OS domain is that strategy formulation is
more a collaborative process than the task of the top executives.

This analysis has shown that the phase of recognizing the need to change, making sense of
signals from the environment and initiating a change strategy is partially covered in research.
Yet, this initial phase, although extremely important, since it builds the foundation for the
implementation of change, receives comparably little attention from researchers. As a result, |
propose that applying the concept of the fuzzy front-end (FFE) from the new product
development domain into organizational change research can provide a fruitful new avenue
for research. In digital transformation, a radical and disruptive change for the organization, a
different strategy is needed than for evolutionary or incremental innovations (Ettlie et al.,
1984).

The concept of the fuzzy front-end is appropriate for describing the initial phase of digital
business transformation, as well as in product innovation, since the main characteristics are
quite similar. The process is often perceived as ill-defined, random and mysterious (Rhea,
2003). This also applies to the initiation of a digital transformation strategy, where research is
still needed to cover the specific requirements of digital transformation (Matt et al., 2015). In
digital transformation and other organizational change processes, the first step is to
understand the need for change and develop possible options. Many managers aim at
continuous innovation and change within the organization (Brown & Eisenhardt, 1997), but in
reality, it can be observed that innovative strategy appears in different cycles of “short
sprints”, as well as major reorientations (Mintzberg & Waters, 1982). Hence, a promising
avenue for further research is to explore and explain patterns and procedures that may reduce
the fuzziness and bring more clarity to the front-end stage of the transformation process. One
step in improving the fuzzy front-end is understanding and improving the information flow and
knowledge transfer, in order to improve the interpretation of external signals and ensure a
sufficient information flow between hierarchies. Since this research has revealed that sense-
making and information processing are of great importance in organizational change
strategies, further contributions might look into how this can be applied to the specific
requirements of digital transformation. Another promising field for more research might be to
explore the appropriate roles and responsibilities in the fuzzy front-end of digital
transformation strategies. In digital transformation, multiple areas of the organization are
affected, and therefore, multiple roles and different hierarchies might be involved in this
process and in strategy formulation.
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6 Conclusion

Although practical experience demonstrates that the beginning of a transformation process is
extremely important, this present research has exposed a gap in the body of knowledge on
strategy formation. As a limitation, it should be stated that the research only took publications
from highly ranked journals into account. While it can be assumed that the top publications
are representative of the important topics generally discussed in each this may still lead to a
restricted view, so that including more publications from other journals could possibly change
the conclusions drawn. A second limitation is that the publications have been assessed based
on their abstracts. Depending on the quality and the comprehensiveness of the abstracts, it
may be that important information was omitted or that the paper was miscoded. However,
hopefully the restriction to highly ranked publications will mean that in fact the quality of the
abstracts is sufficient to correctly code the papers and ensure the soundness of this research.

Drawing on the perspective of the fuzzy front-end, a concept popular in product innovation,
this paper has developed new avenues for further research on both organizational
transformation and strategy development. Identifying patterns within the FFE may help
decision makers to overcome the uncertainties and confusion characterizing this phase and to
develop viable strategies for actively designing the transformation process.
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Abstract

This paper examines the potential effects of data portability among online platforms on
competition, providing policy recommendations for the preservation of innovative,
undistorted competitive markets. Based on a platform-data model, it is illustrated how
users, data and the products and services of a platform are related. Platform markets
which entail an especially high risk of market power abuse are determined. It is
concluded that the right to data portability as in the EU’s General Data Protection
Regulation has to be interpreted in a nuanced fashion in order to avoid adverse effects
on competition and innovation.

Keywords: Data Portability, Online Platforms, Regulation

1 Introduction

The EU’s General Data Protection Regulation (GDPR), which will become effective in
2018, contains the user’s right to data portability between online platforms. The main
goal of this regulation is to give data subjects more control over their personal data by
reducing switching costs and the probability of lock-in. However, data portability
presumably also affects the level of competition in a market.

This extended abstract examines the effects of the right to data portability on
competition, providing policy recommendations for the preservation of innovative,
undistorted competitive digital markets. The original paper is forthcoming in the journal
Internet Policy Review. In order to assess data portability from a competition-policy
perspective, this paper examines how data, users, and platform services are related and
how these relations change under data portability. Different platform-data model
specifications are distinguished depending on whether the platforms in question offer
substitute or complementary products. In a second step, this paper discusses in which
platform markets the risk of an abuse of market dominance is particularly high. Based
on this assessment, platform markets are determined where the right to data portability
is indeed likely to foster competition and innovation. As a consequence, a nuanced
interpretation of the GDPR’s right to data portability is suggested.

2 The concept of data portability

Data portability is the possibility for users to transfer their personal data to different
online platforms. The easier it is for the user to transfer his data, the lower are his costs
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to switch to another platform and the lower is the probability of customer retention
(Shapiro & Varian, 1999). Platform operators need to use at least interoperable data
formats and templates to provide data portability. Without data portability, contacts
cannot be transferred to another platform and information that has once been shared,
i.e. data that the user has directly or indirectly invested such as messages, photos,
reputation and search histories, remain with the original platform. The user is therefore
more likely to stay with the platform that he initially provided his data to, although rival
platforms might otherwise be more attractive to him. This might harm competition since
competitors might not have an incentive to innovate and offer better services, knowing
that users will nevertheless remain with the incumbent platform. The GDPR contains a
general right to data portability! independent of a platform’s size and market.

3 Platform-data model

Two specifications of a platform-data model are developed that illustrate the
relationships between platforms, users and products. The first one includes the case of
two platforms that offer essentially the same products (substitutes). The second one
illustrates the case of two platforms that offer complementary products (e.g. a trading
and a payment platform). Generally, the number of users is positively correlated with
the volume and quality of data. Volume and quality of data are positively correlated with
the variety and quality of the offered products or services, since companies can offer
better products by analysing “more” consumer behaviour. Similarly, the variety and
quality of products is related to the number of users: The more users, the more and
better services are offered. More and better services again attract more users.

3.1 Platforms offering substitutes

The platform market is determined by two platforms A and B that offer substitutive
products (see figure 1). A is the incumbent and B tries to enter the market or otherwise
gain market share by offering a better product than A. Data portability is given.

If B enters the market and offers a better product than A, the number of users of B will
increase, while the number of users of A will decrease: because of data portability, users
can easily switch to B. The volume and quality of personal data that is extracted from
the users will increase for B and decrease for A. Product quality will increase for B and
decrease for A (indicated in figure 1 by the height of triangle). B will be able to offer
more services than before (higher variety indicated by broader triangle), since more
users imply more heterogeneity in preferences and a higher demand for services. The
variety of products and services will not decrease for A unless it experiences a major
consumer loss which revokes the efficiency of certain products. All in all, when, under
data portability, platform A is deprived of a given customer because a competitor offers

'The legal text as contained in article 20 of the GDPR is as follows: “1.The data subject shall have the
right to receive the personal data concerning him or her, which he or she has provided to a controller, in
a structured, commonly used and machine-readable format and have the right to transmit those data to
another controller without hindrance from the controller to which the personal data have been
provided, where: (a) the processing is based on consent pursuant to point (a) of Article 6(1) or point (a)
of Article 9(2) or on a contract pursuant to point (b) of Article 6(1); and (b) the processing is carried out
by automated means. [...]”(European Parliament and Council, 2016)

146



Data Portability and Online Platforms

a better product and the customer switches to this competitor, A will not only lose the
revenue from that customer but will also suffer a loss in the overall value of the platform.

If data portability is not guaranteed, A can potentially preclude B from entering the
market or from gaining a higher market share since users can only switch platforms at
high costs if they cannot transfer their data. Without data portability, all effects depicted
in figure 1 would be significantly smaller, if they existed at all.

Therefore, data portability is desirable in the substitute case if market dominance is
abused. If there is no abusive anticompetitive conduct, data portability might harm
competition. Platform A then runs the risk of losing customers whenever a competitor
with a marginally better product emerges. This might reduce the incentive to innovate
due to smaller returns on investment. Also, B might not enter the market under data
portability because of prohibitively high investments required for data to be portable.

Figure 1: The platform-data model for substitutes. Solid lines show the initial situation. Dashed
lines indicate the situation after platform B has gained market share. Thick arrows show
dependencies. Qualitative illustration.

3.2 Platforms offering complements

The platform market is determined by two platforms A and B that offer complementary
products (see figure 2). A is again regarded as the incumbent. B gains market share by
offering a product that is complementary to A’s product.
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In theory, platforms offering complementary products should have an interest in making
their data portable in order to be able to extract positive synergy effects. However, this
is often prevented by information asymmetries.

In the model, under data portability, if the number of users of B increases, it is likely that
the number of users of A will increase as well, since it becomes more attractive to use
A’s products in combination with B’s products. Users can easily transfer data back and
forth between both platforms. There might also be a significant amount of new users
that both platforms benefit from. Accordingly, the volume and quality of data will
increase for both platforms. The products of both platforms will gain in quality (higher
triangle) and variety (broader triangle). Apart from the mutual benefit of A and B, the
emergence of new business models is probable.? Without data portability, it can be
expected that the increase in users for A and B will be significantly less pronounced, if
positive spill-overs exist at all. Potential mutual benefits are lost.

Figure 2: The platform-data model for complements. Solid lines show the initial situation.
Dashed lines indicate the situation after platform B has gained market share. Thick arrows
show dependencies. Qualitative illustration.

Therefore, it is recommendable or at least not harmful to competition to strictly
interpret and follow the GDPR’s right to data portability for platforms offering
complementary products or those offering substitute products and abusing their market
dominance. In order to provide a coherent policy recommendation, it needs to be

2 An example for a potential new business model based on data portability is an energy-price comparison
platform that could make recommendations based on the exact usage pattern of the respective
household which is transferred to the platform by smart home technologies.
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identified what determines anticompetitive conduct and in which platform markets the
risk for anticompetitive conduct is high.

3.3 Detecting anticompetitive behaviour

Anticompetitive behaviour in online markets implies exploiting the peculiarities of
platform markets, namely the concentration forces network effects, economies of scale,
congestion, differentiation and switching costs (Evans & Schmalensee, 2007). In markets
where the potential concentration is high, the risk that a company exploits market
concentration forces is high as well. Table 3 summarizes the expected degree of market
concentration forces for online marketplaces, social networks, and search engines.
Based on the strength of the concentration forces, a so-called concentration score is
determined that indicates the average degree of market concentration and hence the
likelihood of its abuse.® In the original paper, the reasoning behind the scores is
thoroughly explained.

Effect on Search Online Social
concentration engines marketplaces networks
Direct + low 1 low high
network effects
Indirect + high 3 high medium
network effects
Economies + high 3 high medium
of Scale
Differentiation - low 3 high high
Congestion - low 3 medium medium
Switching + medium 2 high high
Costs
Market
concentration high (2.5) medium (2.17) | medium
(score) (2.17)

Table 3: Market Concentration Forces. Strength of market concentration forces for different
types of platform markets. The concentration score indicates the degree of market
concentration, with 1 < score < 1.75 indicating low market concentration, 1.75 < score < 2.5
indicating medium market concentration, and 2.5 < score < 3 indicating high market
concentration.

All'in all, the degree of market concentration and hence the risk of dominance abuse is
particularly high in search engine markets. In online marketplaces and social network
markets, the degree of market concentration is medium. In these markets, the
appropriateness of the right to data portability should be decided upon case-wise,
depending on the size of the company in question, since the potential to abuse market
dominance increases with firm size.

3 Effects highly enforcing concentration are rated with a score of 3, effects only weakly enforcing
concentration are rated with a score of 1. For example, as congestion leads to less concentration, low
congestion implies higher concentration than high congestion and is therefore rated with a score of 3.
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4 Policy recommendations

According to the above analysis, data portability is recommended in cases where
platforms offer complementary products and in cases where platforms offer substitute
products and the risk of anticompetitive conduct is high, i.e. in search engine markets.
In all other cases, a strict interpretation of the GDPR’s right to data portability is not
warranted. On the contrary, this would likely constrain the development of new
business models and hamper innovation by requiring firms to share their main asset,
personal data, for free. Thereby, it would eventually harm competition instead of
fostering it, protecting competitors instead of competition (Swire & Lagos, 2013).

Multi-sided platform issues should be approached with more humility, relying on the
self-correcting powers of the market provided that certain values such as privacy and
security are protected by flanking policy frameworks.
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Abstract

In the past decades, research and practice focused a lot of attention towards traceability in the
context of software requirements, food supply chains, manufacturing, and aviation industry. As
legislation and regulations in software systems become increasingly relevant, traceability of legal
requirements is of great importance. In this study, we aimed to create a framework in which the
basis for traceability of legal requirements is addressed. To be able to do so we conducted five
case studies at five Dutch governmental institutions, which was followed by a three-round focus
group. The resulting framework comprises 22 (layered) traceability elements in relation to three
domains that offers a reference model to determine how traceability can be applied in software
system design, in the context of the Dutch government.

Keywords: Traceability, Legal Requirements, Legal Sources
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1 Introduction

An industry that is influenced by changes in laws and regulations comprises the governmental
institutions that deliver public administration services. As more and more public administration
services are offered digitally, the need to trace the delivered services to their legal sources, laws
and regulations, becomes more complex. This type of traceability is absent in most of the current
public administration services (Van Engers & Nijssen, 2014).

To be able to create new or change existing public administration services that adhere to laws and
regulations, these legal sources need to be interpreted and transformed from natural language into
specifications for computer-executable business rules (van Engers & van Doesburg, 2015). These
activities are often defined in a specific process to guide and structure the transformation of legal
requirements into software systems. An example of this is the ‘agile execution of law’, developed
and employed by the Dutch Tax and Customs Administration (Boer & Van Engers, 2013). In
these processes, traceability is a core capability.

However, currently, traceability is often of secondary importance when a public administration
service is designed. This influences the transparency governmental institutions can provide when
a service is delivered to a customer. The importance of traceability usually changes when errors
are made providing the services (Van Engers & Nijssen, 2014). The main reason for this delay is
that the implementation of adequate design and management of traceability often costs a
significant amount of organizational resources, which should be justified by a proper business
case (Cleland-Huang, Gotel, Huffman Hayes, Méder, & Zisman, 2014). In this paper, we propose
a traceability framework which enables governmental institutions to select what form of
traceability and to what extend traceability should be implemented. Moreover, our traceability
framework enables governmental institutions to choose what elements to utilize in software
systems design, based on what elements are usual when addressing traceability of legal
requirements. To be able to do so, we addressed the following research question: “Which elements
are useful to trace with regards to legal requirements in the context of the Dutch government”

The remainder of this paper is organized as follows: First, we provide insights into how
traceability is intertwined with software systems design and how it affects decision making as
part of public administration (e-)services. This is followed by the research method used to
construct the traceability framework. Furthermore, the collection and analysis of our research data
are described. Subsequently, our results which led to our traceability framework are presented.
Finally, we discuss which conclusions can be drawn from our results, followed by a critical view
of the research methods utilized and results of our study and propose possible directions for future
research.

2 Background and related work

In the previous decades, much research focused on traceability. For example, traceability in food
supply chains (Opara, 2003) and manufacturing chains in the aviation industry (Ngai et al., 2007).
Furthermore, traceability is utilized in the context of requirements (Gotel & Finkelstein, 1994),
software artifacts (Gao, Zhu, Shim, & Chang, 2000), model-engineering (Jouault, 2005),
jurisprudence (ECLI) (van Harten & Jansen, 2013), and the protection of copyrighted material
(Staddon, Stinson, & Wei, 2001). As laws and regulations need to be transformed and processed
into software systems of governmental institutions, we focus on traceability of legal requirements
in the context of software artifact traceability.
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Software artifact traceability is defined as: “Software artifact traceability is the ability to describe
and follow the life of an artifact (requirements, code, tests, models, reports, plans, etc.) developed
during the software lifecycle in both forward and backward directions” (Gotel & Finkelstein,
1994). A proper implementation of software artifact traceability can provide insights into system
development and evolution, assisting in both top-down and bottom-up program comprehension,
impact analysis, and reuse of existing software artifacts, and is therefore defined as a critical
success factor in software development (Domges & Pohl, 1998). In this context, traceability
knows two dimensions. The first dimension comprises vertical and horizontal relations.
Horizontal relations refer to traceability relations that associate elements of the same type of
artifact (i.e. relationships between facts) while vertical relations refer to associations from an
artifact towards different type of artifacts (i.e. a relationship between a decision and its underlying
business rule) (Lindvall, Tvedt, & Costa, 2003). The second dimension comprises pre and post-
traceability, which is also referred to as forward and backward traceability (Gotel & Finkelstein,
1994). Pre-traceability refers to the relations between requirement specifications and the sources
that have given rise to these specifications, i.e. the stakeholders that have expressed the views and
needs which are reflected in them while post-traceability refers to the relations between
requirement specifications and artifacts that are created in subsequent stages of the software
development life cycle.

A lot of research is performed on software artifact traceability (Lucia, Marcus, Oliveto, &
Poshyvanyk, 2012; Lucia, Fasano, Oliveto, & Tortora, 2007; Sundaram, Hayes, Dekhtyar, &
Holbrook, 2010). However, a recent study by Cleland-Huang et al. (2014), who analyzed the
knowledge base regarding software artifact traceability, still uncovered research directions that
are not adequately covered by current research effort. For example, traceability strategizing,
creation of intuitive forms of query mechanisms, and visualization of trace data. Their study
resulted in a collection of research directions that are defined as useful for both complementations
of the body of knowledge and applicability in practice. One of those research directions is that of
the development of traceability reference models to guide the design of traceability solutions.
Cleland-Huang et al. (2014) state that, to date, most research on traceability reference models
focused on the creation of a reference model for standard (generalized) projects. According to
(Ramesh & Jarke, 2001), a traceability reference model can be defined as: “A traceability
reference model specifies the permissible artifact types and permissible link types that can form
a trace on a project, and is derived from an analysis of the queries that the resulting traceability
is intended to answer.” The problem with most of the currently proposed traceability reference
models is that none of them are universally accepted of widely used in industry, due to the fact
that most of them are too general of nature (Cleland-Huang et al., 2014). An example of a
traceability reference model which is tailored for application in a specific domain is the work of
Katta (2012), which proposed a traceability reference model for use in the highly-regulated
nuclear domain. One of the key factors of its acceptance by the industry was that the creation and
tailoring of the traceability reference model were driven by the industry itself.

This particular study was initiated and driven by five executive governmental institutions. These
institutions are responsible for delivering public administration services. Due to this, traceability
between software systems and legal sources is an important component in their software
development lifecycle. An example of a Dutch public administration service which is offered as
an e-service would be, on a yearly basis, the declaration of taxes. For this e-service, it is essential
that the decision-making is transparent and thus, all components that are part of the e-service are
linked to legal sources. This ensures a legally valid execution of decision-making that is supported
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by software systems and/or executed in a fully automated manner. In this study, we define a legal
source as a source of law or regulation, stated by supranational, national, regional or local
stakeholders within the legal rights to do so (Tarantino, 2008). Examples of legal sources are 1)
international treaties on human rights, 2) the European Community Law, 3) national laws and
regulations, 4) civil rights, and 5) internal policies. Moreover, we also utilize the concept of a
legal requirement, which we define as a requirement that is extracted from a legal source which
influences software system design. Legal requirements are different from conventional software
requirements in three distinct ways (Breaux, 2009): 1) legal requirements govern multiple
industries, goods, and services, whereas traditional practice focuses on software requirements
target specific systems, 2) Legal requirements are not elicited by engineers from stakeholders,
they are codified in legal language and interpreted therefrom, and 3) Ambiguity cannot be
removed from legal requirements by software engineers, it can only be classified and interpreted
in the context of organizational practices, goods, and services. An example of a method that is
tailored to the definition of legal requirements based on legal sources is the Frame-Based
Requirements Analysis Method (FBRAM), see (Breaux & Antén, 2007) and (Breaux, 2009).

3 Research method

The goal of this research is to propose a validated traceability framework which can guide the
design of the traceability capability at governmental institutions. In addition to the goal of the
research, also, the maturity of the research field is a factor in determining the appropriate research
method and technique(s). In this study, traceability is considered in combination with the research
field of legal requirements. The maturity of the traceability research field, in general, is very
mature. Still, research on traceability reference models is less mature (Cleland-Huang et al.,
2014). The research areas of legal requirements and business rules management, in general, is
less mature to nascent (Kovacic, 2004; Nelson, Peterson, Rariden, & Sen, 2010; Anonymous,
2014). Focus of research in nascent research fields should lie on identifying new constructs and
establishing relationships between identified constructs (Edmondson & Mcmanus, 2007).
Summarized, to accomplish our research goal, a research approach is needed in which elements
that should be traced and the actual traces are explored and combined into one traceability
framework. To achieve our goal, we analyze traceability demands regarding legal requirements
in five case studies at five governmental institutions. Based on this round of data collection a
traceability framework is constructed and proposed. Then, to increase the generalizability of the
traceability framework, three rounds of validation are conducted in the form of a focus group
where experts of all five case study organizations participated.

Case study research is selected so that the researchers were able to gather data on how traceability
is implemented. Therefore, the case studies are exploratory of nature. The organizations are
selected from a pool of Dutch governmental institutions that provide public administration
services based on laws and regulations that are provided by the Dutch legislative governmental
branches. Our study comprised a holistic case study approach, featuring one context, traceability
of legal requirements, and five cases within this context. The unit of analysis are the traceability
demands of the individual case organizations. As the case study approach is exploratory of nature,
the data collection and analysis consisted of secondary data and semi-structured interviews, which
is a combination of first and third-degree data collection. This approach has several advantages
and is thoroughly discussed in (Runeson & Host, 2009).

Adequate research methods to explore a broad range of possible ideas and/or solutions to a
complex issue and combine them into one view when a lack of empirical evidence exists consist
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of group-based research techniques (Delbecq & Van de Ven, 1971; Okoli & Pawlowski, 2004;
Ono & Wedemeyer, 1994). Examples of group based techniques are Focus Groups, Delphi
Studies, Brainstorming and the Nominal Group Technique. The main characteristic that
differentiates these types of group-based research techniques from each other is the use of face-
to-face versus non-face-to-face approaches. Both approaches have advantages and disadvantages,
for example, in face-to-face meetings, provision of immediate feedback is possible. However,
face-to-face meetings have restrictions with regard to the number of participants and the possible
existence of group or peer pressure. To eliminate the disadvantages, we combined the face-to-
face and non-face-to-face technique by means of applying case studies and three focus group
meetings.

4 Data collection and analysis

Data for this study is collected over a period of six months, between August 2014 to February
2015, through five case studies and three rounds of focus groups. Between each round of the focus
group, researchers consolidated the results. Both methods of data collection are further discussed
in the remainder of this section.

4.1 Case Studies

Over a period of three months, between August 2014 and November 2014, five case studies were
conducted by a group of seven researchers. The case studies were performed in two phases. The
first phase comprised the collection and analysis of secondary data. The second phase comprised
the semi-structured interviews. The selection of the participants should be based on the group of
individuals, organizations, information technology, or community that best represents the
phenomenon studied (Strauss & Corbin, 1990). For this study, the phenomenon studied is
represented by organizations and individuals that deal with traceability of legal requirements.
Such organizations are often financial and government institutions. The organizations that agreed
to cooperate with the focus group meetings were the: 1) Dutch Tax and Customs Administration,
2) Dutch Immigration and Naturalization Service, 3) Dutch Employee Insurance Agency, 4)
Dutch Education Executive Agency, Ministry of Education, Culture and Science, and 5) Dutch
Social Security Office.

First, the experts of the case study organizations were prompted to gather and send all relevant
and available documentation to the research team to analyze in advance of the semi-structured
interviews. As this yielded a large amount of secondary data, the researchers needed a month to
structure the data so that it was understood by the researchers and that it could serve as a basis for
the semi-structured interviews, in terms of topics to be discussed.

Second, we conducted two semi-structured interviews with subject-matter experts at each case
organization. The subject-matter experts were in all cases responsible for the traceability
capability at the case organization and had more than five years of experience. Based on our
findings from the first phase, an interview protocol was followed, comprising the following
questions: 1) “Are all elements and traces described correctly?”, “2) Do I want to remove an
element or a trace?” 3) “Do we need additional elements or traces?*, and 4) “Does the element
or trace contribute to the traceability of legal requirements throughout software systems design?”
The interviews were all audio-taped and were protocolled and consolidated on the same day.
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4.2 Focus Group

Subsequently to the case studies, the focus groups were prepared and conducted between
November 2014 to February 2015. Before a focus group is conducted, first, a number of key issues
need to be considered: 1) the goal of the focus group, 2) the selection of participants, 3) the number
of participants, 4) the selection of the facilitator, 5) the information recording facilities, and 6) the
protocol of the focus group.

The goal of the focus group was to assemble and validate a traceability framework. We utilized
the same selection of Dutch governmental institutions which collaborated in the case study phase,
also to increase generalizability. Based on the written description of the goal and consultation
with employees of each government institution, participants were selected to take part in the three
focus group meetings. In total, thirteen participants took part who fulfilled the following positions:
four business rule architects, three business rule analysts, two project managers, one IT architect,
one enterprise architect, one software engineer, and one tax advisor. Each of the participants had,
at least, five years of experience with traceability and traceability issues in practice. Each focus
group was chaired by one experienced facilitator. Besides the facilitator, five additional
researchers were present during the focus group meetings. One researcher participated as ‘back-
up’ facilitator, who monitored if each participant provided equal input, and if necessary, involved
specific participants by asking for more in-depth elaboration on the subject. The remaining four
researchers acted as a minute’s secretary taking field notes. They did not intervene in the process.
All focus groups were video and audio recorded. A focus group meeting took on average one and
a half hours. Each focus group meeting followed the same overall protocol, each starting with an
introduction and explanation of the purpose and procedures of the meeting, after which ideas were
generated, shared, discussed and/or refined.

Prior to the first round, participants were informed about the purpose of the focus group meeting
and were invited to study the traceability model of their corresponding organization, derived from
the case study results. In addition, the first version of the traceability framework that was
constructed from the results of the case studies was also included. All participants were asked to
bring any comments, which came up while studying the results, with them to the first focus group
meeting. The first round started with the presentations of the individual traceability models
derived from the case study results. After the individual presentations, participants discussed the
usefulness of each traceability element. Also, additional traceability elements were proposed. For
each proposed traceability element, the name, description, rationale, domain, and organization-
specific examples were discussed and noted. After the first focus group, the researchers
consolidated the results. Consolidation comprised the construction of the first version of the
traceability framework and detection of double traceability elements (conceptually equal). The
results of the consolidation were sent to the participants of the focus group two weeks in advance
for the second focus group meeting. During these two weeks, the participants assessed the
consolidated results in relationship to four questions: 1) “Are all elements and traces described
correctly?”, “2) Do I want to remove an element or a trace?” 3) “Do we need additional elements
or traces?*, and 4) “Does the element or trace contribute to the traceability of legal requirements
throughout software systems design”?” This process of conducting focus group meetings,
consolidation by the researchers and assessment by the participants of the focus group was
repeated two more times (round 2 and round 3). After the third focus group meeting (round 3),
saturation within the group occurred, leading to a consolidated traceability framework.
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5 Results

In this section, the results of the case studies and the focus group are presented. First, we report
on the results of the case studies conducted. This is followed by the results from the comparative
analysis in which the case study results are compared. Lastly, we report on the results of the focus
group meeting, which had the goal to validate our findings and come to a traceability framework
a basis for traceability of legal requirements in software systems.

5.1 Case Study Results

As mentioned in section three, five case studies were conducted. Based on the analysis of both
the secondary data and interview results a traceability map is created that visualizes the
traceability elements deemed important per case study, see for example figure 1. To improve the
readability of this section, we label the Dutch Tax and Customs Administration as case A, the
Dutch Immigration and Naturalization Service as case B, the Dutch Employee Insurance Agency
as case C, the Dutch Education Executive Agency as case D, and the Dutch Social Security Office
as case E. In our results we refer to elements and traces as a singular form, while, in practice, it is
possible that elements are referred to in the plural form.

Domain; Source Domain; Implementation-independent Domain: Implementation-dependent
anefact artefact
Semice
Application function
Law il
Attide Decision Class
Paragraph -+ » Business Rule |« - Line of code
-
A
Y N
Policy - Fact + »{ Policy header

# Vo rkin struction

Clarification/
help

L 4

Figure 1: Example traceability model of the Dutch Education Executive Agency.

A similarity that we identified was that all five cases utilize three domains in which elements are
managed and traces are implemented. Additionally, all five case organizations utilize those
domains to trace between as well. The first domain is the source domain. This domain comprises
the laws and regulations as defined by the legal writers of the house of representatives of the
Netherlands. The second domain is defined as the implementation-independent artifact domain.
This domain comprises artifacts that are established without incorporating language or properties
that are affiliated to the use of specific technology (i.e. from specific vendors). The third domain
comprises the implementation-dependent artifacts domain. This domain utilizes, for example,
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vendor specific instantiations of artifacts. An example of this would be the use of knowledge
models specifically created and used in the application Belnformed.

In total, the results of the case studies identified multiple similarities and differences between the
involved case organizations. However, due to space limitations, we do not cover each individual
difference but summarize the differences. In summary, there were seven elements that were
included by all case organizations, four elements that were included by all but one case
organization, two elements that were included by all but two case organizations, and four elements
were included by two of five case organizations.

Further summarized, our findings show some noteworthy design decisions by the case
organizations regarding traceability demands. First, we identified a difference in the traceability
towards laws and regulations in the source domain. Case A and B reported to trace to the lowest
level possible; individual words, whilst case C, D and E report to trace on the level of paragraphs.
Case A and B indicate to require these extra levels of traceability due to the fact that both
organizations need process less structured laws and regulations compared to case C, D, and E (i.e.
often lacking structuring in articles or paragraphs). Moreover, case A also required lower levels
of traceability to be able to compare words as concepts in laws and regulations.

Case A and C trace business rules, while case B, D and E utilize decisions as parent elements for
business rules which are also traced. Case A indicates to do so because it allows them to execute
a more precise form of traceability. Case C motivation for this design decision is that they are still
designing their solution and experimenting with the required precision of traceability. Case B, D,
and E utilize decisions as parent level of business rules because it enables them to build business
rule architectures with the purpose to structure a large amount of business rules as part of a
decision.

Moreover, case C and E include a data-model in addition to the common vocabulary-model (i.e.
an Entity Relationship Diagram). Case E needs to trace this element due to the fact that their
software systems require a data-model in processing legal requirements and providing their public
administration services.

Similarly, both case C and E include implementation-dependent data models, whilst case A, B,
and D did not want to trace data related models in the implementation-dependent domain. Case E
reported utilizing implementation-dependent data models for the execution of their public
administration services, bound to a specific software system supplier.

Lastly, case B reported to not trace to either software systems, services, components, classes or a
line of code, while case A, C, D, and E did express the necessity to trace to these elements. This
is due to the fact that the chosen software system of case B is built upon design principles that do
not adhere to layers as, for example, software systems, services, components. Also, case E was
the only organization which reported to also trace towards process activities as part of their
Business Process Management System due to their integration with a specific software system
supplier.

5.2 Focus Group Results

Based on the case study results the researchers prepared the first focus group session. The goal of
these focus group sessions was to, based on the participant’s input and feedback, assemble the
traceability framework. Also, as described in section 4, the participants focused on further
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refinement of the elements to trace in terms of label and description and vertical traceability
demands regarding the traceability framework.

The participants agreed in the first focus group round on the consolidated source domain. For this
domain two traceability elements were split into different levels of elements to trace; delegated
legislation and jurisprudence. Delegated legislation is added due to the fact that the executive
organizations of the government are also able to extend or further define constraints for the
implementation of laws and regulations. As this kind of regulation can influence how software
systems are designed the executive organizations should be able to trace it. Jurisprudence is in
this case defined as judgments or decisions by judges from various legislative levels. As these
judgments or decisions can influence how the executive organizations should execute laws and
regulations (i.e. by constraining them to judge negatively in specific situations which were
previously allowed by law), jurisprudence should be traced as well.

Furthermore, little variety was identified regarding the elements in the implementation-
independent domain. The participants agreed to split a traceability element into two elements;
object model and use-case. An object model is utilized as an Entity Relationship Diagram, serving
as a frame of reference how data is used in decision services by the executive organizations. The
way the data is structured and used in decision making affects software systems design, and thus
should be traced. Furthermore, use cases are important to trace due to the fact that these contain
specific end-user scenario’s coupled with certain laws and regulations.

Moreover, the participants had the most discussion regarding the implementation-dependent
domain. This was due to the fact that the software systems are very diverse (i.e. most suppliers
impose self-developed languages or solutions). However, although most consensus amongst the
participants was required for the traceability elements in this domain, no additional element was
included op top of the elements deducted from the case studies.

5.3 Traceability Framework

To select the elements to be included in the final traceability framework, multiple methods of
agreement can be applied, for example, nominal comparison, ordinal comparison or narrative
appraisal. In our research, we applied the method of agreement to compare the different cases and
to be traced elements. However, a traceable element was added to the framework even it occurred
only once. The reason for this is that the framework provides organizations all possibilities to
choose from. Therefore also situations that occur only once in the selected organizations can be
applicable to other organizations. The final traceability framework derived from the focus groups
is built out of three domains, which are elaborated upon in section 5.1. Summarized, each of the
domains comprises three or more high-level traceability elements which we will elaborate in this
subsection if not already addressed in the previous subsections. Regarding the source domain, a
policy refers to internal procedures or protocols inherent to the specific organization.

Regarding the implementation-independent domain, the high-level traceability elements are a
scope, fact type model, object model, and use-case. A scope is defined as any unit of analysis,
stated by the organization. Examples of this are a selection of business rules part of a specific
decision service or one decision with all its underlying business rules. The number of contexts in
a scope can vary but consists of a minimum of one context. A decision is built from one or more
business rules. The fact type model serves as a domain model containing all possible terms that
are utilized in decision making, which are labeled as facts.
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Regarding the implementation-dependent domain, the high-level traceability elements are a
software system, work instruction, and specification. The software system is built from one, but
usually multiple (shared) services. Services are built from (shared) components. A component
can be further dissected into classes, and on the lowest possible level, a Line of Code (LoC) that
can be traced. The relationships between the different elements are all identical: many to many
relationships. Summarized, the consolidated traceability framework is presented in Figure 2.

Domain: Source Domain: Implementation-independent Domain: Implementation-dependent
artefact artefact
Law Information system
Article Scope Semvice
Paragraph Context Component
Sentence Class
Business Rule
Fact type model b
Deleg ated legislation Fact Workin struction
Policy Object model Specification
i
Jurisprudence Use-case

Figure 2: Final traceability framework.

6 Discussion & Conclusion

In this paper, we aimed to find an answer to the following question: “Which elements are useful
to trace with regards to legal requirements in the context of the Dutch government”. To
accomplish this goal, we conducted a study conducting five case studies and a three round focus
group. Both were applied to retrieve traceability elements from participants, 41 in total, employed
by five executive governmental agencies. Our rounds of data collection and analysis resulted in a
traceability framework which can be utilized when designing or improving the traceability
capability of governmental organizations that execute laws and regulations. From a research
perspective, our study provides a fundament for traceability principles and traceability elements
focused on the implementation of laws and regulations in software systems design. From a
practical perspective, executive governmental organizations could utilize the results of this study
to guide the (re)design of traceability of legal requirements in software systems. With this in place
organizations can ensure the adequate level of transparency towards legislative branches of the
government, judges and judicial systems, and no less significant, towards citizens and businesses.
Furthermore, another practical implication of our results could be that the governmental
organizations now have a common frame of reference to communicate when addressing
traceability. Therefore, our proposed traceability framework can be useful when executive
governmental branches need to collaborate in a single chain of services.
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Several limitations may affect our results. The first limitation concerns the sampling and sample
size. The sample group of case organizations and participants is solely drawn from government
institutions in the Netherlands. While we believe that government institutions are representative
for organizations implementing traceability of legal requirements to implementation systems
design, further generalization towards non-governmental organizations, amongst others, is
recommended. Taken the sample size of five case studies and 41 participants into account, this
number needs to be increased in future research. This research focused on identifying new
constructs and establishing relationships given the current maturity of the traceability research
field. Although the research approach chosen for this research type is appropriate, research
focusing on further generalization should apply different research methods, such as quantitative
research methods, which also allow us to incorporate larger sample sizes to validate our findings.
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Abstract

At the dawn of the Digital Economy, companies are facing with dematerialization and
digitization of products and the trend towards service delivery. By supporting
specialization and modularization of service providers, cloud computing involves the
trend towards distributed service generation. Hence, multi-vendor networks arise and IT
departments have to handle heterogeneous IT Service Value Networks (ITSVN). This
research paper analyzes the concept of heterogeneity in ITSVN. Based on a literature
review, this paper introduces a model of heterogeneity in ITSVN. Elements of this model
are applications, platforms, infrastructures, actors, technologies, interfaces, and tools.
Heterogeneity is caused by the diversity and alterity of the attributes of these elements.
This article offers a fundamental understanding of the effects of heterogeneity in ITSVN,
a definition of heterogeneity in ITSVN, and a model of influencing factors on
heterogeneity in ITSVN.

Keywords: Cloud computing, heterogeneity, literature review, IT service, value network
1 Introduction

Cloud computing is both an important driver of digitization and a basis for developing
new business models (Bbhm, Koleva, Leimeister, Riedl, & Krcmar, 2010). Thus, it is
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important to understand the impact of cloud computing on value creation. Actually, with
cloud computing the way of generating and delivering IT services changes fundamentally
towards service value networks (Bbhm, Herzog, Riedl, Leimeister, & Krcmar, 2010).
Cloud computing leads to an increase in modularization and specialization in the IT
industry (Bobhm, Herzog, et al., 2010, p. 50), it transforms IT services from vertically
integrated services to complex IT supply cloud chain models (Ferguson & Hadar, 2011,
p. 1) and induces the emergence of multi-stage supply relationships and value
networks (Bohm, Herzog, et al.,, 2010, p. 50). These multi customer-supplier
relationships result in heterogeneous IT service landscapes (Knittl & Lauchner, 2010),
whose impact in the value creation process have not often been on the focus of past
research (Heininger, Bohm, & Krcmar, 2013). Next, hybrid clouds involving both private
cloud and public cloud (Chang, Walters, & Wills) and thus, IT service landscapes
nowadays are often composed by the use of common IT services and cloud services.

However, emerging service value networks lead to an increase in the complexity of
managing IT service landscapes. The term IT service landscape describes the holistic end-
to-end consideration of an IT service. Complexity can be defined as the number and the
heterogeneity of components and relations (Schiitz, Widjaja, & Gregory, 2014).
Heterogeneity is related to the variety of IT elements (Widjaja, Kaiser, Tepel, &
Buxmann, 2012). In practice, IT departments are facing problems resulting from
increasing heterogeneity in IT service landscapes and by becoming service aggregators,
the IT departments of tomorrow will have to aggregate modularized services into value-
added, complex solutions (Bbhm, Koleva, et al., 2010, p. 7). Therefore, a deeper
understanding of heterogeneity and their effects on IT service landscapes is needed.
Provisioning IT services nowadays means, among others, to orchestrate several vendors
and therefore leads to supply chain management problems in the field of IT service
management (ITSM) (Ferguson & Hadar, 2011, p. 1).

The relevance of heterogeneity increases, especially when more flexibility in the
information systems of the organizations is required (Widjaja et al., 2012). In addition,
the requirements of the business organization towards IT also increase, demanding
more information processing capability (March, Hevner, & Ram, 2000). In a preliminary
literature search?, we were not able to find publications that integrate the concept of
heterogeneity and the generic value network framework as proposed by Bohm, Koleva,
et al. (2010). Furthermore, we could find neither a definition of heterogeneity in service
value networks nor a description of factors influencing heterogeneity in service value
networks.

In order to gain a better understanding of heterogeneity and service value networks as
well as how both of these aspects are interrelated with each other, developing a model
seems to be a success-promising concept which will make a contribution to fill this
research gap. This model may be useful to strengthen and structure the research
concerning the mechanism, the management, and the controllability of heterogeneity
in service value networks. Therefore, we will answer the following research question:

What are the main influence factors of heterogeneity in IT Service Value Networks?

! The search engines used for the search process were Web of Knowledge (WoK) and Google Scholar (GS).
The terms that we searched for were: definition, characterization, description, and clarification of
heterogeneity or homogeneity. The search was conducted in February 2014. The total number of results
after the search was 159. Three researchers read and categorized the papers and all results were
discussed in order to identify the relevant papers. After the filtering process the number of relevant
papers left was 19. Based on these 19 papers a concept matrix including 39 aspects of heterogeneity
was created. By grouping these 39 aspects, the following seven aspects related to heterogeneity were
derived: differences, categories, communication, characteristics, components, levels, and variability.
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The remainder of this paper is structured as follows. At first, the terms IT service, IT
service value network and heterogeneity are defined. The following section will give a
short description of the literature review process. Subsequently, the results from the
literature review are analyzed, synthesized and interpreted. Further, we introduce a
model of heterogeneity in IT service value networks. The final section provides a short
conclusion and an outlook.

2 IT Service and IT Service Value Network

Considering the idea of a service value network, the term IT Service Value Network
(ITSVN) will be introduced to describe multi-stage supply relationships across a set of IT
service landscapes. IT services can be defined as “[...] services whose delivery relies on
information systems and result in an IT-supported organizational element, i.e. a process
or a function of the service customer” (Schermann, B6hmann, & Krcmar, 2006, p. 3).
They are intangible, perishable, and heterogeneous (Kim & Nam, 2009, p. 4). “A value
network is any web of relationships that generates both tangible and intangible value
through complex dynamic exchanges between two or more individuals, groups, or
organizations” (Alee, 2003, p. 192). Bensch, Schrodl, and Turowski (2011) define a value
network as “[...] an integrated combination of companies to solve a customer-specific
problem as a whole, economically and technically” (Bensch et al., 2011). Due to the
complexity of value networks, they cannot be managed without information technology
support (Bensch et al., 2011). With regard to IT services, a value network is a “set of
relatively autonomous units that can be managed independently, but operate together
in a framework of common principles and service level agreements (SLAs)” (Peppard &
Rylander, 2006). On the other side, cloud computing consists from a business viewpoint
of different actors, playing different roles on different levels of the cloud
ecosystem (Bohm, Koleva, et al., 2010). By analyzing a dataset of 2628 cloud services,
Bohm, Koleva, et al. (2010) discovered eight generic roles and arranged them into a
generic value network of cloud computing. This network presents a business perspective
on cloud computing and constitutes the ecosystem that has developed around cloud
computing. However, companies also may combine cloud services with other forms of
outsourcing and traditional in-house IT service provisioning by building an IT service
landscape which cloud be also named as hybrid cloud. The IT service delivery network
in this landscape is the ITSVN. By combining all of this aspects, we define ITSVN as
follows:

An IT Service Value Network is a multi-staged construct of networked but
autonomous service suppliers whose delivery relies on information systems which
generates a tangible and intangible value for an IT service consumer through
complex dynamic exchanges between all participants of the network.

3 Heterogeneity

Heterogeneity has been widely discussed in IT literature (Widjaja et al., 2012) and itis a
topic of highly practical relevance. Nevertheless, there is only few research conducted
about heterogeneity in ITSVN (e.g. Bensch et al., 2011; Bucchiarone & Presti, 2007;
Castro, Villagra, Fuentes, & Costales, 2014; Liu & Datta, 2010). The majority of
publications concerning heterogeneity in IT focus on technological aspects. In fact, there
are various publications concerning heterogeneity of e.g. systems, data or applications,
but only few publications are dedicated to the topic of heterogeneity itself (Widjaja et
al., 2012). However, we identified a research gap in the field of heterogeneity in value
networks. Especially in connection with the particular characteristics of a service value
network e.g. distributed service generation, increasing modularization and an increase
of actors working together. As shown in a preliminary literature review, heterogeneity
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in value networks is not researched in general and there is no holistic approach
concerning the effects of heterogeneity in service value networks.

Heterogeneity can be defined in general as the outcome of components which
communicate with each other at different levels and have variable characteristics.
Widjaja et al. (2012) define heterogeneity in an IT landscape as a statistical property
referring to the diversity of attributes of elements in the IT landscape. Diversity
describes the amount of differences of the elements in an ITSVN. Apart from diversity,
we also assume the relevance of the alterity of the ITSVN elements. Alterity is about the
degree of distinction of the differences of the ITSVN elements. If we focus on an
international team, the amount of different native languages could be understood as
diversity. Alterity refers to the differences between those languages. For example, the
differences between English and Chinese are greater than the differences between
English and German. To summarize, heterogeneity is caused by the diversity and alterity
of the attributes of the elements which builds the ITSVN. In a later chapter, we introduce
an extended definition of heterogeneity in an ITSVN based on the results of our
literature review.

4 A Literature Review on Aspects of Heterogeneity in the ITSVN

Following the recommendation from vom Brocke et al. (2009) we adapted their five step
framework. According to the taxonomy of Rowe (2014), the literature review aimed to
gain a better understanding of heterogeneity in ITSVN. At first, we defined the taxonomy
of the literature review as recommended by Cooper (1988). In order to understand
heterogeneity in ITSVN in general, the focus were set to the research outcomes and the
application of the research results. Against this background, we aimed to integrate and
synthesize the past literature. We also wanted to identify central issues of heterogeneity
in ITSVN. The representation of the results was neutral, but this will not preclude taking
a strong position based on cumulative evidence (Cooper, 1988). We conducted an
exhaustive search including the entire literature or most of it (Cooper, 1988). Therefore,
our search extended to both the six major IS databases (IEEE Explorer, Science Direct,
ACM Digital Library, EBSCO Host, Emeralds, and AIS Electronic Library) and the 22 A-
ranked journals based on WI-Association (2008).

To conceptualize the topic of the literature review and to identify the key terms which
are relevant to our topic, we did a preliminary literature search (see footnote 1) as
recommended from vom Brocke et al. (2009). Using the seven attributes from this step
and the terms from the ITSVN as described by Bohm, Koleva, et al. (2010), we built
search strings consisting of up to three terms as shown in Figure 1. The search was
conducted within the abstract, title, and keywords. Although the search brings up a large
amount of publications, only a very small number of them turned out to be relevant.
Therefore, in each case only the first 100 hits were considered for a detailed analysis of
the abstract. Most of the publications were dealing with heterogeneity only peripherally
and concerning e.g. mathematics formulas. Although some of the search terms (see
Term 2 in Figure 1) were derived from cloud computing, most of the search strings (e.g.
‘heterogeneity’ & ‘value’ & ‘communication’) were very general and do not only focus
on cloud computing. The search in the six databases and 22 a-ranked journals using the
described search string in the abstract, title and keywords leads to a number of
approximatively 40,000 search hits.

Term 1 Term 2 Term 3

(based on the generic value network of cloud computing) (based on a preliminary literature search)
and ||

Heterogeneity, | and Actors, Roles, Value, Value Added, Value Flow, Value Difference, Categories, Communication,

Homogeneity Exchange, Market, Platform, Provider, Cloud Computing Characteristics, Levels, Variability, Components

Figure 1: Search Terms (own illustration)
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At first we screened the title, abstract and keywords for information related to
heterogeneity in IT. During the second screening, we analyzed the full text of the
remaining publications. In doing so, we recognized, that most of the publications
mention heterogeneity in the context of cloud computing but do not provide any
concept or analysis of heterogeneity in itself. After the forward and backward search as
recommended by (Webster & Watson, 2002) we identified 61 relevant scientific articles
related to the subject of heterogeneity in ITSVN in total.

Thus, in total we analyzed and synthetized 61 publications. In the first step, we extracted
and categorized the information from the publications regarding heterogeneity in IT.
Two researchers reviewed the 61 publications independently and assigned them to
thematic groups. In the next step, the results where compared and the differences have
been discussed carefully. Based on these results we identified seven main elements of
the ITSVN where heterogeneity can occur and arranged them within a model (see next
chapter). We used object-oriented system analysis methods (Goll, 2011) to identify
entity objects and their attributes. Finally, we discussed the results and each of the
identified elements and attributes in a group consisting of four researchers. In several
increments, we consolidated this concept matrix and finally derived seven elements of
an ITSVN.

5 Factors Influencing Heterogeneity in ITSVN

The publications describe different aspects of heterogeneity in different parts of the IT
(service) landscape by also proposing frameworks for managing it. In order to answer
the research question, we describe the main factors influencing heterogeneity in ITSVN
and develop a model for heterogeneity in ITSVN by describing the elements of the model
and their attributes.

Elements Sources of literature (extract)

Attributes

Bucchiarone and Presti (2007)

Applications
Platforms
Infrastructures
Technologies
Interfaces

Amato et al. (2013a)

» |Amato et al. (2013b)
Bensch etal. (2011)
Béhm et al. (2010b)
Castro et al. (2014)
Demchenko et al. (2013)
Gonidis et al. (2013)
Grabowski et al. (1999)
Guillén et al. (2013)
Hartmann et al. (2013)
Kertesz et al. (2012)
Liu and Datta (2010)

» |Machado et al. (2013)
Maximilien et al.(2009)
Moscato et al. (2011)
Nair et al. (2010)
Quinton et al. (2013)
Sanaei et al. (2014)
Suneja et al. (2011)

» |Tordsson et al. (2012)
Xia et al. (2004)

Yeo and Lee (2011)
Zhonghong et al. (2013)

Tools
» [» [= [= |= |Al-Hazmi et al. (2012)

» |Actors

Pricing policy

Service level / Quality of Service
Resource type

Standardization

Federation

Technology level

Metrics X
SLA Terms X
Interoperability X | x| x
Portability X | x
Service/Resource location X | x| x X X
Access mode X X X X X
Communication X | X X X
Performance X X X
Compatibility X | x| x X X X X | X
Tool obligation X X X
Interfacing mechanisms X | x X
Constraints (Resources, Spez.) X X X
Service interface X X X X
Security level x| x| x X
Service functionality X | x| x X
Terminology X X

»
»

BN N B

EREN RN R E
EREN N ERE
B
>
>
B

ERERERE
B
]

Vcrsion X X X X X X X X
Ecosystem X | X
Requirements (Purpose)
Role

Procurement process

ER N R

Data X | x| x X X

Table 1: Concept matrix (extract) with elements and attributes of heterogeneity in ITSVN
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Following Merriam-Webster Dictionary (2014), a model is a “description or analogy used
to help visualize something”. By focusing on the relevant aspects only, a model
represents a segment of reality (cf. Krcmar, 2015). Therefore, a model representing
heterogeneity in ITSVN should be composed of elements and their attributes.

According to Webster and Watson (2002), we synthesize the literature in a concept
matrix by identifying the terms regarding to heterogeneity in ITSVN. We identified seven
elements of an ITSVN where heterogeneity can occur: applications, platforms,
infrastructures, actors, technologies, interfaces, and tools. We also identified several
attributes for these elements. Table 1 shows an extract of the final results of this
consolidation process as well as the assignment of the attributes to the sources of
literature. This concept matrix represents an intermediate step towards a model of
heterogeneity in ITSVN.

As mentioned before, the elements are influenced by their diversity and alterity. If we
focus on the attribute version of the element application, for example, diversity means
how many different versions of an application are part of the ITSVN. Alterity means in
which degree these different versions differ from each other and to what extent they
interoperate, respectively causing mutual obstructions. Thus, we introduce an extended
definition of heterogeneity in an ITSVN:

Heterogeneity in an ITSVN can be defined as the diversity and alterity of the
attributes of the summed applications, platforms, infrastructures, actors,
technologies, interfaces, and tools of the ITSVN.

Figure 2 shows a model consisting of the seven elements and their attributes
representing the influencing factors. In the following text, these elements are described.

Actors Technologies Interfaces
* Pricing policy « Standardization « Standardization
 Standardization * Technology level * Communication
* SLA Terms * Access mode * Interfacing mechanisms
* Constraints (Resources, Spez.) * Communication * Service interface
« Service interface « Compatibility * Version

* Terminology

* Ecosystem

* Requirements (Purpose)
* Role

* Procurement process

/

A4
diversity

Heterogeneity

in IT Service
Value Networks
alterity

Tools

« Standardisation

¢ Metrics

* Interfacing mechanisms
* Version

\

Applications

* Service level / Quality of Service
* Resource type

* Standardization

* Federation

* Interoperability

+ Service functionality
* Version
* Data

Platforms

Infrastructures

Services

« Service level / Quality of Service
* Resource type

* Standardization

* Federation

* Technology level

* Tool obligation

* Security level

« Service functionality
* Version

* Ecosystem

* Data

* Service level / Quality of Service
* Resource type

* Standardization

* Federation

* Technology level

* Portability * Interoperability * Interoperability

* Service/Resource location * Portability * Service/Resource location
* Compatibility « Service/Resource location « Performance

* Security level * Compatibility * Compatibility

* Security level

« Service functionality
* Version

* Ecosystem

* Data

Figure 2: Model with elements and attributes of heterogeneity in the ITSVN (own illustration)
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Applications: Application is one of the elements of the ITSVN where heterogeneity
arises. In an ITSVN, applications are all the software components that are part of the
network. Different publications focus on different aspects of the applications that cause
heterogeneity. The most mentioned aspect that causes heterogeneity between the
applications is compatibility (Gonidis, Simons, Paraskakis, & Kourtesis, 2013; Hartmann
et al., 2013; Moscato, Aversa, Di Martino, Fortis, & Munteanu, 2011; Nair et al., 2010).
Further aspects are service levels (Al-Hazmi, Campowsky, & Magedanz, 2012; A. Amato,
Cretella, Di Martino, & Venticinque, 2013; Liu & Datta, 2010), interoperability (A. Amato
et al., 2013; Demchenko et al., 2013; Maximilien, Ranabahu, Engehausen, & Anderson,
2009) and the different versions (Sanaei, Abolfazli, Gani, & Buyya, 2014; Yeo & Lee,
2011; Zhonghong et al., 2013) of applications. Other reasons that cause heterogeneity
between applications are also portability (A. Amato et al., 2013; Demchenko et al.,
2013), the service or resource location (Al-Hazmi et al., 2012; Bucchiarone & Presti,
2007), security level (Machado, Bocek, Ammann, & Stiller, 2013) and service
functionality (Machado et al., 2013).

Platforms: A platform comprises the entire environment in which applications can run,
which includes hardware infrastructure, operating systems and also different libraries.
Platforms are also part of the ITSVN infrastructure where heterogeneity can arise
because of different reasons. Since platforms are the basis on which the applications
run, the attributes assigned to the platforms are similar to the attributes of the
applications. Once again the mentioned aspects are: compatibility (Gonidis et al., 2013;
Hartmann et al., 2013; Moscato et al., 2011; Nair et al., 2010), service levels (Al-Hazmi
et al., 2012; A. Amato et al., 2013; Liu & Datta, 2010), interoperability (A. Amato et al.,
2013; Demchenko et al., 2013; Maximilien et al., 2009), different versions (Sanaei et al.,
2014; Yeo & Lee, 2011; Zhonghong et al., 2013) of platforms, portability (A. Amato et al.,
2013; Demchenko et al., 2013), the service or resource location (Al-Hazmi et al., 2012;
Bucchiarone & Presti, 2007), security level (Machado et al., 2013), and service
functionality (Machado et al., 2013). Furthermore, other typical reasons for
heterogeneity in platforms are tool obligations from the provider (Guillén, Miranda,
Murillo, & Canal, 2013; Maximilien et al., 2009) and also the ecosystem (Nair et al., 2010;
Tordsson, Montero, Moreno-Vozmediano, & Llorente, 2012) of the platform.

Infrastructures: In an ITSVN, the infrastructure includes the whole hardware ecosystem
that supports the service delivery. They build the basis for platforms to operate. For this
reason the factors causing heterogeneity in the infrastructures are partly similar to those
causing heterogeneity in the applications or platforms. These are compatibility (Gonidis
et al., 2013; Hartmann et al., 2013; Moscato et al., 2011; Nair et al., 2010), service
levels (Al-Hazmi et al., 2012; A. Amato et al.,, 2013; Liu & Datta, 2010), different
versions (Sanaei et al., 2014; Yeo & Lee, 2011; Zhonghong et al., 2013) of infrastructure
components, the service or resource location (Al-Hazmi et al., 2012; Bucchiarone &
Presti, 2007), security level (Machado et al., 2013), service functionality (Machado et al.,
2013) and the ecosystem (Nair et al, 2010; Tordsson et al., 2012).
Performance (Bucchiarone & Presti, 2007) is also a further aspect where heterogeneity
can arise with regard to infrastructure.

Services: As analyzed above, most of the attributes of the application, platform and
infrastructure are similar. The three categories could also be named as Infrastructure-
as-a-Service (laaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (Saa$),
which are the most common cloud service models (Mell & Grance, 2011). Therefore, we
grouped these three elements in a higher-level element named service. Thus, service
stands not for an element but for the group of the three elements applications (Saa$),
platforms (PaaS), and infrastructures (laaS).

Actors: Actors are all the interacting members of the ITSVN. They could be the
customers, the service providers, service brokers, service integrators etc. The different
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roles (A. Amato et al., 2013; Bohm, Koleva, et al., 2010; Nair et al., 2010; Tordsson et al.,
2012), the defined constrains (Liu & Datta, 2010) in form of resources or specifications,
the used terminology (Moscato et al., 2011), the pricing policy (Al-Hazmi et al., 2012; A.
Amato et al., 2013; Machado et al., 2013; Tordsson et al., 2012), the SLA terms (Alba
Amato, Di Martino, & Venticinque, 2013; Grabowski et al., 1999; Moscato et al., 2011),
the standardization (Al-Hazmi et al., 2012; Gonidis et al., 2013; Moscato et al., 2011; Xia,
Gang, & Miki, 2004) and also the requirements (Grabowski et al., 1999) that the actors
set for the system can bring heterogeneity in the ITSVN. Other factors that can bring
heterogeneity to the actors in an ITSVN are the offered service interfaces (Machado et
al., 2013; Tordsson et al., 2012), the defined procurement processes (Bensch et al.,
2011) and also the ecosystem (Nair et al., 2010; Tordsson et al., 2012) where they act.

Technologies: Technologies in an ITSVN include all the used capabilities and
communication and exchange methods that are used from providers like
communication technologies etc. In the used technologies heterogeneity can arise
regarding standardization (Al-Hazmi et al., 2012; Gonidis et al., 2013; Moscato et al,,
2011; Xia et al., 2004), access modes (Castro et al., 2014; Grabowski et al., 1999; Sanaei
et al., 2014; Xia et al., 2004), communication (Demchenko et al., 2013; Grabowski et al.,
1999) and compatibility (Gonidis et al., 2013; Hartmann et al., 2013; Moscato et al.,
2011; Nair et al., 2010).

Interfaces: The interfaces in the ITSVN include all the offered access possibilities to the
offered service. The offered service interface (Machado et al., 2013; Tordsson et al.,
2012) and interfacing mechanisms (Hartmann et al., 2013) can cause heterogeneity in
the ITSVN. Furthermore, the interface version (Sanaei et al., 2014; Yeo & Lee, 2011;
Zhonghong et al., 2013), the communication (Demchenko et al., 2013; Grabowski et al.,
1999) and the standardization (Al-Hazmi et al., 2012; Gonidis et al., 2013; Moscato et
al., 2011; Xia et al., 2004) are also factors responsible for bringing heterogeneity in the
ITSVN.

Tools: Tools include both the resources that a provider offers to facilitate the use and
application of the provisioned service and the resources the actors of the ITSVN use to
manage the service delivery. However, different tools boost heterogeneity in the ITSVN
e.g. by having different standardization (Al-Hazmi et al., 2012; Gonidis et al., 2013;
Moscato et al.,, 2011; Xia et al., 2004), metrics (A. Amato et al.,, 2013), interface
mechanisms (Hartmann et al., 2013) and versions (Sanaei et al., 2014; Yeo & Lee, 2011;
Zhonghong et al., 2013).

6 Conclusion and Outlook

This paper analyzes the concept of heterogeneity in ITSVN. We showed that there is only
limited research regarding heterogeneity in ITSVN. By conducting a literature review, we
found and analyzed 61 publications that treat aspects of heterogeneity in different levels
of the ITSVN. We summarized these publications and presented a structured overview.
Based on the results from these publications we extracted the main influence factors of
heterogeneity in the ITSVN and proposed a model for heterogeneity in ITSVN consisting
of seven elements where heterogeneity can occur. Additionally, we assigned attributes
to these elements. Next, we defined heterogeneity in an ITSVN as the diversity and
alterity of the attributes of the summed applications, platforms, infrastructures, actors,
technologies, interfaces, and tools of the ITSVN.

Although this research is based on a thorough and comprehensible literature search, the
model was derived by analyzing 61 publications and therefore makes no claim to
completeness. Hence, further studies should be conducted in order to validate and
further extend the model of heterogeneity in ITSVN.
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In order to verify and review the model, it should be assessed by a group of experts. To
do so, we are planning to initiate a cognitive process by using the Delphi Study method
(Schmidt 1997). An anonymous survey will be conducted by using a universal computer-
based questionnaire system. The questions of the questionnaire will be derived from
the model of heterogeneity in ITSVN. Finally, the results from the Delphi Study will be
built into the model of heterogeneity in ITSVN. Doing so, a revised version of the model
of heterogeneity in ITSVN and a weighted list of influence factors on heterogeneity in
ITSVN will be derived. Based on this list, we are planning to develop guidelines and best
practices for handling heterogeneity in ITSVN.

However, by providing a state-of-the-art of heterogeneity in the ITSVN derived from a
literature review, this research contributes to theory by the model for heterogeneity in
ITSVN. The model may be useful to strengthen and structure research about the
management and controllability of heterogeneity in ITSVN. Next, the model for
heterogeneity in ITSVN, the implications of heterogeneity, and the weighted list of
influence factors “[...] provides an explanation of how, why, and when things happened”
(Gregor, 2006, p. 619). Thus, a greater understanding and insight by others into
heterogeneity in ITSVN will be promoted. According to Gregor (2006, p. 619), this thesis
complies with the explanation goal of theory. Next, our model may be useful to
strengthen and structure research about the management and controllability of
heterogeneity in ITSVN. Possible approaches may be found in the fields of ITSM or
service governance.
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Abstract

The Online Romance Scam is a very successful scam which causes considerable financial and
emotionaldamageto its victims. It is based on building a relationship which establishes a deep
trustthat causes victims to voluntarily transfer funds to the scammer. The aim of this research is
toexplore online dating scams as a type of e-Living which initially creates happiness for the victim
in a virtualromantic relationship, but tragically then causes the victim to be separated from his
or hersavings. Using narrative research methodology, this research will establish a model of the
romance scam structure and its variations regarding human romantic attitudes, and will develop
a theory which explains how the victim is moved through the phases ofthe scam. Findings of this
research will contribute to the knowledge of the Online Romance Scam as e-Crime and provide
information aboutthe structure and the development of the modus operandiwhich can be used
to identify an online relationship as a scam at an early phase in order to prevent significant harm
to the victim.

Keywords: Online Romance Scam, e-Living, e-Crime, online relationship
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1 Introduction

Online dating has now evolved to a mainstream social practice,and isincreasinglybeing used to
initiate relationships (Edelson, 2003). One in ten Americans have used an online dating site or
mobile dating app, and of these users, 66% have gone on a date with someone they have met
this way. Further, 23% of these users have eventuallymetaspouseorlongterm partnerthrough
these sites (Smith & Duggan, 2013). It is estimated that the industry is today worth more than
£2bn globally (Magrina, 2014; Wendel, 2015).

Given the popularity of the online dating marketand its significant economic potentialities, it is
perhaps not surprising that this vehicle has become a key focus of fraudsters and scammers
(Fair, Tully, Ekdale, & Asante, 2009; Rathinaraj & Chendroyaperumal, 2010; Singh & Jackson,
2015). In 2014, it was reported that dating and romance scams remained in the number one
position in terms of financial losses, showing an estimated loss of $27 million, but it has since
increased more than 10 per cent in 2015 (Australian Competition and Consumer Commission,
2015).

This crime is different to marriage-impostors, where the swindlers aim at women's savings
through a fraudulent proposal of marriage (Bromberg & Keiser, 1938), and is done by
approaching the victim as a real person. By contrast, the online dating scammer cannot move
intoreality; thisis because first, the presented ‘identity’ does not exist, and second because the
virtual circumstances are used to maintain a fluid situation in which advantage can be taken of
the unwitting victim.

Addingtothe concernsregardingthis practice, itis becoming apparent thatfinancial lossis not
the only damage caused by romance scams, since it has been reported thatit has serious sodial
and psychological implications (Ross & Smith, 2011).

In order to prevent such mass-marketing frauds, it is essential to understand the dynamics of
each scam to identify them quickly and provide a plausible and justified note of warning to
potential victims.

We argue that the romance scam can be explained by a combination of the Theory of Love
Stories (Sternberg, 1999) with the Transtheoretical Model (Prochaska & DiClemente, 1992), and
we substantiate this claimin a case study which presents analysis of reported scams basedona
narrative research methodology.

Narrative inquiry is based upon the notion that information of interest can be obtained from
real experiences as told as ‘stories’ by selected individuals (Ollerenshaw & Creswell, 2002).
Usually, a researcher gathers this data through interviews or informal conversation
(Ollerenshaw & Creswell, 2002), but in this research we utilised stories from scam victims
through data available from public sources.

Whenindividuals tell stories, aclear sequence is often missing or not logically developed and it
is therefore part of the researcher’s task to provide the causal link among the ideas (Cortazz,
1993). This study uses the Problem-Solution-Approach drawn from narrative inquiry, which
focuseson problematicissuesidentified from literary theory and the classic elements of a plot
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structure, and relates the attempts made by the respondent to solve the (apparent) problem
(Ollerenshaw & Creswell, 2002).

This process uses ‘retelling’ or ‘restorying’ (Ollerenshaw & Creswell, 2002) which includes
reading the transcripts, analysing them for the narrative key elements such as the problem,
characters, setting, actions and resolution and then rewriting the story to place it withina
chronological sequence.

In this paper we present first a suggested model of this e-crime. Then we explain how we
analysed scam reports according the presented theory followed by the findings from the
analysis.

The results of this work provide understandings which:

e Give a detailed analysis of the structure and the development of the Online Romance
Scam as a facet of e-Living, where a happy online relationshipis built using intemet
social channels;

e Reveal andfurtherinvestigatethe maintechniques usedinthese scams, particularly as
informed by modelsof human behaviour described inexisting research as ‘personal love
stories’.

Findings of this research willhelp to understandwhy people become trappedinthis sort of scam.
Additionally, it may help to explainwhy, when some people come to know itis a scam, they still
hold on to the dream and search for contact with the scammer, orin some cases, even refuse
to accept the fact that it is a scam.

2 Romance Scam

Budd and Anderson (2009) describe the Romance Scam as one type of consumer scam which
involvesinitiating afalse relationship through online dating websites, social websites or via email
where the aim is clearly to defraud the victim.

Whitty (2013) has conducted a recent study regarding the anatomy of the Romance Scam. In
this detailed work, she established that there are five distinct stagesof this crime. There are the
development of an attractive profile, the grooming time and the sting, which together build the
main part of the scam. This is followed by the continuation, where the scammer repeatedly
requests funds, and finally by sexual abuse and re-victimization whichis an additional attempt
to further humiliate and exploit the victim by blackmailingthem and applying afollow-up scam
(Federal Trade, 2015).

The scammers post false profiles on legitimate dating websites (Budd & Anderson, 2009), using
high quality, professionallooking photos in combinationwith an attractive profile description to
attract potential victims (Rege, 2009). Once the contact is established, the scammer will try to
deepen the relationship and to build the trust of the victim (Budd & Anderson, 2009).

At the same time, the scammer will casually report events related to another invented story
which will be suitable for building a plausible frame forasubsequentrequest formoney (Budd
& Anderson, 2009). This request comes when the scammer thinks the victim is ready and is
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introduced with an unexpected ‘emergency’ or tragic reason such as a sudden death in the
family (Rege, 2009).

3 Model of the Online Dating Scam

Inorderto geta betterunderstanding of this scam thisresearch presents a modelwhichis based
on the assumption that the scammer influences the victim to engage in two mainstreams of
social behaving. The first is the fostering of motivation in the victim to establish a romantic
relationship and consequently to developadeeplevel of trust, while the secondis to engineer
the transfer of funds to the virtual partner. These behavioural streams are established by
confronting the victim with two parallel event sequences, which requires the portrayal of the
victim as a partner in a virtual love story which can be used to self-justify their motivation to
behave according to the wish of the scammer.

We call the first stream the building of the ‘Relationship Story’, which servestoinitiateand
gradually deepenthe virtualrelationship. Whilst this relationship is clearly not the primary goal
of the scammer, itis the goal of the victim and therefore its establishmentis necessary for the
scam to be effective. Forthe scammer, this first story must be created to support the second
story, which is designed to motivate the victim to willingly transfer funds. We call this second
streamthe ‘Fund Story’, as its purpose isto build a level of self-justification in the victim to
make available the requested funds.

A significant factor for the crafting of the relationship story is the identification of a personal
love story of the victim. This personal story reflects a personal affinity of the victim related to
love and relationships, and it is therefore important for the scammer to identify the victim’s
psychological circumstances. Thus, for our purposes, it is important to clearly understand the
spectrum of affinities which represents the ‘working background’ for the scammer. In this
respect, Sternberg looked at the different types of common relationships in his book Love is a
Story (Sternberg, 1999). Here, he suggests that personal relationships often follow certain
relatively well-defined plots whichare revealed in these love stories, and these plots control the
development of relationships (Sternberg, 1995). In this way, well-known stories are very
importantfor formingthe way relationships are builtand it is claimed that they are involved in
all personal aspects of our lives (McAdams, 1993). It is further claimed that everybody has an
‘array of scripts’ which are heard in the course of personal interactions with people (Schank &
Abelson, 1977), and these are modified to fitinto our own situation. Further, itis suggested that
there are multiple scripts which build these stories; the themes come from our childhood and
frominteractions with peoplearound us such as parents, grandparents, brothers and sisters and
friends. In particular, attachment styles developed in infancy are important as antecedents of
romance stories, whilst an avoidant individual creates stories that emphasize distance and a
resistant individual creates stories about rejection (Bowlby, 1997; Shaver, Hazan, & Bradshaw,
1988). Everybody has a personal story which is instrumental in forming relationships, and it is
this story which gives the relationship contextual meaning; this implies that each person
interprets actions or events in terms of their personal story (Sternberg, 1999).

The scammer creates onlineidentities reflecting certainlove stories to attract arange of victims.
Once contactis established, the relationship story is developedby obtaining clues to the victim’s
personal love storyanditthenis tailored to suit the situation. We argue that both the invented
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storiesinthe scam, thatis the relationship story and fundstory, guide thevictimthrough normal
phases of human behaviour, which can be described using the Transtheoretical Model.

The Transtheoretical Model was developed by Prochaska and DiClimente (1992), and according

to this scheme, human behaviour follows six (gradual) stages of change (Nutbeam, Harris, &
Harris, 1999):

Precontemplation: The individual has no intention to change behavior;
Contemplation: The individual considers changing behavior;
Determination/Preparation: The individual makes commitment to change;
Action: The individual makes a change;

Maintenance: The individual maintains the change. Repeats the behavior;
Termination: The individual stops the behavior.

ok wNPE

People are seentomoveina predictable way through these stages, during which they can self-
initiate change but also respond to external stimuli. This model is often used in health area to
influence a patient to change a behaviour which has negative effect on their health. In similar
way, it can be used to understand other developmental areas, and it has been used in this
investigation to explain the (often surprising) behaviour change of Romance Scam victims.

4 Scam Analysis

Followingourassertion that Romance Scams can be explained by atheory which combines the
“Love Story Theory” with the “Transtheoretical Model” (Nutbeam, Harris, & Harris, 1999), we
have integrated these perspectives in an innovative analysis approach which supports the use
of narrative research methodology.In orderto prepare data for this analysis, we tooksequential
elements of the raw data and presented them in a plot structure.

Table 1: Plot Structure Table

Characters Settings Problem Actions Resolution
Individual’s Context, Question/ Movements Answers the
personality, environment, problem through the story. question and
behaviours, style conditions, place Characters explains what
and patterns time thinking, feelings, | causedthe
interactions, turning pointor
actions and the characterto
reactions. change

Table 1 presents five elements which Ollerenshaw and Creswell (2002) suggest underpin any
successful plotstructure:these are the individual characters; the story’s setting, which involves
the context of the underlying stories; the focus question or problem which engages the
protagonists; the actions and interactions of the protagonists as the story develops; and the
resolution of the problem.

In the second step, we organised the elements into a sequence of events as suggested by the
Transtheoretical Model (Figure 1).

179



Christian Kopp, James Sillitoe, Igbal Gondal, Robert Layton

Figure 1: Sequencing the events into the Problem-Solution Narrative Structure.

Incombining the two theoretical approaches and applying tothe analysis of suitable public data,
the following steps were undertaken:

1. First, the events of the underlying stories of relationship and fund story were worked out;
2. Then the sequences were ordered in the logical right order;

3. With the betterunderstanding of the reported data, we identified the underlying love story;
using the ‘Love Stories Scale’ from Sternberg (2012), to narrow down the drafted love story.

In the next step, we combined the results of the narrative research investigation with the
Transtheoretical Modelby mapping the key events to the model’s phases(boldred on Figure 1).
With this structure in place, we were able to more clearly identify common features, pattems
and combinations between the reported scam materials.

4.1 Report selection

Ourstudyis based onreported instances of Romance Scams from victims, which were published
on an internet help forum for these individuals. Seventeen reports were selected for analysis
following asystem developedthrough atheoretical sampling framework. The framework isbuilt
with a structure containing several levels defined by generic attributes such as gender, skin
colour, nationality and the age of the victim.

To ensure that the datais rich in detail, examples were only collected if they qualified against
the following criteria:

1 The report contains a detailed description of the background of the victim and their
profile;

2. The report explains how the contact was established;

3. The narrative reportis presented overatleastone cohesive paragraph, and it contains
the main phases of a fraudulent relationship, namely building a plotand the request for
money.
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Scam data was then collected and combined in one file foranalysis. This data source provides a
varied population of reports with sufficient quality to allow meaningful analysis. By utilising the
Problem-Solution-Approach inthis research, an objectiveanalysiscan be instituted, and enables
usto extractembedded plotelements and create a chronology of the eventsfrom the field texts
to allow us to confidently apply the theory of the ‘Transtheoretical Model’ to the structure of
the scam.

It is the creation of the scam chronology, with an emphasis on the embedded sequence of
developmental steps that sets this approach apart from other research approaches. We
therefore anticipated that the features of the Romance Scam technique can be made visible
using this field data. While this study provides preliminary findings, a deeper investigation is
anticipated to strengthen the results by expanding the research with additional sources and
reports.

The limitations of this approach arise from ethical considerations related to the usage of the
public available data from the internet for research (Kopp, Sillitoe, Gondal, & Layton, 2015).
Followingethical guidelines, the approach imposes restrictions in orderto conform to the three

principles of Autonomy, Benefits against Risks and Justice, proposed by the influential Belmont
Report (1979).

5 Findings

In all analysed reports, we identified two parallel stories, showing clear events related to the
relationship development (relationship story) and to the request for funds (fund story). When
consideringthe ‘relationship development stories, it was evident that events were only related
to starting, forming and intensifying the relationship between the victim and the scammer. Our
analysis showed that, in this phase, the events showed ‘normal’ behaviour which would be
expectedtoappearin a real-world relationship. Inthe ‘fund story’ the events were focused on
the gradually intensifying requests to transfer funds to the scammer to help in a personal
situation or to an emergency.

5.1 Findings related to the relationship story

We are asserting here that a relationship with ascammer is similarto a real relationship, even
thoughinascam one of the playersis nothonestandis only playingarole; thus we hypothesise
that the development of the relationship follows similar rules as a real world instance.

Whilstit has been observed that we typically create stories for ourselves and our partnersin a
romantic relationship Lee (Lee, 1977) and Sternberg (Sternberg, 1999) go further to claim that
there is a role for constructed stories in controlling how these relationships actually develop.
They claim that once we have created a story about someone and have arelationship withthem,
we try to continueitina consistentway, interpretingnew eventsinterms of the old story. The
constructed story therefore largely controls the way we perceive the actions of others, which
theninturn, confirmsthatstory. It is claimed that the constructed story significantly influences
the way we perceive everything our partner does, and how we in turn, react to these actions.
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Sternberg (Sternberg, 1999) presents five major groups of stories:

Asymmetrical stories
Object stories
Coordination stories
Narrative stories
Genre stories

e wN e

Each of these groups contains aset of similarsubtypes of stories. In this study, we are assuming
that variants of these stories play an important role in initially trapping a victim in a romance
scam. ltis furtherassumed thata detailed understanding of the mechanics of these stories will
be the key to helping us determine what lies behind the behavior of a victim when they are
influenced to send money to the scammer.

In this study, we have identified the following love story categories:

Objectstories (12 Stories)
- Recover (7 Reports)
- Religion (4 Reports)

- House+ Home (1Report)

Asymmetry Story (2 Stories)
- Teacher/Student(2Reports)

Coordination Stories (2 Stories)

- Business (2 Reports)
Narrative (1 Story)
- Fantasy (1Report)

Using the standardised events, we grouped the reports according to their similarities and found
a small group of common structures which allowed us to identify the underlying love story and
thus to group the reports accordingly. The results are presented in the summarised plot
structures in Table 2 on page 9, which shows the key elements for the identified love story.

In Table 2, the reports which were grouped in the category ‘recovery story’ showed common
elements related to characters, the setting, the problem and the resolution. They were
presented by victims, who had presented themselves as a sensitive person, who had just
undergone a bad experience/situation (e.g. divorce) from which they are trying to recover.

The scammer was described as an understanding character who has had a very similar
experience to the victim. They were able to ‘understand’ the pain of the bad experience and
thus were able to provide counselling advice. In all reports, the victim indicated that the
scammer helped them to surmount the crisis.
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Table 2: Grouped Plot Structure Table

Story Characters Setting Problem Resolution
Recovery Sensitive Recently hurt Recovery needed | Full recovered
Religion Religious Religious setting | Search for Full salvation

salvation
Houseandhome | Care providing Lonely Search for Real friendship
needing security
Asymmetry Student Instructor | Exotic setting Legal problems Access to legal
properties
Business Business Interesting Businessduties Successful
business business

Fantasy RescuerBeauty Unpleasantarea | Distress Rescue

The reports which were groupedinto the type of ‘religion story’, were presented by victimswho
presented themselves as a person with a religious attitude. The scammer was also described as
a personwith a strongbeliefin God. The victims reported to achieve full salvation through the
scammer or the relationship withthe scammer. According Sternberg (1999), in an ‘object story’
the partneror the relationshipistreated as an object. In these cases the scammerwas seen as
this object, akind of ‘guru’ who promised to deliver help and advice to allow the victim to reach
full salvation.

Onereportwas grouped in the category of ‘house and home’story. The victimself-presented as
a careful, sensitive person looking for familiarity and friendship. The scammer consequently
played the role as a needy care recipient. The relationship was based on deep trust-building
conversations which created the impression of the development of a real friendship.

Inthe reports which weregrouped in the category of an ‘asymmetrystory’, the victims appeared
very passive and followed the clearinstructions of the scammer. The instructions were related
to the solution of legal problems to gain ‘genuine’ family properties. The victim followed the
instructions from the scammer in the expectation that the virtually-profiled partner will
overcome these problems, and thus be able to start a meaningful relationship.

Two reports were grouped in the category of a ‘coordination story’ (particularly as a business
story). The victims described themselves as being in successful professional positions. The
scammer was then described as business person in high position or managing a big business
enterprise. The victimsoon clearly indicated that they were attracted by the (faked) profession
or businessinwhich the scammer wasinvolved. The scammertried to putthe victimin the joint
role of a fiancé and business partner. In a ‘coordination story’, the partners try to achieve
somethingtogether (Sternberg, 1999). The basis for the relationship in the business story is the
common enterprise. In the investigated cases, the victims were initially impressed by the
scammer’s presented profession and were eagertofind out more details and participate in the
enterprise.The scammer was not ableto maintain thisimpressionand the scam was terminated.

183



Christian Kopp, James Sillitoe, Igbal Gondal, Robert Layton

One story was grouped inthe category of a ‘narrative story’ (fantasy). It was a typical setting of
a fantasy story with a ‘beauty in distress’ and the victim putin the role as a ‘rescuer’ from the
‘miserable situation’.

5.2 Findings related to the fund story

The fundstoryis based on the sequence of events which fit the context of the relationship story.
We extended the previous table with an explanation of why the funds are required which is the
resolution for the fund story.

Inthe recovery story, as described earlier, the scammer helps the victim to overcome a previous
bad experience. Itis easy for the scammerto draft a parallel story in the background, where he
faces drawbacks related to his own recovery and thus needsadditional fundsto overcomethese
new problems. By this time, he has established enough trust with the victim through the
relationship story, that the victim understands the need and is willing to help with funds.

Table 3: Extended grouped Plot Structure Table

Story Characters Setting Problem Explanation for
requested funds
Recovery Sensitive Recently hurt Recovery needed | Funds are needed
to further recover
Religion Religious Religious setting | Search for Funds area
salvation reward or duty
Houseandhome | Care providing Lonely Search for Carerecipientor
needing security need of care

because of certain
circumstances

Asymmetry Student Instructor | Exotic setting Legal problems Funds are needed
to solve legal
problems

Business Business Interesting Businessduties Funds are

business business
investments

Fantasy Rescuer Beauty Unpleased area Distress Fund are needed

to rescue

In the religion stories, the scammer provides so much ‘salvation’ that it gradually generates in
the victima strong feeling of a need to reciprocate. Itis easy then for the scammerto ask for a
financial favour. In another version of the religious story, the scammer creates a terrible
emergency. Because the victim has openly committed to be a real God-believing person earlier
in the relationship story, itbecomes a shared ‘natural duty’ to help, whateveritcosts. In these
cases, the victim often shows concerns about the honesty of the funds request, but still decides
to pay because based on areligiousevaluationitismore terrible “not to helpinareal emergency
situation” compared to lose funds due to a scam.
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Inthe house and home story, the scammer builds arelationshipbased on ‘true’ friendship which
should be the basis upon which to build a beautiful home together. When he creates an
‘emergency’ in the Fund story, he is appealing to the victim’s responsibility as real friend and
playsthe role of the care recipientinthe relationship. In one case, adaughter was introduced in
addition to other family members, and an impression was created of a beautiful family where
the victim was to be accepted and included. By creating an ‘emergency related to his daughter
the scammer appealed to the victim’s responsibility as ‘family member’ to help.

In the asymmetry stories, which come here in form of a teacher/student story, the scammer
pretends to be of a wealthy background, but needs to get access to family properties. The
properties give the victim a sense of security to be paid back or to benefit from it in the later
upcoming relationship. This made it easy for the victim to follow the clear instructions of the
scammer to enter the action phase and transfer funds.

For the business stories, the victim chooses the relationship because of the presented
interesting professional background. The scammer reveals, in the fund story, a new lucrative
upcoming business opportunity where he is involved, and the following scam is then build
around this enterprise where the victim is motivated to invest in the enterprise or to help in a
crisis. In both variations, the victim is offered a lucrative reward.

The fantasy story follows the classic scenario of a ‘beauty’ in need of help, and the victimis
chosento be the one who playsthe role as ‘rescuer’ (with payments). In the case studies, the
victimwas a male, and we assume that this type of scam mightbe more successful using male
victims and following a primarily gendered narrative which prescribes superiority for men and
dependence for women.

5.3 Phases of the Transtheoretical Model in the relationship story

Sofar, we have lookedat the use of personallove stories.In this section, we explain how a victim
is moved through the phases of the scam.

In the phases considering change and determination, we found signs for the underlying love
story. The victim, whoiis first only generally interested in the scammer’s profile, is moved quickly
to a strong interest. In these situations, the driver for the increasing interest is the presented
relationship story which resonates with the victim’s own personal love story. Often, the victim
emphasisesthe key matching points why he/she was so interested in the scammer’s profile, and
these clues provideclear hints to the development of the love story. Consideringthat the victim
has not previously physically metthe person with which he/sheis communicating, this relation
is developed on the basis of the virtual impression created by the scammer. This impression is
carefully moulded to fit the hints provided, perhaps unintentionally, by the victim, and is
intended to mirror the development of an impression asit would happeninthe beginningofa
normal relationship.

The following action phase shows regular deepening factors, as gifts and deeper
communications about personal similarities are shared, as also happensin normal relationships.
In this phase, the victim gets used to the virtual relationship and enters into the following
maintenance phase. Thisphase shows the effort to ‘live the relationship’ by building and holding
onto established habits as regular contact, butalso by transferring funds on the basis of whatis
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discussed later. This is the time of e-Living, where the victim experiences strong romantic
happiness. It has been noticed that the victim keeps on holding to the relationship despite
noticing regular inconsistencies and getting more suspicious. These suspicions do not prevent
themstayinginthe relationship, but can catalyse themto start investigating more carefully the
scammer’s profile, which leads to the termination phase. This happens whenthe victim finally
gets serious information about the scam and the scammer, but, even knowing thatit was a scam,
many victims admit that they are still in love with the scammer and they still hesitate to
terminate the contact and the beautiful experience of e-Living.

5.4 Phases of the Transtheoretical Model in the fund story

In the beginning of the scam, we can safely assume that the victim has no intention to transfer
funds toascammer. Thus the fund story typically starts withevents where the victimisinformed
about happenings or additional characters, such as family members which fit the scammer’s
profile, but wherethe victimisnotyet affected orinvolved.The fundstory is developed carefully
beside the relationship story and fitted into its context. It slowly moves the victim into the
considering phase by building sufficient background information which encourages the victim to
considerthat thereis a responsibility to help orinterfere in some way due to an obviousrising
problem. This can be a sick family memberorgrowing financial complications within the virtual
family. Such activity goes in parallel with a growing trust and responsibility build up through the
relationship story at the same time.

To check if the victim is prepared enough and therefore ready to move into the determination
phase, the scammer starts “testing the water” by asking for small favours. When the victim
responds positively, the scammer tries to move the victim into the action phase as fast as
possible. This is the most difficult step, in which most unsuccessful scams find an end. To
increase the likelihood of success, the scammer puts more pressure on the victim by creating
guiltor appealingtotheirresponsibility, combined with ashort reaction time to respond to the
request. After the first successful funds transfer, a second quickly follows, and additional
requests mount as the victim enters the maintenance phase. The act of transferring funds
becomes a habit integrated with all the other comfortable habits of the e-Living experience
which gives the victim the feeling to do something for the relationship and to be closer to the
virtual partner.

The termination phase comes eventually through direct information or personal realisation,
where the victim clearly understands they are being scammed and accepts that there is no
chance to get any money back, and also that the relationshipis non-existent. Then comes the
need to terminate any contact.

6 Conclusion

This article contributes to existing knowledge by analysing the structure and the development
of the Online Romance Scam as an e-Living experience. We have described this as ascam which
is built by two virtual stories, each of which builds its own scam. Further, the paper describes
structures of the scam which are derived from human behaviourinform of so called ‘personal
love stories’. The analysis shows that the personal love story is clearly a factor in the
development of the scam. The most common type was the ‘recoverstory”, where the scammer
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builds the character, the setting and the relationship according to the victims’ personal love
story. The study also showed thatthe scam is built by two parallel virtual stories. The first story
is to build the online relationship while the second storyisto justify the requestforfunds. The
first story is built and developed around the victim’s personal love story. The second story is
embeddedinthe context of the online relationship story, but hasits own events. The study also
showed that both stories go through the phases of human behaviour according to the
‘Transtheoretical Model’, where the victims’ motivation to behave accordingto the scammers’
wish is slowly developed.

This study faces certain limitations. First, the sample size is somewhat restricted. However the
selected data source provides a sufficiently varied population of reports to allow meaningful
analysis. Second, the usage of publiclyavailable datafrom the internet raises ethical restrictions
in its usage for analysis and publishing. The limitation of being unable to gain consent of the
report’s authors imposes boundaries on the selection of the material for analysis. It is also
impractical toinquireforfurther clarification in casesof lack of clarityin the reports, which could
lead to some misinterpretation.

Thus the following studies could be undertaken under different circumstances usinginterviews
to avoid these limitations, and to be able to further analyse the phases of the crime. This will
allow adeeperinvestigationof the scam phase inrelation to the phases of the ‘Transtheoretical
Model’ based on the victims’ experiences.
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Abstract

Increasingly, sports and fitness brands are using a variety of social media platforms.
Instagram has come to the fore in the area of fitness, asserting itself as the de facto
channel for users to catalogue their athletic activities, and offering inspirational training
advice to followers. Considering this increasingly-popular ‘fitspiration’ trend, we see a
significant impact upon young female users self-esteem, specifically in relation to their
perception of body imagery. Hence, this paper will develop understanding of fitness
brands’ social media activities by investigating the impact of Instagram upon the self-
esteem of young women. Nascent literature has examined influence upon self-esteem
among women throughout a variety of advertising mediums, however, none have
explored the connection between self-esteem and social media. Accordingly, semi-
structured interviews with female sports enthusiasts are proposed to uncover opinions
and perceptions relating to their use of Instagram. Initial findings reveal a strong
correlation between participant perception of the ‘fitspiration’ social media accounts
they subscribe to, as well as the impact upon their self-esteem. Ultimately, this paper
makes two theoretical contributions relating to the effect of social media upon female
self-esteem, as well as contributing to a wider debate of body image within a modern
digital economy.

Keywords: Instagram, fitspiration, women’s self-esteem, body imagery, digital
economy

1 Introduction

Female digital natives are familiar with technology from a young age and engage in “a
culture of participation ... to share content from reviews, ratings, photos, stories and
more.” (Soloman and Tuten, 2015:6). Instagram is one of the social media platforms at
the forefront of this participation culture, claiming that 80 million photos are shared on
its platform each day (Moth, 2015). Of its 400 million monthly active users, it is most
popular with younger women aged between 16 and 24 (Moth, 2015). According to
Instagram (2016) it is “a fun and quirky way to share your life with friends through a
series of pictures. Snap a photo with your mobile phone, then choose a filter to transform

190



Dee Goldstraw, Brendan James Keegan

the image.” It is this transformation of the photo using an editing function and applying
filters (e.g., alterations to colour, texture and lighting) that has come under criticism for
its ability to distort the story the photo is telling (Bevan, 2012). Arguably, this
manipulation alters young women’s perspective of reality, especially when they spend
up 27 hours per week online, 14% of which is on Instagram (Ofcom, 2015). Equally,
Instagram is renowned for extremely high levels of engagement amongst users when
compared to other social platforms, such as Twitter (Moth, 2015). According to
Morrison (2015) Instagram provides its users with the ability to connect with and
develop communities with similar interests via the use of hashtags.

A recent trend, which has emerged on Instagram, has generated the name ‘fitspiration’,
an amalgamation of the words fitness and inspiration. Users post photos to the hashtag
‘fitspiration’ to promote health, fitness, nutrition and exercise. Williamson (2013) and
Adams (2014) both argue it is promoting thinness, suggesting it could cause anorexia,
depression, body dissatisfaction and lowered self-esteem rather than inspiring young
women. This is further compounded by women’s mainstream media, which informs
readers about “inspiring fitness girls to follow on Instagram” (Fisher, 2015). Conversely,
Elle magazine has explored women’s feelings about being bombarded with perfect,
flawless images and the pressure these exert (Fleming, 2014). New trends like
‘fitspiration’ develop quickly on social media and companies try hard to keep one-step
ahead (DeMers, 2015). As brands aim to join in with this latest trend, there is a blurring
of lines between fitness brands marketing communications, and the fitspiration’ trend.
Hence, it is necessary to understand how this trend is affecting consumers, and in
particular young women. To this effect, this study explored fitspiration’ imagery posted
by fitness brands on Instagram, and its effects upon young females. Specifically, we
sought to uncover whether through this imagery, young women experience a
discrepancy between their ‘ideal self’ and actual self, as well as impacting their self-
esteem.

2 Literature Review

Instagram’s fitspiration’ phenomenon displays hundreds of thousand images of women
in gym wear and swimwear daily, all displaying highly toned figures. As this paper is
exploring imagery in a marketing context, it is important to understand that this is not a
unique concept to Instagram. Imagery is utilised extensively as part of marketing
campaigns, with each image carefully chosen, cropped and edited to carry symbolic and
emotional meaning (Branthwaite, 2002). There have been many previous studies into
more established social media sites, like Facebook and Twitter exploring the impact on
self-esteem (Vogel et al., 2014; Kende et al., 2015). However, empirical studies of
Instagram are limited to date.

Gerbner and Gross’ (1976) Cultivation Theory, could go some way to explain why
Instagram is so influential. Their original work sought to explain why people watching a
lot of television had a distorted perception of reality. Their work found views of reality
shifted based on what was portrayed in television programmes, rather than ‘real world’
experiences. This even held true despite these programmes being acknowledged as
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fictional (Gerbner and Gross, 1976). Further work by Bryant and Zillmann (1986:6) found
that extensive use of television means society: “cannot avoid absorbing or dealing with
its recurrent patterns, probably many times each day.” A similar premise to social media
consumption in today’s society, with young people spending vast amounts of time
online. Windahl et al.(1992) found regular television viewers viewed the world
differently to those who do not watch television as extensively. While no work to date
has directly addressed the relevance of Cultivation Theory in a social media
environment, Morgan and Shanahan (2010) argue it is more applicable today than ever
before. This study aims to extend this theme in a modern social media environment,
investigating whether constant exposure to ‘fitspiration” images has any significant
effect on young women’s perception of reality.

One of the key features of Instagram is the ability to distort the reality depicted in the
photos with options to manipulate photos via editing and filters (Araujo et al., 2014).
Interestingly Dumenco (2012) made an excellent point when he stated: “deep down
[society knows] that the digitally manipulated lie is more appealing than the truth”. It
was interesting to explore via this paper whether young women all very aware of the
manipulation of images were still affected by them.

Another theory that goes some way to explaining what happens when women see a
picture of another woman is Social Comparison Theory. Still applicable today, Festinger
and Katz (1954) found that humans will evaluate themselves by comparison with
another. In particular, Bessenoff (2006) found people who have body dissatisfaction or
internalise the media’s depiction of the thin ideal are especially vulnerable to social
comparison. Upward comparisons to people far more advantaged can result in a person
left feeling more positive or a person feeling more negative (Krizan and Gibbons, 2014).
For example, a person could be left feeling proud or even inspired by the person they
are looking up to, orinstead feel inferior, worthless, envious or discouraged. It is possible
these negative comparisons could be linked or have an effect on self-esteem, which is
susceptible to change as self-esteem is based on how we feel (Carlock, 1999). Self-
esteem is developed by: “the people who surround you, the groups and organisations to
which you belong, the subcultures with which you identify, and world events” (Carlock,
1999: 145). Furthermore, work by Maiz-Arevalo and Garcia-Gomez’s (2013) suggests
that social media is one of the elements which people may base their self-esteem on.
They explored compliments and conversations on social media and their effect on users.
In addition, body image is also strongly related to self-esteem, as Carlock (1999:207)
explains: “women in particular are persecuted for their weight” due to what the media
depicts as being ideal, and importantly “the more congruent our real and ideal selves
are, the higher our self-esteem”.

Furthering our knowledge of self-esteem is the theoretical area self-discrepancy, a
concept whereby individuals have an idyllic identity (ideal self) they would like to
achieve, and a separate view of how they see themselves at present time (actual self)
(Higgins 1987). According to Bessenoff (2006), people who have body dissatisfaction or
who internalise the media’s depiction of the thin idea, are commonly known to take part
in social comparison. Finally, Richins (1991) found if a female model is viewed by another
woman, the model provides a standard to compare themselves to. Moreover, an array
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of theoretical standpoints exist from which to investigate the impact of ‘fitspiration’
imagery upon the self-esteem and notions of body image among young women today.

3. Research Method

The nature of the research objectives lend themselves to qualitative interviews that
study interviewees’ perceptions as well as the observable reality. Initially, a short,
structured interview was conducted to ascertain that interviewees actually used
Instagram and were aware of the fitspiration’ trend, prior to their participation in a
semi-structured interview. Additionally, a repertory grid technique based on Kelly's
(1955) personal construct theory was proposed to elicit further data from the
interviewee. The repertory grid technique was used to explore the participants’ personal
constructs with regards to the positive or negative effects of fitspiration” imagery on
Instagram. Individual questions within the semi-structured interviews were based
around how much time the interviewees spent on Instagram, how real they believed
images on Instagram to be and their opinions of the fitspiration’ trend. A variety of
images taken from Instagram of the fitspiration’ trend were shown to all interviewees,
to inspire comments and probe discussions surrounding each participant’s thoughts and
feelings on the images, see figure 1 below. A convenience sample of 12 young women
aged between 18 and 24 was established, based in the North West of England for
consistency of views within a localised area. Primary data collected was therein analysed
thematically.

Figure 1: Examples of fitspiration’ imagery shown to the interviewees

4. Findings

Data collected so far indicates a strong correlation between engaging with “fitspiration’
imagery and interviewees self-esteem. Firstly, all interviewees reported a high degree
of regularity in viewing ‘fitspiration’ accounts, on their mobile devices, often checking
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every few minutes of the day, for example P8 admitted they logged in: ‘multiple times a
day, more than | should to be honest.” (P8) The amount of time spent observing these
accounts is consistent with the initial findings of earlier work supporting Cultivation
Theory (Gerbner and Gross, 1976; Bryant and Zillmann, 1986), whereby a high degree of
media consumption was found with participants, yet their perception of reality of the
imagery perceived through programming was observed. Furthermore, analysis of
findings also reveals a range of perceptions around the artificial nature of contrived
imagery of athletic women on Instagram, namely: Optimistic (3 participants), Pragmatic
(3 participants) and Realist (6 participants).

The Optimist view refers to the participant views which celebrated the positive
outcomes of the fitspiration accounts, citing the benefit of motivations to get fitter,
obtaining health tips, and offering targets for their training, as P6 explains in this
illustrative account: 1 like these pictures as they give some women something to aspire
to’ (P6). In this manner social media is the vehicle offering the Optimistic view of fitness
to recreate a positive ‘reality’ through fitspiration’, and can share this lifestyle digitally
because she can’t do it in real life. This viewpoint is further reflected by a number of
participants who referred to a system of fitness goals, in their viewpoint of fitspiration:
‘At the end of the day reality is what we live in... people dream, and have goals it’s never
actually the real thing. An Instagram account is like, goals’ (P8).

Whereas, a Pragmatist view of fitspiration” was also observed, alluding to the false
nature of the constructed imagery, and adopting a critical view of the concept as a
whole, despite partaking in the trend on a daily basis. Accounts of fitspiration’ showed
a perception, which questioned its reality. Interestingly, when asked about their self-
esteem, and image, the Pragmatist view was that it did not affect them: ‘It’s not real, it’s
not achievable, it doesn’t affect me because, that wouldn’t be me. I’'m not too
bothered.’(P5). On the other hand P10, in their Pragmatist view went as far as
normalising the false nature of the “fitspiration’ accounts by only viewing video content
on the accounts as she: ‘prefers looking at the videos because it’s a lot harder to edit
them’ (P10). Furthermore, a cautionary tone emerged from another Pragmatist who
claimed: ‘it’s a bit fake sometimes and | think it’s giving girls the wrong impression.’(P12)

Finally, the majority of interviewees adopted a Realist viewpoint when discussing their
interactions with ‘fitspiration” accounts. Often being described in terms of objective
realism, P1 describes how it is: ‘all a bit too perfect’ (P1), whereas P4 explained how she:
‘doesn’t identify with them because they are in a lot better shape than me — they look
like fitness models rather than real people who train.’(P4). Noteworthy is the definition
of realism in terms of ordinary people who train, and professional fitness models reflects
the aspects of Cultivation Theory in effect. P7 extends this notion that she was: ‘not a
fan of six packs on women, | can’t really see anyone with curves on these pictures, like
with hip curves or hourglass; none of them are hourglass they’re all straight down. |
mean, | would love to have a body like that but | also prefer curves’ which suggests the
tendency to rely upon traditional body shapes as a realistic viewpoint when viewing
‘fitspiration’ imagery.
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4.1 Social Media Moderation Behaviour

Interestingly, while all three perspectives accepted the artificial nature of fitspiration’,
it was observed that a number of interviewees displayed a mature approach to curating
the behaviour of their younger siblings in following ‘fitspiration’. P10 describes for us
how she manages the Instagram account for her younger sister as she believed: ‘it’s
unhealthy at that age to be constantly bombarded with (fitspiration) images like these,
I know obviously we are older but to a 12 year old girl, she doesn’t need that.” The
maturity to P10’s actions in moderating another’s behaviour, while also engaging with
the same social media suggests a realisation of the dangers of the concept, while also
adopting the same behaviours. This level of sophistication in terms of social media
adoption is also reflected by P9, who described how social media can also have
significant dangers for young women. ‘I think everything is emphasized now through
social media, in the olden days you wouldn’t be that bullied if you were fat because there
wasn’t that extra social media to do it. But | do think social media is a part of the
pressures that some people might feel.’

4.2 Self Esteem

During the interviews, fitspiration’ images were used to elicit any perceived changes to
self-esteem when viewing images through a simple rating system. A range of viewpoints
were expressed by the sample however the majority of respondents (six) reported initial
low self-confidence, which was not affected by the imagery observed. Moreover, five
respondents reported a drop in their self-confidence, and only one reported a positive
influence after viewing fitspiration imagery.

Participant Initial Rating Reported Affect
1 5 No

2 6 Yes — negative

3 5 Yes - negative

4 5 No

5 3 No

6 5 Yes - negative

7 4 No

8 7 Yes - positive

9 5 Yes - negative
10 4 No

11 5 Yes - negative
12 6 No

Summary: No Affect = 6, Negative Affect = 5, Positive Affect =1

Table 1: Reported Alterations to Self Esteem
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5. Summary

In summary, millennial generation fitness enthusiasts were observed to engage with
‘fitspiration’ on a daily, and hourly basis for a variety of motivations. Their perception of
the reality of this concept, and the impact upon their self-esteem are the two key
outcomes of this study. Cultivation Theory (REF) considers alterations to persons
perceptions of reality, as cultivated by the media imagery they consume. In this manner,
participants within this study admitted looking at fitspiration’ images altered their
perspective of reality despite admitting it’s artificial constructedness. Optimistic,
Pragmatic and Realist perspectives were observed from analysis of the findings coupled
with alterations to their self-esteem were shown when viewing fitspiration’ imagery.
Indeed, social media offers a platform for millennial fitness enthusiasts to engage with
the concept of ‘fitspiration” with varying degrees of critical reflection, while at the same
time impacts upon their self-esteem.
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Abstract

Web 2.0 provides different platforms through which tourists can share text, photos and
videos of their travel experiences. Consumer-generated media (CGM) are considered
honest and are thus trusted more than marketer-generated content. Different factors
account for why tourists adopt CGM. This study aims to review extant studies on CGM
to identify the antecedents of CGM adoption for travel planning and the theories,
models and frameworks used in these studies; it also seeks to analyze the strengths of
these antecedents in predicting the adoption of CGM for travel planning. A total of 54
studies from 2005-2016 were found. The study found that distinct and heterogeneous
theories and frameworks were used with 61 different antecedents to predict intentions.
The technology acceptance model (TAM) was the most commonly used model. Trust
predicted attitude more than the other antecedents. Implications and research
directions are suggested.

Keywords: Web 2.0, consumer-generated media, travel planning, TAM

1. Introduction

Recently, there has been broad interest in social media as an important platform for
disseminating information on products or services (Lu & Stepchenkova, 2015).
Marketers use social media platforms to share information and attract traffic to their
offerings. Equally, social media platforms have become powerful tools consumers use
to spread word-of-mouth (WOM). In the tourism and hospitality services industries,
consumer-generated media have become effective tools used by tourists to gather
information to make travel decisions. Tsao et al. (2015) found that approximately 80%
of travelers maintain that they read reviews about a hotel before embarking on a trip,
and 53% say that they do not book a hotel that has no reviews. By sharing travel
experiences through text, pictures and videos, free information for potential travelers
regarding new markets, new topics and sensitive issues is enhanced (Tsao et al., 2015).

Some studies have attempted to review existing research on social media in the
tourism industry (Leung et al.,, 2013; Zeng & Gerritsen, 2014; Lu & Stepchenkova,
2015). These reviews represent comprehensive attempts to understand the methods
used in these studies. However, a review of CGM adoption in travel planning is still
lacking. Therefore, this study has been conducted to fill this gap in the literature. It
aims to understand the factors that influence the adoption of CGM in travel planning
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based on a review of existing studies. Specifically, the study objectives include (1)
identifying the antecedents of CGM adoption in travel planning; (2) identifying the
theories, models and frameworks used in these studies; (3) and analyzing the strengths
of the antecedents in predicting CGM adoption in travel planning. The present review,
in line with Okoli & Schabram (2010), will serve as solid theoretical background for
subsequent research by providing a synthesis of theories from the reviewed studies.
Additionally, in line with Webster & Watson’s (2002) concept-driven review
methodology, we also include an examination of the path coefficients in this review.
We believe that this will serve as a pool for subsequent research in the field. The
remainder of the study is organized as follows: section 2 provides the background
information; section 3 describes the research methods; section 4 presents the results;
and section 5 provides the contributions, limitations and future research directions.

2. Background Information

Consumers express their satisfaction or dissatisfaction with a product or service
through word-of-mouth (WOM). The advent of social media (SM) has enhanced WOM.
SM offers opportunities for people to socialize and form communities of interest by
creating and sharing content (Chung & Koo, 2015). Consumer-generated media (CGM)
enables other consumers to read, learn and share in the experiences of others. CGM is
defined as “media impressions created by consumers, typically informed by relevant
experience and archived or shared online for easy access by other impressionable
consumers” (Gretzel et al., 2008, p. 100). In trip planning, consumers search for
information from marketers and fellow consumers. Consumers rely more on CGM
because they are judged to be sincere and honest and to convey the creator’s real
experience(s) (Wang, 2012). They are also perceived to be more influential because
they reflect the performance of typical tourism products, thus making them more
persuasive than marketer-generated content (Sparks & Browning, 2011).

CGM platforms vary in terms of their use and applications, thus prompting different
classifications (Fotis et al., 2012; Lu & Stepchenkova, 2015). From the tourism and
travel perspective, Fig. 1 depicts CGM platforms and examples of specific applications.

Virtual Media sharing Blogs
communities tools e.g., Xanga.com,
e.g., Lonely e.g., YouTube, Blogger.com
Planet, MySpace Flickr, Vimeo
Microblogs Review sites Social
e.g., Twitter, e.g., TripAdvisor, networking
Tumblr Epinions e.g., Facebook,
MySpace,
LinkedIn,

Figure 1: Consumer-generated media platforms

Consumers use CGM for variety of reasons such as service quality and price
evaluations (Liu & Lee, 2016) and identifying the best attractions, including food and
destinations (Lee et al.,, 2012). Others search for social acceptance (Khan & Khan,
2015), enjoyment (Ayeh et al., 2013), communal feeling (Ku, 2011) and involvement
(Sotiriadis & van Zyl, 2013). However, the authenticity of CGM has recently come
under close scrutiny (Ayeh et al., 2013). Some consumers may post a review as in for
betrayal (Sparks & Browning, 2011), and some of these are legally defamatory (Ayeh et
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al., 2013). Despite the presence of such reviews, it is established in literature that
many consumers post reviews as a result of altruism (Wang, 2015), and these have
helped in pre-trip planning decisions. In this study, ‘adoption’ refers to the intention
to use CGM, which is important because online third-party advice has proven to be a
very reliable source of information for travelers (Tsao et al., 2015). Additionally,
consumers’ preferences for independent discussion boards, such as TripAdvisor and
Lonely Planet, have allowed these sites to remain popular among travelers.

3. Research Methods

3.1 Literature Search and Selection

Following the review approach of Shaikh and Karjaluoto (2015), we drew up a plan
based on the recommendations of previous reviews. First, we identified the keywords
that would form the basis of the literature search and extraction. Second, we
established the literature inclusion criteria. Based on these keywords and inclusion
criteria, we used the following search terms, among others; “social media adoption in
tourism”, “e-WOM in tourism and travel”, “Web 2.0 adoption in tourism and travel”,
“consumer-generated media in tourism and travel”, “social networking in tourism and
travel”, “blogs in tourism and travel”, “online communities in tourism and travel”, and
“virtual communities in tourism and travel”. We conducted our search on Google
Scholar and other databases, such as Science Direct, SAGE, Wiley, Springer, Emerald,
JSTOR, IEEE, Taylor & Francis and Inderscience. To find more studies, the search was
expanded to conference proceedings and working papers. To avoid duplication, all the
studies were saved in one folder with the title of the study as the file name; a file that
appeared more than once was easily detected and deleted. The inclusion criteria
required that the study be consumer-based and empirical, include measures for
independent and dependent variables, have a defined sample size and provide
detailed results of the data analysis. The exclusion criteria disregarded conceptual or
theoretical and firm-based studies. As suggested by Tranfield et al. (2003), inclusion is
subjective and based on the researcher’s interests and objectives. A total number of 54
studies - 51 articles from 28 journals, one conference paper and two PhD dissertations
published from 2005 to 2016 - were used.

4. Results

4.1 Theories, Frameworks and Models

The 54 reviewed studies, presented in Table 1, reveal the use of 22 distinct and
heterogeneous theories, frameworks and models. The table also presents the
antecedents and path coefficients of their relationships. The technology acceptance
model (TAM) was used in 14 (26%) of the studies. The identified weaknesses of the
TAM model in predicting technology adoption at the individual level (Chau & Hu, 2001)
required some studies to combine the theory with other models (e.g. Casald et al.,
2011) and to extend the theory by adding other constructs (Ayeh et al., 2013). The
theory of planned behavior (TPB) was used in five (9%) studies; the elaboration
likelihood model (ELM) in three (5%) studies; and the theory of reasoned action (TRA)
in three (5%) studies. Only one (1.8%) study used the unified theory of acceptance and
use of technology (UTAUT). Because CGM draws fundamentally from the traditional e-
WOM literature, most of the studies borrowed constructs from other models and used
e-WOM as a framework (e.g. Wang, 2012; Zhao et. al., 2015).

CGM is derived from e-WOM (Ye et al., 2011), which has its roots in the traditional
WOM literature (King et al., 2014). The fundamental assumption of WOM is that WOM
episodes involve two parties — the sender and the receiver. Our framework (Figure 2) is
based on the classification of the reviewed literature. The classifications are based on
the assumption that intrinsic and extrinsic factors have an impact on tourists’ adoption
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of CGM for travel planning. While the intrinsic factors capture the characteristics of the
tourist, the extrinsic factors depict the external influences on CGM adoption.
Additionally, CGM adoption is moderated by factors such as content novelty, valence
(positively or negatively framed), argument quality, and information quantity.

Adoption antecedents
Intrinsic Factors
e Enjoyment
e Involvement
e Knowledge Adoption
o Experience o | ¢ Intention
e Satisfaction A e Usage
e  Benefit |

|

|
Extrinsic Factors Moderators
e Social influence e Novelty
e Expertise e Valence
e  Homophily e  Aesthetics
e Reputation e Argument quality
e Trust e Information quality

e Information reliability

Figure 2: Proposed conceptual framework

Similarly, 20% (11 out of 54) of the studies were published in tourism-based journals,
while 33% (18 out of 54) appeared in non-tourism-based journals. Of the 54 studies, 35
(64.8%) were conducted between 2013 and 2015. No study was published in 2008 or
2009. The geographic distribution of the studies was as follows: one (1.8%) study in
Africa, 28 (51.8%) in Asia, two (3.7%) in Australia/Oceania, 13 (24%) in Europe and 11
(20%) in North America. Most studies were conducted in the following countries:
Taiwan with 11 (20%), the United States with 10 (18%), China with six (11%) and Spain
with six (11%). In terms of data collection, as stated earlier, all of the studies were
guantitative; however, two (3.7%) studies utilized an experimental approach and one
(1.8%) used panel data. Over half (63.6%) used online (web-based, email) survey
methods to obtain responses, while 17 (31.5%) used field-based surveys. One study
combined online and field-based methods of data collection (Zhao et al., 2015). Table 1
contains the 54 reviewed studies, the antecedents and path coefficients of their
relationships, and the theories, models and frameworks used.

No | Author(s) Path coefficients (£3) Theory

1 (Fz"('ﬁrl'lf‘ Mcleay | na ELM

2 Z%’ﬁ')"épez etal. | COSLINT (.01); BENSINT (:44); INC—INT (.36) | INT

3 Book et al. (2015) NA CDT

, | Casaldetal. PUATT (.218): PU—INT (.301); PU—TRU E\E’A’
(2010) (.547); TRU—ATT (.600); TRU—INT (.306) ST

5 | Ayehetal (2013) | HM—TRU (455); HM—EX (473); TRUSATT SC

(.422); TRUSINT (.126); EXATT (.218);
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EX—INT (.037) ATT—INT (.649)

EA—INT (.168); GE—INT (.223); PI—INT (.16);

6 | Wang (2011) DK—INT (.097): PGINT (.15); SI-INT (.139); | e-WOM
CI—INT (.200)
GE—DI (.158); EA—DI (.148); DK—DI (.026);
7 | Wang (2012) PG—DI (.275): SI—DI (.195); Cl—DI (.199); e-\WOM
DI—INT (.248)
Sparks et al. .
8 | Goi%) ATTSINT (.73); TRUSINT (.61) ATT
Hosany & Prayag
o | o3) NA CNTT
PEOU—EN (.79); PEOU—INT (.131);
PEOU—ATT (.177); PUSINT (.117); PUSATT
10 | Ayehetal. (2013) | (.186); TRU—ATT (:334); TRUINT (-.046); TAM
EN—INT (.256); ENDATT (.256); ATTINT
(292)
11 | Ku(2011) NA TAM
NC—US (.306); RC—US (.027); UC—-US (177); | .
12 | Chenetal. (2014) IC—US (.289); US—INT (.333) e-WOM
Lalivand & Samiei | ATT—INT (65); EWOM—SN (.88);
13 EWOM—PBC (84); PBCINT (.69); SN»INT | TPB
(2012)
(.95)
Sparks &
4| Browning (2011) | NA e-WOM
PESTEMP (.25); NSEMP (.498): SREMP
15 | Hsiao etal. (2013) | (.215): PEST—ATT (.506); EMP—ATT (.372); TRA
ATTINT (.739)
Casalé ot al PU—ATT (.164); PEOU—ATT (.379); IDATT
16 | Gotoy o (.609); ATT—INT (.350); SN—INT (-.087); TAM
PBCINT (471)
PUSINT (.197); REINT (.275); NOR—INT
17 | Zhaoetal. (2015) | (.305); TOR—INT (.230): VOR—INT (.300); e-WOM
PORINT (.112); COR—INT (.295)
AQoATT (.173); AQoINT (.192); ATT—INT ELM,
18 | Wang (2015) CTho) o
IQ—PU (.19); SQ—PU (.31); SQ—-PEOU (.24);
. SERQ—PU (.25); SERQ—PEOU (.20);
19 | Lin (2007) PU—SOB (.33); PEOU—SOB (.27): SOBmINT | 'AM
(41)
Wu & Chang . .
20 | (2008) ENJ—INT (.26); TD—INT (-.02); FLOW
PV—US (.188); IR—PV (.331); IR—US (-.024),
51 | Chung & Koo ENJPV (437); ENJUS (449); COMPL-PV | |,/
(2015) (-115); COMPLUS (.088); EFF PV (.167);
EFF—US (.035)
55 | Chung, Han & AQ—PU (.199); SC—PU (.397); SC-SR (143), | £, s
Koo (2015) PU—SR (.330); PUINT (.597); SR—INT (.162)
Zarrad & Debabi | E-WOM—ATT (.766); E-WOM—INT (.547); ]
23 | (2015) ATTINT (.501) e-WOM
24 | Tsaoetal (2015). | NA UGC
SN—SC (.422); PEOU—SN (.383); PEOU—UTIL
o5 | Bilgihan etal. (.309); PEOU—BII (.294); UTIL—BII (.235); TAM,
(2016) SN—BII (115); Bll-INT (.525); PEOU—INT OSN
(.254); SC—INT (.037)
26 | Kang & Schuett | ID—ENJ (.61); INTLENJ (.45): COMPC—ENJ | SIT
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(2013)

(-.16); ENJATS (.36); ENJ>US (.37);
ENJSLEX (.18); US—ATS (.10)

Sotiriadis & van

27 | 202013 NA e-WOM
Jalivand et al. E-WOM—ATT (.870); E-WOM—INT (.320);
28 | (2013) ATT—INT (290) ’ e-WOM
Ladhari &
29 | Michaud (2015) | NA e-WOM
PUATT (.06); PU—INT (.44); PEOU—PU (.06);
50 | Munoz-Leivaetal. | PEOUATT (09); PEOUSINT (47); TAM
(2012) PEOU—TRU (.10); ATT—INT (.26); TRU—PU
(.25); TRUSATT (.22); TRUSINT (47)
Herrero et al.
31 | ore) NA e-\WOM
Huang et al.
32 | (2010) NA e-\WOM
E-WOM—ATT (.046); E-WOM—INT (.051); ]
33 | Albarq (2014) ATTOINT (041) e-\WOM
Munar &
34 | Jacobsen (2014) NA e-WOM
Khan & Khan
35 | (2015) NA e-\WOM
36 Cheng et al. ATT—INT (.587); SI->INT (.694); PBC—INT TPB
(2006) (1.00)
Zhang et al.
37 | Gotd) NA CLT
38 | Liu & Lee (2016) L\/I1P1;)INT(.316);WOM—>INT(.396); BP_INT sa
39 | Oz (2015) NA UGC
ATTINT (.86); PU-PEOU (.88); PEOU—ENJ
L l. (2012
a0 | Leeetal (2012) - fag) VAL-PU (10): VALPEOU (.46) TAM
VAL-ENJ (.21); ENJATT (.73)
41 | Alcazaretal. ADI—INT (.633); CDI—INT (.486); CDI—ADI UGG
(2014) (.556); UGC—CDI (.367)
INFSAT (.525); ENJ>SAT (.203); SI»SAT
42 | Alurietal (2015) | (.074); ENJINT (.335); SI—INT (.116); UGA
SATSINT (.510)
43 %;6‘1”3?)&33' MOT—INV (.42); OPP—INV (.15); INV1>INT (.70) | MOA
ATTINT (.538); PUSINT (.266); TRUDATT TAM
44 | Ayeh (2015) (.257); TRU—PU (.248); PEOU—ATT (.416); sy
PEOU—PU (.461)
Pietro & Pantano | PU—INT (.82); PEOU—INT (.31); PEOU—E- TAM.E.
45 | (2013) WOM (.26); E-WOM—INT (.76); ENJ—E-WOM | 0
(.37); ENJINT (41)
CR—PU (.161); CR—ATT (.327); CR—INT
46 | Ayeh (2012) (.045); ENJPEOU (.797); ENJATT (.241); TAM

PU—ATT (.134); PU—INT (.321); PEOU—ATT
(.259); PEOU—PU (.435); ATT—INT (.474)
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47 | Aluri (2012) NA UGA
. TAM, E-
48 | Yang (2013) PU—INT (.55); PEOU—INT (.08) o
49 | Wang (2015) NA MT
50 | Ozturen (2013) NA TRUST
Duhan & Singh TAM,
511 (2014) NA TRA
PE—INT (.16); EE— INT (.16); Sl— INT (.14);
Chong & Ngai FC— INT (.19); HM— INT (.20); HT— INT (.12);
52 | 2013) PV— INT (17): MIE— INT (.06); RA— INT (.01); | UTAUT2
INT —US (.39)
PUDATT (.32); REP—ATT (.36); ALTATT TRA,
53 | Tingetal. (2014) | (.27): TRUSATT (.34), SI-INT (25); ATTINT | TPB,
(.67) TAM
54 Filiery et al. NA e-WOM
(2015)

Abbreviations for the constructs: EX — Expertise; APP — Appeal; IM — Image; KNW -
Knowledge; GUI — Guides, Cl — Cybercommunity Influence; ID — Identification; AQ — Argument
quality; cos - Cost; INC - Incentives; BEN - Benefits; HMP — Homophily; NC — Novelty of
content; RC - Reliability of content; uC - Understandability of content; IC -
Interestingness of content; AES — Aesthetics; NS - Narrative structure; SR - Self-
reference; NOR — Negative online reviews; TIM — Timeliness; VOL — Volume; POR - Positive
online review; COMPH - Comprehensiveness; 1Q — Information quality; SQ — Service quality;
SOB - Sense of belonging; TD — Time distortion; VA — Value; IR — Information reliability;
COMPL — Complexity; EFF — Effort; SR — Social relationships; BIl - Belief in integrity; UTIB —
Utilitarian beliefs; comMPC — Compliance; PR - Price; VAL — Valence; ADI — Affective
dimension of image; CcDI — Cognitive dimension of image; INF — Informativeness; SAT —
Satisfaction; MOT — Motivation; INV — Involvement; OPP — Opportunity; PE — Performance
expectancy; EE — Effort expectancy; FC - Facilitating condition; HM - Hedonic motivation;
PV - Price value; MIE — Mobile internet experience; ALT - Altruism

Abbreviations for theories: TAM — Technology Acceptance Model; ELM — Elaboration Likelihood Model;
TRA - Theory of Reasoned Action; TPB — Theory of Planned Behavior; INT - Intention to Use Social
Media; CDT — Cognitive Dissonance Theory; UTAUT — Unified Theory of Acceptance and Use of
Technology; ATT — Attitude; CNTT — Cognitive-Normative Tourism Typology; SERVQUAL - Service
Quality Model, VAM - Value-Based Adoption Model; OSN — Online Social Networks; SIT — Social
Influence Theory; CLT — Construal Level Theory; UGA — Uses and Gratification Approach; SCT — Source
Credibility Theory; MT — Motivational Theory; IAM — Information Adoption Model; FT — Flow Theory;
TRUST - Trust Theory; E-WOM — Electronic Word of Mouth; UGC — User-Generated Content.

Table 1: Theories and models with path coefficients

4.2 Main Antecedents of CGM Adoption

The review uncovers approximately 61 antecedents of CGM adoption in tourism and
travel. The most commonly used antecedents are contained in Table 2 with their
frequencies, that is, total number of times used in all reviewed papers. Other
antecedents were used only once or twice (see Table 1). Drawing from the TAM model,
an individual’s intention to use a particular technology is determined by PU and PEQU.
PU is defined as the extent to which the person believes that using the technology will
enhance his/her job performance, while PEOU is defined as the extent to which the
person believes that using the technology is free of effort (Davis, 1989). The
dependent variable used varies between attitude, intention and usage. Variables such
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as intention, attitude, perceived usefulness and ease of use have received considerable
attention in the technology adoption literature (Lee et al. 2012). In terms of CGM in
travel planning context, attitude has been found to positively influence intention and
usage (Casalé et al., 2010). However, findings conflict regarding whether PU or PEOU
better predicts attitude and intention (Casalé et al., 2010; Muioz-Leiva et al., 2012;
Ayeh et al., 2013).

Code Construct Frequency
ATT Attitude 16
PU Perceived usefulness 13
PEOU Perceived ease of use 11
TRU Trust 8
Sl Social influence/subjective norm 8
ENJ Enjoyment 8
EMP Empathy 3
PBC Perceived behavioral control 3
SC Source credibility 3

Table 2: Most common antecedents of CGM adoption

An analysis of the average path coefficients’ effect sizes has been conducted to explain
the strengths of antecedents in predicting dependent variables (Shaikh and Karjaluoto
(2015). Shaikh and Karjaluoto analyzed the strengths of the most frequently used
antecedents to explain attitude, intention to use and usage in mobile banking. In this
study, we analyzed the path coefficients of the effect sizes of the R-values of the most
frequently used relationships (Table 3); relationships used in three studies and above
were included. The results indicate that trust has the strongest effect on attitude.
Additionally, attitude has the strongest effect on intentions, which is understandable
because attitude has been found to be the most commonly used antecedent.

Number Number
Constructs of Attitude of Intention
studies studies
Attitude - - 15 511
Perceived usefulness 6 .180 10 432
Trust 6 .362 6 .352
Perceived ease of use 5 .264 5 .347
Subjective norm/social influence - - 6 .343
Enjoyment - - 3 .335

Table 3: The average path coefficients’ effect sizes

5. Discussion

The aim of our study was to provide a review of the literature on consumer-generated
media in tourism and travel. Through rigorous search criteria, we identified 54 articles
from both tourism- and non-tourism-based journals. We analyzed the articles and
proposed a framework for consumer-generated media adoption. We also identified 22
heterogeneous and distinct theories, models and frameworks with 61 different
antecedents and path coefficients of their relationships. We also analyzed the articles
based on a geographical spread representing where the survey respondents lived.
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The experiences shared by fellow tourists are perceived to be sincere, believable and
trustworthy (Sparks et al., 2013). Tourism and travel information can be shared among
members of the same social network, those who do not belong to the same networks,
and even those who are geographically distant (Mufoz-Leiva et al., 2012). When
content is shared by those who do not belong to the same network, source credibility
becomes an important determinant of the believability of CGM. Source credibility
includes trustworthiness and expertise (Ayeh et al., 2013). Trustworthiness implies the
confidence in the source and the source’s reliability, while expertise implies the
source’s knowledge about the destination. Tourists seeking travel information will
regard the CGM of those who have similar interests to be more trustworthy and
credible.

Travel information differs based on valence (negatively or positively framed content).
Reading positive reviews can have a positive effect on travelers’ inclination to conform
(Tsao et al., 2015). However, some studies have generated conflicting results regarding
the influence of positively and negatively framed content on travelers’ intentions
(Sparks & Browning, 2011; Zhao et al., 2015). When tourists seek travel information,
the novelty and understandability elements of CGM are seen to positively influence
booking intentions (Chen et al., 2014). In a virtual world, information quality, which
includes accuracy, timeliness, completeness and currency, is perceived to influence
trust and booking intentions (Filieri & McLeay, 2014).

In traditional social media contexts, intentions to use social media are directly
influenced by perceived benefits (functional, psychological, hedonic and social) (Parra-
Lépez et al., 2011). In the context of tourism and travels, benefit-seeking behaviors in
terms of the availability of best destinations, attractions, hotels, transportation, food,
beverage and price explain the use of CGM (Oz, 2015). Most of the reviewed studies
found that CGM positively influences tourists’ intentions to book and visit a
destination. Some studies also reveal that social influences, involvement, enjoyment
and experience are important determinants of CGM adoption for travel and tourism
(Chung & Koo, 2015).

5.1 Contributions of the Study

Our study contributes to existing knowledge in many ways. First, our framework
identified antecedents that predict the adoption of consumer-generated media in
tourism and travel. These antecedents were based on intrinsic and extrinsic
characteristics of the user and on moderating factors. The intrinsic factors were
circumstances related to the user, while extrinsic factors relate to the sender. The
moderating factors were elements of the content such as novelty, valence, aesthetics,
argument quality, information quality and reliability. This finding is in line with Cheung
& Thadani (2012): e-WOM adoption is based on the receiver, sender and stimuli.

Second, the identified theories and the antecedents with their path coefficients from
different studies provide a solid theoretical background for subsequent research (Okoli
& Schabram, 2010); thus, this work provides a ready source for scholars wishing to
undertake research in this area. Third, the contributions of scholars from the
information systems field as evidenced from non-tourism based journals show that
research on social media in tourism and travel is growing, and not only within the
domain of management science. Fourth, the identification of trust as having the
strongest effect on attitude is in line with earlier studies in which trust has been
identified as an important criterion for using CGM (Parra-Lopez et al., 2011; Ayeh et al.,
2013). Finally, analysis of the geographical spread of the studies reveals a substantial
number of studies in Asia (mainly from China and Taiwan), Europe and North America.
Only one study is from Africa, and none are from South America. This research gap
does not reflect the burgeoning use of the internet and social media in these emerging
markets (Internet World Stats, 2015).
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5.2. Limitations and Future Research Directions

One of the limitations of the study is that it was based on quantitative studies;
therefore, it did not incorporate qualitative research. Second, the review was based on
CGM and did not incorporate marketer-generated media. Marketer-generated media
could offer more insights into the adoption of online content for trip planning. Fourth,
the review only covered the period from 2005 to 2016. Relevant studies that were
published before this period could impact the review.

Among the emerging markets, only China and Taiwan were substantially reflected,
with one study in Africa. Thus, we recommend studies in important emerging markets
such as India and countries in Africa and South America that have witnessed rapid
rates of internet subscriptions and social media adoption. Additionally, Facebook and
Twitter were the most commonly studied social media platforms. Other platforms such
as YouTube, Delicious, Digg, and Lonely Planet are also very important for travel and
tourism; further research should seek to incorporate these networks into the CGM
literature.
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Abstract

Prior research suggests that digital platforms, such as Facebook and Twitter, serve as a
channel between news media companies and their customers. In this view, the role of
digital platforms is to aggregate user-generated content in order to attract more users
and advertisers to a platform. However, rapid growth of digital platforms and
proliferation of platform-based content, such as Snapchat Discovery, Facebook Instant
Articles and Youtube channels, challenge the status quo, between news media
companies and digital platforms. In this qualitative study we focus on exploring the
challenges of news media companies operating on digital platforms. By conducting
semi-structured interviews with news media companies we derive three key themes
and provide a conceptual model for explaining how digital platforms are becoming a
marketplace for distributed contribution of news sourced from a wide array of
contributing news media. We conclude with future research propositions.

Keywords: Multi-sided markets, digital platforms, newspapers, news media, social
media, Facebook

Introduction

With the tremendous pool of professional- and amateur-created online news, digital
platforms such as Facebook, Twitter and Google, play an increasingly important role in
navigating consumers through the sea of media content. Already now, 61% of
American Millennials read news on Facebook (Mitchell & Page, 2015). Many
newspaper and digital-only news media companies have adjusted to this environment
by first publishing news content on the media’s own website and then use digital
platforms to amplify their message and spread the news around the World Wide Web
to attract new readers (Bernoff & Li, 2010).

Earlier research looked at this symbiotic relationship between news media companies
and digital platforms. Existing knowledge suggests that the relationship is similar to a
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producer-distributor relationship (Aguila-Obra, Padilla-Meléndez, & Serarols-Tarrés,
2007), where digital platforms serve as a channel between news media and their
customers. In this view, the role of digital platforms is to aggregate user-generated
content in order to attract more users and advertisers to a platform. However, rapid
growth of digital platforms and the proliferation of platform-based content, such as
Snapchat Discovery, Facebook Instant Articles and Youtube channels, challenge the
status quo between news media companies and digital platforms. As the audience of
digital platforms grows, these platforms start to gain leverage on news media
companies, expanding their roles beyond mere distribution channels.

Motivated by these changes in the newspaper industry, we will address the following
guestions in this article:

RQ1: What are the business challenges of news media companies on digital platforms?
RQ2: How should news media companies address these challenges?

To tackle these questions we conducted an exploratory study combining pre-existing
academic knowledge with qualitative enquiry. Our results reveal three themes related
to the challenges of news media companies operating on digital platforms.

Theoretical Background

Traditionally, news media companies relied on content created by professionals that
was distributed through a conditional-access medium, such as newspapers and TV
channels (Berman, Battino, & Feldman, 2011). This created high entry barriers for
independent content creators and allowed established news media companies to keep
a captive audience engaged with curated, professional content. The Internet, and
mobile devices disrupted the status quo, transforming the way news are consumed
and produced. The access to easy-to-use digital publishing platforms such as
Wordpress and Tumblr empowered individuals to create their own content (Lublin,
Efrati, & Ante, 2013). While concurrently, social media platforms such as Facebook
enabled content creators to distribute their work to a larger audience at a relatively
low cost. Thus, users of these platforms became simultaneously creators and
consumers of media content. This challenged the media companies as their traditional
customers now had a vast pool of professional- and user-generated content on their
fingertips (Meraz, 2009).

In contrast to traditional news media business models, online news media business
models are mainly built around the online news product (often freely distributed)
funded by banner ads and native, or branded online advertising (Mitchell & Page,
2014). One of the earliest, digital publishing media success stories was the Huffington
Post that started with non-paid bloggers aggregating other news sites’ content, with
the goal of creating a large community (Bakker, 2012). Such a model differed from
prior news publishing models in the sense that the company was able to safeguard the
high quality of the content despite merely assuming the role of content-curator
(Bakker, 2012).

Despite challenges, the Internet also offered media outlets new opportunities, from
using web analytics to understanding the way readers interact with stories published
online (Tandoc, 2014a, 2014b), to organizing large-scale, real-time interactjon with an
audience (Bivens, 2008). Moreover, digitalization brought a change in the news
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medium. As a consequence of these changes, the print newspaper artifact has been
partially or sometimes completely transformed into digital (Utesheva, Cecez-
Kecmanovic, & Schlagwein, 2012).

News media companies possess the experience of using different systems, such as the
web, TV and radio, as channels to improve the delivery of content (Veglis, 2008).
However, there is no consensus with regards to how news media companies should
manage social media activities and how these activities should be organized within the
media companies (Godes, 2013). As more and more people turn to mobile devices and
the Internet to consume news, one low-cost effort for traditional news media
companies to reach their audiences has been to share their content on social media
platforms. Many of the modern digital platforms are characterized by employing a
multi-sided market model to run their business (Ghazawneh & Henfridsson, 2013).
Platforms on multi-sided markets are characterized by network effects, generated by
the presence of both sides of the market, which ultimately benefit the participants of
the platform (Armstrong, 2006; Haucap & Heimeshoff, 2014; Rochet & Tirole, 2003).

Social media platforms have allowed companies to create online communities around
media brands (Weinberg & Pehlivan, 2011). Platforms can also be used to
communicate directly with current and future potential customers, create word-of-
mouth for content (Luo, Zhang, & Duan, 2013), and sometimes even to co-create
content (Wikstréom & Ellonen, 2012) and/ or to share articles published on a media
brand’s website. However, news media companies often invest resources into
increasing article views on social media without a clear business model (Ju, Jeong, &
Chyi, 2014). The combination of a widespread adoption of digital platforms and
challenges news media companies face in transforming their business calls for a new
research to investigate these issues.

As consumers are spending more and more time online, media companies need to
establish a strategy on how to distribute news on digital platforms. More specifically
social media platforms allow media companies to drive traffic to their websites (Holm,
Glinzel, & Ulhgi, 2013). The tremendous size of audience on social media platforms has
gotten news media companies pushing their content to these platforms with the goal
of attracting subscribers to their content (Ju et al., 2014) and growing their audiences.

The relationship between the two parties is not yet however firmly established and as
the influence of digital platforms grows, there is potential for tensions related to
aspects such as revenue sharing, customer data and customer ownership (Smyrnaios,
2012). To the best of our knowledge — there is no prior research that would consider
the ways with which multi-sided platforms are transforming the newspaper media
ecosystem.

Methods

To learn how news media companies use digital platforms, we conducted 10 semi-
structured interviews with employees from online news media companies during
spring 2015 (see Table 1). To ensure that the companies had an online presence on
one or more digital platforms, we performed a thorough background analysis of the
companies online. The position of informants included journalists, editors, product
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managers, as well as top management. All companies are based in the United States,
however the majority operates worldwide. Each interview lasted from 30 to 65
minutes, with an average length of 40 minutes.

Informant Description Position

Informant 1 Sports media Manager

Informant 2 Sports media Manager

Informant 3 Media for millennials Editor

Informant 4 Technology media Senior Editor
Informant 5 Media for millennials Manager

Informant 6 Business media Executive manager
Informant 7 News platform provider Executive manager
Informant 8 News platform provider Executive manager
Informant 9 News media lab Editor

Informant 10 News platform provider Executive manager

Table 1: Informant profiles.

We followed an inductive, exploratory approach with a high-level interview protocol —
leaving room for the interviewees to interpret the questions (Karlsen & Stavelin, 2014).
The interview protocol consisted of four sections. In the first section, informants were
asked background questions, about their experience, their position in the company,
and general company activities. In the second section, we made specific inquiries
about the business operations of the company, the business model and the
competitive landscape on the market. In the third section, we asked about the use of
social media platforms in their operations and their impact on both editorial policies
and their business model. In the fourth sections, we explored the interviewees’ vision
on the future developments of the media industry and the role of technology.

We primarily used an inductive interpretive approach for our analysis as described by
Walsham (2006), learning from the data, constantly recording and discussing interview
impressions and observing emerging themes from the data. Using elements of analysis
from grounded theory (Glaser & Strauss, 1967), we proceeded with creating an
iterative coding procedure. To improve accuracy and to decrease bias, two authors
conducted open coding (Karlsen & Stavelin, 2014; Utesheva et al., 2012). After the
initial open coding stage, axial coding was applied to fit identified concepts into
categories. We then compared the categories based on which we were able to derive
final themes, which were observed by both authors.

Findings

1.1 Social media — a strategic digital platform for news companies

The informants are observing a trend where online news media companies are
transitioning to the other side of the market from users. Digital platforms leverage
their members by turning individual users into captive audience. In this setting users
do not leave a platform in order to receive third-party media content. Instead users
consume all content within a digital platform. A current understanding of social media
implies user-generated content as a driving force for attracting an audience. However,
our interviews reveal that social media platforms now look for professionally produced
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media content to attract further users. News media companies are being increasingly
prioritized, on the expense of them becoming revenue drivers for digital platforms.

“One of the things that people talk about a lot is how Facebook works for publishers
[news media companies]. [...] They’re interested in people hosting content on their
platform within Facebook rather than on a separate, external website. So whatever
moves Facebook makes make people pay attention to because of their referral power”.
- Informant 3.

Our informants observe positive effects in terms of building and retaining audiences on
social media platforms. Looking into the future, some media companies predict a
completely distributed model without a website of the publication being the hub of all
operations. Instead, informants envision a scenario where their content is present only
on native applications within social platforms.

“you focus on building a Facebook audience and if you were a reporter covering a local
neighborhood you probably wouldn’t want to build a website at all you would probably
just want to start a Facebook page and cover the neighborhood on the Facebook page.
Once you would reach a certain size, figure out some advertising and you could
probably do it all from the platform.” - Informant 3.

Further our informants observe negative network externalities, such as lock-in and
high dependence on digital platform provider regulations. Social media platforms
increasingly introduce new boundary resources in the form of rules to the news media
companies and establish control over content and user data. This development has a
dual meaning for operating on these platforms. Platforms promise to improve
audience targeting, increase efficiency of social media efforts, and offer tools to
acquire new audiences, which have definite benefits for news media companies.
Despite that, media companies are losing control over their audience and content,
which is disrupting the news media companies’ business models.

“But the bigger broader question that people are worried about is in terms of whether
media companies are seeding too much control to Facebook or whether this is going to
have a long term impact —whether all business is going to end up there. We are still at
a point where companies can still pull out of it and say — we don’t need to do this
anymore” - Informant 9.

An increasing power of digital platforms is to create challenges to an established mode
of business for news media companies. The more conventional business model for
news companies is to attract an audience to their website and generate income
through subscriptions or advertisements present on the website. In this model, news
media companies fully control their audience as well as revenue streams, and typically
the income are not shared with third parties. In the new setting however, social media
platforms offer a significantly bigger audience for news media companies, with the
trade-off of losing control over the audience and the revenue streams.

“If we can create a really compelling video, say its an animation project, and we can
reach 3 million people with that project in a relatively short time, reaching them
through other platforms, versus 500 000 people watching that content specifically and
only on [our website] — it is | think something that we really have to embrace if we
want to get our brand out there.” - Informant 2.
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While concrete revenue models between content creating news media companies and
social media platforms are not obvious, our informants expect some type of profit
sharing between the two parties. It is also notable to point out that despite the
uncertainties related to and impacts of a mode of co-operation on the companies’
bottom-line, the informants were eager to experiment with the new model, even if
sometimes mainly due to the competitive pressure.

“Facebook will start natively hosting news stories on Facebook. So you will read a story
from lets say the New York Times on Facebook without ever visiting the New York
Times. And then the New York Times will probably get some cut of that revenue. If
Facebook does that, | imagine we will at least explore the possibility of doing that as
well” - Informant 4.

1.2 A competition within and between digital platforms

The transition to be a part of a digital platform, rather than creating content on a news
media’s own website is changing the competitive landscape for news media
companies. When discussing competition, most of the informants mentioned the
variety of e-services and sources of entertainment, such as mobile games and mobile
applications (e.g. Snapchat, Facebook, Instagram). Informants did not limit their
competitors to what one could traditionally perceive as direct competitors in the news
media industry. Moreover, news media companies find that in essence, they are
competing for people’s time on all digital platforms.

“..When it comes to platforms its not so much that you are competing for brand
recognition or audience —you’re competing for just time that people have during the
day. [...] We are just trying to fight to move up the prioritization scale when they wake
up every morning or they are waiting for a bus or they’re bored at work. What
[content] are they going to look at their phone?” — Informant 2.

The informants expressed a clear understanding of their audience’s limited attention
and time to spend on any media, whether it is news or entertainment, giving examples
of competition such as online games and blogs. Moreover, news companies tend to
also see social networks and mobile applications as their competitors, as these have
content, which diverts the audience from their media’s websites.

“We compete against Facebook, we compete against Twitter, we compete against
Candy Crush. We compete against any other thing anybody could be doing with their
smartphone at any time. [...] But more broadly speaking, any social network and
almost any app on your phone in some way could be considered as competitor to a
news publication. Because people have limited time.” - Informant 4.

Users are not so much exposed to the Internet as they are to social, mobile
applications. The shift of audience to smartphones for content consumption intensifies
the competition for attention. Media companies strive to find a place within a social
media platform with a mobile application in addition to which, informants felt that the
prevalence of mobile applications also required customizing content for these social
media platforms’ mobile applications.

“The stuff that people spend time on, particularly on their phones. That could be
media, but, | think it is games, or other forms of entertainment, blogs and that sort.” —
Informant 5.
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“Journalism companies are going to increasingly look to tools, technology, because
they can’t be everywhere at once but their audience can be everywhere at once on
their phones or wherever they have the technology to interact with and shape the
media that they have.” - Informant 8.

News media companies face a challenge when trying to reach a mobile audience.
“There’s a very large audience on Facebook that is specifically on mobile. That’s an
area where publishers have had a lot of trouble reaching people and not just reaching
people but actually reaching people in the same size and scope as Facebook.”
Informant 9.

News companies are concerned with capturing an audience’s attention and delivering
it in a suitable form to audiences across a variety of devices and digital platforms.
Informants are increasingly concerned about the way digital platforms distribute news
media content within and across digital platforms. In particular, informants highlighted
a loss of control over the process.

“There is part of me, which is protective over “our children” [content produced by the
company], but after they grow up, they go on their own, so we will let our stories go.
And you always have to test an environment.” - Informant 6.

The way content is distributed to the readers online is changing. Before digital
platforms would be used to deliver news from the providers to the users (Aguila-Obra
et al., 2007), leading the latter back to the original source, now content can have a life
of its own on various digital platforms. Informant 6 above shares a concern about its

“children leaving home”, referring to the content produced by the media company
being designed for various social media platforms as opposed to their own website.
Platforms are becoming a destination for users, instead of being a gateway to the
Internet.

“Facebook especially is playing around with content experiences that are native to
Facebook from other publishers. Whether that’s video that’s played in the Facebook
feed or the full article or content experience that takes place within Facebook
newsfeed. That’s not going to lead back [to our website] necessarily.” - Informant 2.
Today it is more important to ensure that news appear on readers’ Facebook News
Feed for news to be consumed there, than using digital platforms as a simple news
distribution engine funneling readers to the website.

“We set out to do and provide a real substitute news but in today's distribution
environment. [...] With the change in medium you also have a big change in how
distribution occurs. You also have a big change in how stories are produced, how
resources are going to them. [...] but there's much fewer companies that are producing
something that you want to click on your Facebook feed and that is also substantive
and informative [...] that's our mission - what we're going for.” - Informant 3.

“We have to stay open to all the platforms and we should have this mindset, because
you do not know unless you try it. So we are open to try it. | came from the meeting this
morning with another major platform who wants to take our content and put it into
their platform and so we will try, because you can’t stay stuck to old models.” -
Informant 6.

As a response to this new distribution environment some of our informants are
experimenting with posting tailored content to various platforms, trying to appeal to
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the demographics of the platform. Simultaneously they try to bring this tailored
experience to other parts of their publishing activities. Instead of having a conversion
with a reader on the website and getting direct feedback to the news media company,
the companies now rely on the feedback spread across different platforms, to learn
about particular demographics.

“When you take something like Instagram, we look at the number of likes, we look at
the number of comments and we see how our followings gro. It’s more about a hub to
just experiment with new types of content that are aimed to the young audience. And
for things that might resonate on Instagram — we think how we can replicate this
same mentality directly on [our website] where the audience is young as well. Its an
enormous testing ground and a great opportunity for us to just try new things” -
Informant 2.

1.3 Coping with the change initiated by digital platforms

Increasing the role of digital platforms, especially social media platforms, in news
publishing business causes changes in how news media companies are building their
business. According to our informants there is a shift in the measurements of success,
from traffic on their webpages to the level of brand awareness.

“..it’s not so much about traffic anymore — audience doesn’t always mean visitors or
unique visitors. Audience means brand awareness essentially. [...] [Our website]
doesn’t see direct traffic from them [digital platforms] but we see them as good
investments because it is an opportunity to reach an audience for our content, even if
that doesn’t bring them back to [the company’s website].” —Informant 2.

On the other hand Facebook can also be used as a platform to build a community. This
view is more in line with prior research (see e.g. (Kaplan & Haenlein, 2010)).

“Shares are what allow us to reach a larger platform — particularly on Facebook. It is
very important to us, it’s a metric that | look at really closely.” —Informant 4.

“Our focus has been Facebook. You know | think now we’re to almost a million
followers on Facebook which is great and we’re always looking to reach for the
audience we’re looking to reach- which is the 40 million, American millennials. So
when we’re creating demand — its really more creating the kind of stuff that people
love and that will give them a great perspective on the world.” —Informant 3.

A digital platform can even be seen as a partner with whom the news media company
has a relationship with as the platform drives traffic to the media’s website.

“In the particular case of Facebook, we could publish our stories to Facebook and they’ll
be seen by a large number of readers there. And Facebook actually drives a lot of
traffic our way.” -Informant 4.

One of the mechanisms to cope with the diminishing direct website traffic and lower
click-through rate on advertisements is native advertising. Increasingly, news media
companies are offering specially created content to advertisers, which is integrated
into the regular content stream. Such an approach allows companies to sell the
content, regardless of its location, as opposed to the traffic on one particular page.
“We basically sell what you might call native advertising, which is where most of the
money comes from. The studies show that most of the millennial generation, want to
see its purchasing decision as a moral decision. They care that company they buy from
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should have the same values that they do, and because [our company] has got very
strong set of values that people associate it with, if brands want to sell products to
people who care about values of the company” - Informant 5.

1.4 Summary and interpretation

News media companies reshape their content creation and distribution strategy to
accommodate digital platforms, specifically social media platforms. Companies are
moving from a centralized to a distributed content creation model (see Figure 1).
While content is created on and for a digital platform, it is still created by the news
media companies. Unlike web-content aggregators, digital platforms still brand the
content by the news media producing it. The emergence of the new model has an
implication on how news media companies build their business on digital platforms.

In order to be successful and relevant on each platform separately, a news media
company has to have a strategy designed specifically for each platform. In this model,
the content may exclusively reside on a digital platform and does not lead to the native
content developed on and for a news media’s website, which is the case in a
distributor model. Such a setting creates a captive audience based on the digital
platform, which is not easily transferrable to the news media company’s own platform,
e.g. website.

Figure 1: Content creation and distribution on digital platforms

The ecosystem of digital platforms is now seen as a market place for content as
opposed to the traditional notion of using social media platforms as mere marketing
channels (Leeflang, Verhoef, Dahlstrom, & Freundt, 2014). We propose that media
companies are becoming a sponsoring side in the two-sided marketplace, in which
they act as contributors of content on digital platforms. This leads the platforms having
a distributed contribution of content sourced from a wide array of contributors. In
order to accommodate the new distributed content creation model, we put forward
two propositions.

Proposition 1: News media companies will need to re-organize their business to
accommodate the boundary resources of digital platforms before creating